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Abstract. Following the previous efforts of INTERACT
(INTERcomparison of Aerosol and Cloud Tracking), the
INTERACT-II campaign used multi-wavelength Raman li-
dar measurements to assess the performance of an automatic
compact micro-pulse lidar (MiniMPL) and two ceilometers
(CL51 and CS135) in providing reliable information about
optical and geometric atmospheric aerosol properties. The
campaign took place at the CNR-IMAA Atmospheric Ob-
servatory (760 ma.s.l.; 40.60◦ N, 15.72◦ E) in the framework
of ACTRIS-2 (Aerosol Clouds Trace gases Research InfraS-
tructure) H2020 project. Co-located simultaneous measure-
ments involving a MiniMPL, two ceilometers and two EAR-
LINET multi-wavelength Raman lidars were performed from
July to December 2016. The intercomparison highlighted
that the MiniMPL range-corrected signals (RCSs) show, on
average, a fractional difference with respect to those of CNR-
IMAA Atmospheric Observatory (CIAO) lidars ranging from
5 to 15 % below 2.0 km a.s.l. (above sea level), largely due
to the use of an inaccurate overlap correction, and smaller
than 5 % in the free troposphere. For the CL51, the atten-
uated backscatter values have an average fractional differ-
ence with respect to CIAO lidars< 20–30 % below 3 km and
larger above. The variability of the CL51 calibration constant
is within ±46 %. For the CS135, the performance is similar
to the CL51 below 2.0 kma.s.l., while in the region above
3 kma.s.l. the differences are about ±40 %. The variability
of the CS135 normalization constant is within ±47 %.

Finally, additional tests performed during the campaign
using the CHM15k ceilometer operated at CIAO showed
the clear need to investigate the CHM15k historical dataset
(2010–2016) to evaluate potential effects of ceilometer laser
fluctuations on calibration stability. The number of laser
pulses shows an average variability of 10 % with respect to
the nominal power which conforms to the ceilometer spec-
ifications. Nevertheless, laser pulses variability follows sea-
sonal behavior with an increase in the number of laser pulses
in summer and a decrease in winter. This contributes to ex-
plain the dependency of the ceilometer calibration constant
on the environmental temperature hypothesized during IN-
TERACT.

1 Introduction

The monitoring of essential climate variables using low-
cost and low-maintenance automatic systems represents
one of the main challenges for the scientific commu-
nity and instrument manufacturers over the next decade.
The use of automatic lidars for the vertical profiling
of aerosol properties both in the boundary layer and
in the free troposphere have progressed steadily over
the last few years. Single-wavelength elastic backscat-
tering lidars, often with polarimetric capabilities and
ceilometers, have the potential to improve our understand-
ing of climate and air quality thanks to a dense de-
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ployment at global scale (e.g., https://www.dwd.de/EN/
research/projects/ceilomap/ceilomap_node.html). Advanced
research lidars undoubtedly will remain the reference to
monitor aerosols, but due to their complexity and high opera-
tion and maintenance costs they have still a limited geograph-
ical coverage. International stakeholders’ federated networks
(e.g., GALION – GAW Lidar Observation Network) are
slowly evolving towards the harmonization of the different
practices adopted within each of the federated networks (e.g.,
EARLINET, MPLNET, ADNET, LALINET), and, therefore,
towards the homogeneity of the respective measurements and
products; at present only one example of a coordinated mon-
itoring of a global scale event (Nabro volcanic eruption) has
been provided in literature (Sawamura et al., 2011).

It is useful for the scientific community to understand
to which extent automatic lidars and ceilometers (ALCs)
are able to provide an estimation of the aerosol geometric
and optical properties and fill in the geographical gaps of
the existing advanced lidar networks, like EARLINET,
the European Aerosol Research Lidar NETwork (Pap-
palardo et al., 2014). In this direction, at European level,
E-PROFILE (http://eumetnet.eu/activities/observations-
programme/current-activities/e-profile/), part of the EU-
METNET Composite Observing System (EUCOS),
along with EU COST-1303 TOPROF (http://www.toprof.
imaa.cnr.it) is spending a large effort to characterize
a few of the state-of-the-art ALCs and to establish a good
understanding of the instrument output.

Lidars, with respect to the past, evolved into modern au-
tomated instruments from strictly research prototypes. Cur-
rently, commercial lidars are available on the market and
can now efficiently contribute to monitor continuously at-
mospheric aerosol. Automatic lidars may have very different
features, from models equipped with diode-pumped laser or
solid-state laser, operating in the UV at 355 nm or in the vis-
ible spectrum at 532 nm. Only multi-wavelength lidars emit
wavelengths in the near infrared at 1064 nm. Typically, the
higher the emitted laser pulse energy (spanning from few µJ
to mJ), the higher the required relative maintenance and costs
will be. But higher emitted laser pulse energy translates into
higher signal-to-noise ratio (SNR), which means lower un-
certainty affecting the estimation of aerosol properties. The
most important difference between ceilometers and single-
wavelength automatic lidars consists in the fact that the for-
mer emits a single wavelength in the near infrared between
900 and 1100 nm to avoid strong Rayleigh scattering with
a pulse repetition rate of the order of a few kilohertz and laser
pulse energy of few µJ, to allow eye-safe, continuous and
unattended operations. UV and visible automatic lidars can
typically cover the whole tropospheric range, while ceilome-
ters, depending on the model, can cover the boundary layer
only or detect aerosol features also in the free troposphere.

Limitations in aerosol property retrievals by different
ceilometers have been already investigated (e.g., Wiegner
et al., 2014; Madonna et al., 2015; Kotthaus et al., 2016).

Ceilometers are limited to retrieve the attenuated backscat-
ter and the aerosol backscattering coefficient with a limited
accuracy. For the latter, the retrieval is affected by the cal-
ibration of the aerosol backscattering profiles. The calibra-
tion relies on the use of ancillary instruments, such as a co-
located Raman multi-wavelength lidar or a sun photometer,
or, depending on the ceilometer model, can be performed us-
ing the molecular backscattering profile in an aerosol-free re-
gion (only by adopting long integration time, larger than 1–
2 h, depending on the atmospheric conditions; Wiegner et al.,
2014). Alternatively, ceilometers can be calibrated follow-
ing the procedure described in O’Connor et al. (2004), where
the backscatter signal is rescaled until the observed lidar ra-
tio value matches the theoretical value, when suitable condi-
tions of stratocumulus are available. In addition, ceilometers
use diode laser sources working in an infrared region where
the water vapor absorption is strong. At those wavelength re-
gions, a correction of the profiles using a radiative transfer
model is mandatory for retrieving optical properties (Wieg-
ner and Gasteiger, 2015).

Given the role that commercial lidars and ceilometers
might cover due to their low-cost and low-maintenance base-
line component of the aerosol non-satellite observing sys-
tem at the global scale, several intercomparison experiments
must be designed to assess the performances of commercial
systems compared to advanced multi-wavelength lidars and
to ensure comparability between different instruments, mea-
surements and retrieval techniques. These experiments can
provide recommendations which can strongly support the de-
sign of current and future networks for the aerosol observa-
tion and the monitoring of pollution.

For this scope, the INTERACT (INTERcomparison of
Aerosol and Cloud Tracking) campaign was arranged and
took place at CIAO (CNR-IMAA Atmospheric Observa-
tory) in Tito Scalo, Potenza, Italy (760 ma.s.l.; 40.60◦ N,
15.72◦ E), from July 2014 to January 2015 (Madonna et al.,
2015). It demonstrated good performance of the ceilome-
ters using diode-pumped Nd:YAG lasers, like the CHM15k
type, but also pointed out difficulties using the molecular cal-
ibration to retrieve aerosol properties. The variability of the
ceilometer calibration constant, calculated using an advanced
multi-wavelength Raman lidar as reference, requires a fre-
quent monitoring of the calibration at minimum on a sea-
sonal basis. Thermal effects along with a nonlinear system
response to different aerosol loadings have been considered
the potential reason for the Nd:YAG ceilometers’ instability.

With the same INTERACT general campaign objectives,
i.e., providing a continuous investigation of the automatic
lidar and ceilometer performances, the INTERACT-II cam-
paign has been performed at CIAO from July 2016 to
January 2017 in the framework of the transnational ac-
cess activities of the H2020 research infrastructure project
ACTRIS-2 (Aerosol Clouds Trace gases Research InfraS-
tructure, http://www.actris.eu). During this period, different,
pure or mixed aerosol types were observed at CIAO, both in
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the boundary layer and in the free troposphere, such as min-
eral dust, biomass burning, continental, rural and pollution.
Aligned to those of INTERACT, the main scientific objec-
tives of INTERACT-II can be summarized as

– performance evaluation of commercial automatic lidars
and ceilometers to retrieve aerosol–cloud geometric and
optical properties (with respect to the instrument sen-
sitivity to different loads and types of aerosols and
clouds);

– instrument SNR and dynamic range (depending on the
aerosol extinction coefficient, water vapor content, solar
irradiance, etc.) assessment;

– evaluation of instrument stability over time (e.g., laser,
detector, efficiency, thermal drifts);

– assessment of ceilometers’ calibration stability and ac-
curacy (using ACTRIS and EARLINET Raman lidars
as a reference).

The campaign included an automatic lidar (MiniMPL, pro-
vided by Sigma Space Corporation) and four ceilometers
(Campbell CS135, VAISALA CT25K and CL51, and Jenop-
tik CHM15k).

INTERACT-II adopted the INTERACT (Madonna et al.,
2015) campaign philosophy and methodological approach,
with the added value to intercompare at once the newest gen-
eration of 905–910 nm ceilometers, the MiniMPL, recently
delivered on the market, and the advanced multi-wavelength
Raman lidars operated at CIAO, including the EARLINET
reference mobile system, MUSA (Multi-wavelength System
for Aerosol). The capability of the MiniMPL and ceilome-
ters to detect aerosol layers and provide quantitative infor-
mation about the atmospheric aerosol geometric and optical
properties was investigated. Advanced Raman lidar measure-
ments are provided by the two permanently deployed lidars
operative at CIAO: MUSA, which is one of the mobile ref-
erence systems used in the frame of the EARLINET Qual-
ity Assurance Program, and PEARL (Potenza EArlinet Ra-
man Lidar). Range-corrected signals (RCSs) of CIAO Ra-
man lidars (hereinafter CIAO lidars) were compared with
those provided by the MiniMPL, while the CIAO lidar at-
tenuated backscatter coefficient profiles (β ′) were compared
with the corresponding β ′ profiles provided by ceilometers.

CHM15k and CT25K performances are not discussed in
this paper because both the ceilometers have already been
characterized during INTERACT. In addition, the CHM15k
underwent a laser realignment from July to October 2016 and
the system has been mainly used during the last part of IN-
TERACT to perform a few stability tests of the laser, which
are described later on in the paper.

In the next section, we describe the instruments deployed
during INTERACT-II. In Sect. 3, the algorithms used for the
data processing are presented. In Sect. 4, we show and dis-
cuss the intercomparison results between CIAO lidars and

MiniMPL, while ceilometers’ performances are described
in Sect. 5. The stability of the ceilometers with respect to
the changes in the environmental temperature is analyzed in
Sect. 6. Summary and conclusions are finally provided.

2 Instruments

Located in the middle of the Mediterranean region, sur-
rounded by the sea (less than 150 km) and strategically lo-
cated with respect to African dust outbreaks and Eastern Eu-
ropean forest fires, CIAO represents an ideal location to ob-
serve different aerosol species under different meteorological
conditions. Beyond the multi-wavelength Raman lidars and
the ceilometers mentioned in the introduction, CIAO utilizes
a suite of instruments that continuously monitor the atmo-
sphere, including a microwave radiometer, a Ka-band cloud
radar a sun–star–lunar photometer. Moreover, radiosound-
ings are launched weekly (Madonna et al., 2011).

Ceilometers were installed on the roof of the observatory
building (about 10 m above the ground), while the MiniMPL,
being heavier and larger than a ceilometer, was deployed
close to MUSA and PEARL at the surface. Table 1 reports
MiniMPL, MUSA and PEARL specifications at 532 nm,
while Table 2 shows specifications of the ceilometer infrared
receivers, MUSA and PEARL.

MUSA is a mobile multi-wavelength lidar system, based
on a Nd:YAG laser source emitting at 1064, 532 and 355 nm.
The receiver unit consists of a Cassegrain telescope with
a primary mirror of 300 mm diameter. The three laser beams
are simultaneously and coaxially transmitted into the atmo-
sphere beside the receiver in biaxial configuration. The re-
ceiving system has three channels to detect the elastically
backscattered radiation from the atmosphere and two ad-
ditional channels to detect the inelastically backscattered
Raman radiation by atmospheric N2 molecules at 607 and
387 nm, respectively. The elastic channel at 532 nm is split
into parallel and perpendicular polarization components by
means of a polarizing beam splitter cube. The backscat-
tered radiation at all the wavelengths is acquired by photo-
multiplier tubes in both analog and photon-counting mode.
The calibration of depolarization channels is automatically
made using the ±45 method (Freudhentaler et al., 2009).
The typical vertical resolution of the raw profiles is 3.75 m
at 1 min temporal resolution. The MUSA system is com-
pact and transportable and it is one of the reference sys-
tems employed for the EARLINET quality assurance pro-
gram. MUSA is routinely tested with respect to several sys-
tematic quality-assurance tests developed in order to harmo-
nize the lidar measurements, setting up high-quality stan-
dards and improving the lidar data evaluation (Pappalardo
et al., 2014). MUSA signals are also routinely evaluated us-
ing the Rayleigh fit test and signal-to-noise analysis (Baars
et al., 2016). Additionally, the telecover test (Freudenthaler,
2008) is performed regularly and especially after transporta-
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Table 1. Specifications of MUSA, PEARL and MiniMPL at 532 nm. All the lidars are operated in the zenith-pointing mode. RFOV indicates
the half-angle rectangular field of view of the instruments.

Instrument Wavelength Pulse Repetition Configuration Laser RFOV Approx. full
(nm) energy rate (kHz) divergence (mrad) overlap

(µJ) (mrad) height (m)

MUSA 532 2.5× 105 0.02 Biaxial 0.3 0.5 400
PEARL 532 5× 105 0.05 Monoaxial 0.125 0.5 550
MiniMPL 532 3.5–4 2.5 Monoaxial 0.04 0.24 2000

Table 2. Specifications of MUSA and PEARL at 1064 nm, CL51 and CS135. All the instruments are operated in the zenith-pointing mode.
RFOV indicates the half-angle rectangular field of view of the instruments.

Instrument Wavelength Pulse Repetition Configuration Laser RFOV Approx. full
(nm) energy rate (kHz) divergence (mrad) overlap

(µJ) (mrad) height (m)

MUSA 1064 5.5× 105 0.02 Biaxial 0.3 0.5 400
PEARL 1064 1.2× 106 0.05 Monoaxial 0.125 0.5 550
CL51 910± 10 nm 3 6.5 Advanced single-lens optics 0.15× 0.25 0.56 230 (90 % overlap)
CS135 912± 5 nm 4.8 10 Single split-lens biaxial 0.35 0.75 300–400

tion of the system. The system is aligned using a CCD cam-
era to reduce the effect of misalignment between the tele-
scope and laser axis, being MUSA a bistatic lidar. Finally, the
multi-wavelength detection capability enables the so-called
“3+ 2” lidar data analysis which, taking advantage of the si-
multaneous retrieval of aerosol extensive (extinction coeffi-
cients at 355 and 532 nm; backscattering coefficients at 355,
532 and 1064 nm) and intensive optical properties (lidar ra-
tios at 355 and 532 nm and color ratios) at different wave-
lengths, permits to check the physical consistency of the re-
trieved aerosol properties.

The multi-wavelength lidar system for tropospheric
aerosol characterization, PEARL, has been designed to pro-
vide simultaneous multi-wavelength aerosol measurements
for the retrieval of optical and microphysical properties of at-
mospheric particles as well as water vapor mixing ratio pro-
files. The system, operated according to regular EARLINET
measurement schedule until 2014, is presently used only for
testing, during special events and as backup of MUSA sys-
tem when MUSA was moved abroad for the calibration of
the EARLINET stations (Wandinger et al., 2016). PEARL is
based on a 50 Hz Nd:YAG laser source emitting at 1064, dou-
bled and tripled to 532 and 355 nm, respectively. An optical
system based on mirrors, dichroic mirrors and 2× beam ex-
pander separates the three wavelengths, allowing optimiza-
tion of the energy and divergence for each wavelength. The
beams are mixed again for collinearity of the three wave-
lengths and transmitted simultaneously and coaxially with
respect to the lidar receiver. The backscattered radiation from
the atmosphere is collected by an F/10 Cassegrain telescope
(0.5 m diameter, 5 m focal length) and forwarded to the re-
ceiving system, where three channels detect the radiation

elastically backscattered from the atmosphere at the three
laser wavelengths and three channels are used for the Raman
radiation backscattered from the atmospheric N2 molecules
at 387 and 607 nm and from H2O molecules at 407 nm. Two
additional channels detect the polarized components of the
532 nm backscattered light. Each of these channels is further
split into two channels differently attenuated for the simulta-
neous detection of the radiation backscattered from the low-
and high-altitude ranges, in order to extend and optimize the
signal dynamic range. For the elastic backscattered radiation
at 1064 nm the detection is performed by using an avalanche
photodiode (APD) detector and the acquisition is performed
in analog mode. For all the other acquisition channels, the
detection is performed by means of photomultipliers and the
acquisition is in photon-counting mode. The vertical resolu-
tion of the raw profiles is 7.5 m for 1064 nm and 15 m for the
other wavelengths, and the raw temporal resolution is 1 min.
PEARL measurements were extensively intercompared with
MUSA to have a redundant aerosol profiling capability at
CIAO.

The MiniMPL transceiver weighs 13 kg and measures
380 mm× 305 mm× 480 mm (width, depth and height). The
system consists of a laptop and the lidar transceiver, con-
nected by a USB cable, and the average power consumption
is about 100 W during normal operations. The whole system
fits in a transportable storm case with a telescopic handle and
wheels and can be checked in as regular luggage during a do-
mestic or international flight. The MiniMPL’s Nd:YAG laser
emits polarized 532 nm light at a 2.5 kHz repetition rate and
3.5–4 µJ nominal pulse energy. The laser beam is expanded
to the size of the telescope aperture (80 mm) to satisfy the
eye-safe requirements in ANSI Z136.1.2000 and IEC 60825
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standards. The system also has built-in depolarization mea-
surement (Flynn et al., 2007) with a contrast ratio greater
than 100 : 1. The receiver uses a pair of narrowband filters
with bandwidth less than 200 pm to reject the majority of so-
lar background noise. The filtered light is then collected by
a 100 µm multi-mode fiber and fed into a Silicon Avalanche
Photodetector operating in photon-counting mode (Geiger
mode). Photon-counting detection enables the MiniMPL de-
sign to be lightweight and compact with high SNR through-
out the troposphere. MiniMPL sets the laser beam divergence
at about 40 µrad and receiver field-of-view at 240 µrad. This
design balances the solar noise with optical system stabil-
ity and avoids multiple scattering which can distort measure-
ments of depolarization ratio and extinction coefficient in the
cloud.

The Vaisala Ceilometer CL51, the second generation of
Vaisala single-lens ceilometers, is designed to measure high-
range cirrus cloud base heights while maintaining the capa-
bility to measure low- and middle-range clouds and, in high
turbidity conditions, to diagnose vertical visibility. Its appli-
cation to detection of tropospheric aerosol layers is under in-
vestigation in several papers in literature (e.g., Wiegner et al.,
2014). The CL51 employs a pulsed diode laser source emit-
ting at 910± 10 nm (at 25 ◦C with a drift of 0.27 nmK−1)
with a repetition rate of 6.5 kHz. The refractor telescope,
which employs an enhanced single-lens technology, theoret-
ically allows reliable measurements virtually at the surface,
although the overlap correction estimated by the manufac-
turer is not able to effectively correct the ceilometer profile
over the entire incomplete overlap region. The backscattered
radiation is filtered using an optical bandpass filter which,
according to Vaisala, is on the order of 3.4 nm and then de-
tected using an APD in analog mode. The instrument used in
INTERACT-II was updated with the latest firmware version
(v1.034).

The Campbell Scientific CS135 ceilometer employs
a pulsed diode laser source emitting at 912± 5 nm with a rep-
etition rate of 10 kHz. The ceilometer receiver is based on
a single-lens telescope. Half of the lens is used for the trans-
mitter and the other for the receiver with a total optical iso-
lation between them. The optical layout is conceived to en-
able lower-altitude measurement and to integrate larger op-
tics into a compact package. Like the CL51, the backscat-
tered radiation is filtered using an optical bandpass filter
(36 nm) and detected using an APD in analog mode. The lat-
est version of the instrument firmware was provided by the
manufacturer itself. During INTERACT-II, CS135 data col-
lection (performed using a terminal emulator) was affected
by a technical problem with the CIAO logging system, which
caused the loss of a large amount of data, especially in the
free troposphere, thus limiting the number of available cases
for the comparison (only nine measurement sessions).

At this stage, it is worth providing a few clarifications
about the hybrid nature of this intercomparison campaign
which involved both automatic elastic (polarized) lidars

and regular ceilometers. As remarked upon in Madonna
et al. (2015), ceilometers are optical instruments based on the
lidar principle, but eye-safe and generally lower in cost and
performance compared to advanced research or automatic
elastic lidars. Their primary application is the cloud base
height determination and vertical visibility for transport-
related meteorology applications. These instruments typi-
cally have considerably lower SNRs than lidars because they
employ diode lasers and wider optical bandpass filters to
detect over the broader spectrum of these sources. Diode
lasers sources are employed only if compliant with eye-
safety requirements which permit ceilometers to be oper-
ated unattended. In a few more powerful ceilometers, like
the CHM15k and CHM15kx, as well as the MPLs (includ-
ing MiniMPL), the use of diode-pumped lasers allows much
larger SNRs and, therefore, enhanced performances (e.g.,
Madonna et al., 2014). Moreover, ceilometers, while provid-
ing factory-calibrated attenuated backscatter profiles, do not
often provide the raw backscattered signals and their process-
ing software includes several automatic adjustments of the
instrument parameters (e.g., gain, voltages, background sup-
pression) performed according the observed scenario (e.g.,
daytime, nighttime, clear or cloudy sky) but out of the con-
trol of users. This makes it difficult to use them for research
purposes beyond the applications for which they were de-
signed.

During INTERACT-II, a hybrid ensemble of these instru-
ments, automatic lidars and ceilometers have been deployed.
Nevertheless, the main scope of the campaign remains to as-
sess the performances of each different category of instru-
ments separately and, within the same category, to assess the
limitation in the use of each system involved. Therefore, the
results presented in Sects. 4 and 5 are intended to show un-
der which limitations each of the investigated systems is able
to provide quantitative information on the aerosol properties
in both the boundary layer and in the free troposphere. The
reader should use these results according to his or her own
specific needs and with careful consideration of the applica-
tion.

3 Intercomparison methodology and data processing

Following the same approach used during INTERACT,
CIAO lidar signals have been processed using the EAR-
LINET Single Calculus Chain (SCC) (D’Amico et al., 2016;
Mattis et al., 2016). The SCC outputs are the pre-processed
RCSs and the profiles of aerosol extinction coefficient at 355
and 532 nm and backscattering coefficient at 355, 532 and
1064 nm, using both Raman and elastic signals. RCS is de-
fined as the product of the pre-processed signal (background
subtracted) multiplied by the square of the altitude range:
RCS=P(z)z2, where P(z) is the lidar pre-processed signal
and z is the altitude range for a zenith-pointing lidar.
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In contrast with the ceilometers, the MiniMPL provides
the raw signals acquired in photon-counting mode only, en-
abling the direct comparison with the CIAO lidar signals.
RCS is a quantity proportional to the attenuated backscat-
tering β ′, which is used for the investigation of ceilometer
performance and is defined as

β ′ =
P(z)z2

CL
= β(z)T 2(z), (1)

where CL is the lidar constant (depending only on the lidar
experimental setup), β(z) is the total (aerosol plus molec-
ular) backscattering coefficient and T 2(z) is the two-way
transmissivity of the atmosphere. The use of RCSs allows
a comparison between the two systems over a vertical range
larger than the range where β ′ is available. This is because
the β ′ calculation depends on the range covered by the re-
trieval of the CIAO lidar extinction coefficient using the Ra-
man method, applied in this work. The lower SNR typical of
the Raman lidar channels does not allow to provide a verti-
cal profile of the aerosol extinction coefficient over the en-
tire range typically covered by an elastic lidar signal. The
use of RCSs brings the comparison to the signal level, avoid-
ing calculation of higher level products, whose retrieval can
increase the number of assumptions and uncertainties (e.g.,
Lolli et al., 2017).

To perform the comparison between CIAO lidars and Min-
iMPL, 532 nm MiniMPL RCS is normalized to the corre-
sponding CIAO lidar RCS, on a profile-per-profile basis,
over a vertical range of 1.2 km starting from a variable refer-
ence altitude between 6 and 8 kma.s.l., where the identified
aerosol content is qualitatively negligible using quicklooks
of the lidar time series. All the time series considered in this
comparison refer to nighttime clear-sky measurements. The
profiles from all the instruments are compared over a vertical
resolution of 60 m and a temporal integration time ranging
from 1 to 2 h, selected automatically by the SCC depending
on the observed atmospheric scenario. No vertical smoothing
is applied to the data, but systems outputting data at a higher
resolution are interpolated to the CIAO lidar resolution. All
of the profiles are cut in the lower part of the atmosphere, be-
low 1300 ma.s.l., in order to consider CIAO lidar reference
lidar signals only in the region with the full overlap between
the telescope and laser beam. The number of the simulta-
neous CIAO lidars and MiniMPL measurements time series
has been limited by a few periods of unavailability of the
MiniMPL due to an issue in the regulation of the instrument
housing temperature.

Regarding the ceilometers, the comparison was carried out
using the 1064 nm β ′ profiles obtained through their normal-
ization over the corresponding CIAO lidar β ′ profile below
3 kma.s.l., over a vertical range of 600 m, where the full
overlap of all instruments was ensured. Given that ceilome-
ter measurements are performed at 910–912 nm, β ′ profiles
have been rescaled using the 532/1064 backscatter-related
Ångström coefficient measured by CIAO lidars in order

to obtain the equivalent profile at 1064 nm for comparison
with CIAO lidars. For those altitudes where the backscatter-
related Ångström coefficient was not available (typically in
the free troposphere (FT), above 5 kma.s.l.) a climatologi-
cal value of 1.05 was used. The uncertainty contribution for
the spectral dependence of β ′ and, therefore, of the aerosol
backscattering coefficient and of molecular and aerosol ex-
tinction coefficients has been estimated within a few per-
cents. More details on calibration are discussed in Sect. 5.

A ceilometer β ′ profile can only be retrieved if water vapor
absorption is taken into account (Wiegner et al., 2015). The
influence of water vapor absorption at operating wavelengths
of ceilometers is due to the presence of a strong absorption
band between 900 and 930 nm, while at 1064 nm there is no
absorption. Therefore, the retrieval of β ′ profiles must con-
sider the attenuation of the backscattered radiation by water
vapor. In this study, the method used for correcting the at-
tenuation by water vapor is based on the Fu–Liou–Gu (FLG)
radiative transfer model (Gu et al., 2011), in the modified
version discussed in Lolli et al. (2018).

FLG is a combination of the delta four-stream approxi-
mation for solar flux calculations (Liou, 1986) and a delta
two–four-stream approximation for IR flux calculations. The
solar (0–4 µm) and IR (4–50 µm) spectra are divided into
6 and 12 bands, respectively, according to the location of
prominent atmospheric absorption bands. FLG makes use
of the adding procedure to compute the spectral albedo in
which the line-by-line equivalent radiative transfer model
(Liou et al., 1998) uses the correlated K-distribution method
for the sorting of absorption lines in the solar spectrum. In
the solar spectrum, non-gray absorption due to water vapor,
O3, CO2, O2 and other minor gases, such as CO, CH4 and
N2O, is taken into account. Non-gray absorption due to wa-
ter vapor, O3, CO2, CH4, N2O and CFCs is considered in the
IR spectrum. Potenza GRUAN (GCOS Research Upper-Air
Network) processed (collocated) radiosoundings were used
as input for the FLG radiative transfer model (Lolli et al.,
2017) in about 40 % of the cases, while for the remain-
ing cases, when local radiosoundings were not available,
data from closest RAOB (the Universal RAwinsonde OB-
servation program) site located in Brindisi Casale (40.63◦ N,
17.94◦ E; 15 m), about 150 km east of Potenza, were used.
RAOB profiles were cut at the CIAO altitude level (760 m).
According to the correction method suggested in literature
for 905–910 nm ceilometers (Wiegner et al., 2015), an opti-
mal correction would require the knowledge of both the laser
wavelength and the bandwidth for each emitted pulse. These
data are not currently stored and provided by the ceilome-
ter hardware. Therefore, to estimate the water vapor correc-
tion a laser Gaussian profile centered at the nominal laser
wavelength with FWHM (full width at half maximum) of
3.5 nm has been assumed. Moreover, FLG has a spectral res-
olution of 50 cm−1, while in literature a resolution lower than
0.2 cm−1 is recommended to avoid an “unpredictable” be-
havior of the model calculation. The water vapor absorption
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has been calculated through the average absorption within
the spectral range described above. In addition, the com-
parison between the ceilometers and the lidars, discussed in
Sect. 5, shows that the uncertainty due to the water vapor
correction cannot represent the main contribution to the total
uncertainty budget of 905–910 nm ceilometer measurements.

For the comparison between CIAO lidars and MiniMPL,
it is important to remark that MUSA detects with two chan-
nels the co- and cross-polarized components of the elasti-
cally backscattered radiation at 532 nm, in order to measure
the particle depolarization at that wavelength. MiniMPL also
detects the co- and cross-polarized components of the elasti-
cally backscattered radiation at 532 nm and provides contin-
uous measurements of particle backscattering coefficient and
depolarization ratio profiles. Because of different polariza-
tion setups, MUSA measures the particle linear depolariza-
tion ratio (Freudenthaler et al., 2009) while MiniMPL mea-
sures the particle circular depolarization (Flynn et al., 2007).
For both MUSA and MiniMPL, total signals must be calcu-
lated for through the combination of the respective co- and
cross-polarized channels. 532 nm MiniMPL RCS has been
calculated according to the equations provided in Campbell
et al. (2002). PEARL, instead, is equipped not only with
the co- and cross-polarized channels at 532 nm but also with
channels detecting the 532 nm total backscattered radiation.

To provide a first example related to the dataset discussed
in this paper, a comparison of the 532 nm PEARL RCS and
MiniMPL RCS (not normalized) at their own time and verti-
cal raw resolutions is shown in Fig. 1 for the measurements
collected on 13 October 2016 from 18:00 to 19:00 UT. Fig-
ure 2 shows the comparison of the 1064 nm PEARL RCS
with the 910–912 nm CL51/CS135 attenuated backscatter for
the same day. To ensure correct interpretation of Figs. 1
and 2, it is important to reiterate that raw time and vertical
resolutions are 1 min and 15 m for PEARL, 5 min and 30 m
for MiniMPL, 30 s and 10 m for CL51 and 30 s and 5 m for
CS135.

Finally, it is also important to note that the CIAO operator
routinely checked each instrument during INTERACT-II to
ensure that each one was performing according to the manu-
facture specifications. The routine maintenance included the
following:

a. A daily inspection was made of each instrument and its
operation.

b. A weekly check was performed on each instrument’s ac-
quisition parameters (laser transmitter, receiver, heater,
blower, windows, tilt angle, etc.).

c. Windows were cleaned approximately biweekly, with
frequency depending on atmospheric conditions (e.g.,
after precipitation or dust/smoke transport events), us-
ing the flooding method. Additionally, specific treat-
ments to remove the stronger dust spots were performed

Figure 1. Time series of 532 nm range-corrected signal (RCS) mea-
sured with PEARL and MiniMPL on 13 October 2016 from 18:00
to 19:00 UT; heights are above ground level (a.g.l.); raw time and
vertical resolutions are 1 min and 15 m for PEARL and 5 min and
30 m for MiniMPL. The color scale shown at the bottom is logarith-
mic.

in response to warning messages provided by each in-
strument (e.g., window contamination messages).

d. Dark current measurements were made twice during the
campaign for ceilometers, using a termination hood pro-
vided by the manufacturer while operating in analog
detection mode. Dark current profiles were subtracted
from each of the raw backscatter profiles before nor-
malization using the lidar; for MUSA and PEARL, dark
currents were routinely estimated before each measure-
ments session.

4 MiniMPL vs. MUSA: comparison of range-corrected
signals

Simultaneous observations of aerosol collected with the
multi-wavelength Raman lidars operative at CIAO, MUSA
and PEARL and of the automatic Sigma Space MiniMPL,
collected during the measurement campaign, have been com-
pared.
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Figure 2. Time series of 1064 nm PEARL RCS and 910–912 nm
CL51 and CS135 attenuated backscatter profiles as provided by the
manufacturer software for the measurements collected on 13 Octo-
ber 2016 from 18:00 to 19:00 UT; heights are above ground level
(a.g.l.); raw time and vertical resolutions are 1 min and 7.5 m for
PEARL, 30 s and 10 m for CL51 and 30 s and 5 m for CS135.

An example of comparison between RCS provided by
MUSA and MiniMPL is shown in Fig. 3a, related to the
observations collected on 29 August 2016 from 19:16 to
20:47 UT. The quicklooks of the RCS time series (not re-
ported) show a sharp aerosol layer between about 1.5 km and
2.5 kma.s.l. along with a lower RCS below the layer to the
ground, while the atmosphere is dominated by the molecu-
lar scattering above. In Fig. 3b, the air mass back-trajectory
analysis performed using the NOAA HYSPLIT (Hybrid Sin-

gle Particle Lagrangian Integrated Trajectory) model (Stein
et al., 2015) initialized at three levels from the ground to the
top height of the highest layer observed by both MUSA and
MiniMPL. Trajectories are obtained using the vertical ve-
locity model of HYSPLIT running the back trajectories for
a length of 200 h at three vertical levels.

The difference between the two profiles shows a good
agreement throughout the troposphere with discrepan-
cies< 5 % between 2.0 and 4.0 kma.s.l., within the RCS ran-
dom uncertainty (D’Amico et al., 2016). MiniMPL under-
estimates MUSA (up to 10 % RCS) at altitudes lower than
2.0 kma.s.l., in the incomplete overlap region. MiniMPL
data processing provides a correction function which is not
able to properly adjust all of the collected signals in the in-
complete overlap region. The beam pointing instability of the
laser in this vertical range is likely the reason preventing the
adjustment using a precomputed static correction function.

A second example (Fig. 4a) shows MUSA and MiniMPL
RCS values collected on 4 July 2016 from 19:56 to 21:45 UT.
Multiple aerosol layers up to 4.0 kma.s.l. are observed. In
Fig. 4b, the corresponding air mass back-trajectory analy-
sis shows the quasi-zonal transport of the observed aerosol
from northeastern Canada over the Atlantic Ocean to Eu-
rope. Also in this case, the comparison shows a good agree-
ment throughout the troposphere with discrepancies< 5 %,
which are identified both in the incomplete overlap region
and above this region and up to 4.0 km of altitude, where
most of the aerosol loading is located. This might be re-
lated to the uncertainty affecting the estimation of correc-
tions other than overlap applied to the MiniMPL data pro-
cessing, e.g., after-pulse correction. The manufacturer shall
investigate this hypothesis. Nevertheless, the discrepancies
are within the RCS random uncertainty and do not compro-
mise the good agreement between the two systems.

In Fig. 5, the black line shows the profile of the average
fractional difference between CIAO lidar and MiniMPL val-
ues of RCS calculated for 12 cases of simultaneous and collo-
cated measurements collected in the period from July to De-
cember 2016. The vertical bars are the SDs of fractional dif-
ferences. Fractional difference is defined as the relative dif-
ference between CIAO lidar RCS and MiniMPL RCS values
with respect to RCS normalized by CIAO lidar. The profile
shows that MiniMPL underestimates CIAO lidar MUSA in
the region below 2.0 km with an increasing average fractional
difference towards ground level; the maximum value of this
deviation is less than 15 %. The blue line reported in Fig. 5
represents the same as the black line but adjusted by applying
an additional overlap correction factor to the MiniMPL, es-
timated using the ratio between MUSA and MiniMPL RCS
profiles during the cleanest simultaneous measurement ses-
sion available during INTERACT-II. The additional correc-
tion applied from the ground to 3.3 kma.s.l., identified as the
overlap height for the MiniMPL, reduces the average frac-
tional difference in the range from 1.5 to 3.3 km, with val-
ues less than 3 % from 1.8 km and the SD of the difference
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Figure 3. (a) Comparison between RCS profiles obtained from MUSA and MiniMPL on 29 August 2016 from 19:16 to 20:47 UT; (b) the
corresponding air mass back-trajectory analysis performed using NOAA HYSPLIT model. HYSPLIT simulations have been initialized at
the three levels from the ground to the top height of the highest layer observed by both MUSA and MiniMPL.

Figure 4. (a) Same as Fig. 3a but obtained from MUSA and MiniMPL on 4 July 2016 from 19:56 to 21:45 UT. (b) Same as Fig. 3b; the
corresponding air mass back-trajectory analysis performed using NOAA HYSPLIT model is reported.

keeps to within 10 %. Below 1.5 km, the correction is not
able to properly adjust the profile due to the presence of the
aerosol residual layer in the measurements used to estimate
the correction factor. The example correction for the overlap
effects provided in Fig. 5 cannot be considered exhaustive,
but demonstrates that some work is required to improve the
MiniMPL data processing in the incomplete overlap region.

In the remainder of this section, the MiniMPL original data
processing will be considered.

To evaluate the MiniMPL stability during the campaign,
the values of the normalization constant were averaged dur-
ing two different periods, one corresponding to MUSA used
as reference and the other to PEARL, in order to assess a rela-
tive variability for the same constant. The normalization was
typically performed between 6 and 8 kma.s.l. Then the aver-
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Figure 5. Profiles of the average fractional difference between
MUSA and MiniMPL values of RCS calculated on 12 cases of si-
multaneous and collocated measurements (black line). Blue line is
the same as black line but applying an additional overlap correction
factor to the MiniMPL data processing estimated using the ratio
between MUSA and MiniMPL profiles during the cleanest simul-
taneous measurement session available during INTERACT-II. The
vertical bars are the SDs of fractional difference.

aged relative variabilities calculated during these two differ-
ent periods showed that the stability of the MiniMPL calibra-
tion (“lidar normalization”) during the campaign was within
±29 %. This value embeds the PEARL–MUSA system vari-
ability, which is evaluated from the molecular calibration
constant, and it is within 20 % for both systems. However,
given both the number of simultaneous observations avail-
able and the use of two lidar systems as the reference lidars
in two different time periods, the estimation of the calibra-
tion stability must be handled with caution. In general, the
MiniMPL showed a good stability in its operation during the
considered time period and with respect to seasonal changes
in the environmental temperature and in the aerosol loading.

In Fig. 6, the comparison of RCS values between CIAO
lidars and MiniMPL probability density functions (PDFs)
confirms the overall good agreement of the two instru-
ments, with a tendency of MiniMPL to overestimate CIAO
lidars for RCS values lower than 1.5× 1010 (a.u.): this differ-
ence is more evident in Fig. 6a, where PDFs are calculated
for the vertical range below 4.0 kma.s.l.

Finally, in Fig. 7, the relationships between the 532 nm
aerosol (particle) extinction coefficient (αpar) from MUSA
and PEARL lidars and the corresponding RCS at 532 nm
measured by MUSA and PEARL lidars and by MiniMPL
are shown to highlight differences in lidar sensitivity to dif-
ferent aerosol extinction coefficients. αpar is calculated over
the same temporal window as RCS, but with a lower ef-
fective vertical resolution (typically within 480–600 m) in
order to reduce the uncertainty and the related oscillation

affecting the extinction profile calculated using the Raman
lidar signal. The output profile vertical resolution is 60 m
to match the RCS vertical resolution. The comparison in
Fig. 7 shows a good agreement between MiniMPL and CIAO
lidars. Small differences can be identified and are more evi-
dent for αpar values larger than about 5.0× 10−5 m−1, where
MiniMPL RCS values are more scattered compared to CIAO
lidars. The RCS differences may be the results of system-
atic effects due to inaccurate adjustments applied to the sig-
nal processing, including the incomplete overlap correction,
which for MiniMPL looks quite relevant in the region be-
tween 1.0 and 3.3 kma.s.l.

5 Ceilometer: comparison of attenuated backscattering

This section focuses on the comparison of attenuated
backscatter profiles (β ′) simultaneously measured by MUSA
and PEARL multi-wavelength Raman lidars and estimated
for CL51 and CS135 ceilometers. Figure 8a shows the atten-
uated backscatter retrieved by PEARL, CL51 and CS135 on
13 October 2016 in the time interval from 17:47 to 19:08 UT.
The HYSPLIT air mass back-trajectory analysis (not shown)
reveals that the observed advected aerosol layers may come
from Libya and Morocco, two regions where large sources of
dust are present at the different altitude levels where aerosol
layers are observed with MUSA. The agreement between the
three instruments is extremely good below 2.5 kma.s.l. Be-
tween 2.5 and 3.7 kma.s.l. the differences are larger for both
the CL51 and the CS135 (larger difference shown by CS135).
The difference between the CL51 and CS135 in the region
between 2.5 and 3.5 kma.s.l. may be also partly affected by
the dependency of the water vapor correction on the emitted
laser spectrum. The CS135 signal strongly decreases above
3.5 km close to the top region of the second observed aerosol
layer. The CL51 signal is higher but the noise suggests that it
is not reliable to detect the residual aerosol backscattered ra-
diation at that altitude range as well the molecular return. All
the CL51 profiles shown in Fig. 8 are cut below 5.0 kma.s.l.,
to better visualize the comparison otherwise affected by the
large noise oscillation of the signals.

Figure 8b shows attenuated backscatter measured by the
same instruments on 1 December 2016 from 17:53 to
19:19 UT. The air mass back-trajectory analysis for this
time period showed that the observed air mass originated
in Canada and reached CIAO via northwestern Europe. This
comparison reveals the effect of ceilometer variability in the
region of incomplete overlap (Vande Hey et al., 2011): the
correction applied by the manufacturer is often able to ad-
just the profile minimizing the difference with respect to the
reference CIAO lidars, but in many other cases, as for 1 De-
cember, differences are considerable. It is worth reiterating
that, as for the MiniMPL comparison, all the profiles are cut
off below 1.3 kma.s.l. because CIAO lidars are considered as
a reference only in the full overlap region.
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Figure 6. (a) Probability density functions (PDFs) of the RCS values measured by CIAO lidars and MiniMPL below 4 km. (b) Same as (a)
but for the entire vertical range of observed lidar profiles, below 15 km.

Figure 7. Comparison of the scatter plots showing the relation-
ship between CIAO lidars 532 nm aerosol extinction coefficient and
MiniMPL and CIAO lidars 532 nm RCS. Black squares are the val-
ues of MiniMPL measured below 4 km, green triangles are the val-
ues of MiniMPL measured above 4 km, red squares are the values
of CIAO lidars measured below 4 km and blue diamonds are the
values of CIAO lidars measured above 4 km.

Regarding the CL51 β ′ profiles, normalization range
choice has proven to be more critical than expected. Ini-
tially, all the CL51 profiles were normalized over a win-
dow of 0.6 km vertical range below 8 kma.s.l., in order to
find a trade-off between an acceptable CL51 SNR and the
need for normalizing in a stable aerosol-free region of the
atmosphere. Nevertheless, the CL51 SNR is too low in the
FT and the decrease in its sensitivity to the molecular re-
turn makes the normalization to the lidar in the FT (and con-
sequently the ceilometer molecular calibration) challenging.
Figure 9a shows the comparison between β ′ retrieved from
MUSA and CL51 on 4 July 2016 from 19:56 to 21:45 UT

using two different normalization ranges, the first below
3 km and the second below 4.3 km, over a 0.6 km window
normalization range. Both the raw calibrated profiles and
the water vapor corrected calibrated profiles are shown. In
Fig. 9b, the MUSA 1064 nm RCS time series measured dur-
ing the same time is shown. The aerosol layer observed up
to 3.5 kma.s.l. is advected from a zonal transport above the
Atlantic Ocean and then over Northern–Central Africa and
likely includes transported mineral dust. The Fig. 9a com-
parison clearly reveals that, due to the very low SNR for the
CL51 above 3.5 kma.s.l., the molecular calibration is chal-
lenging and may result in systematic errors on the retrieved
profiles. Aside from the stratocumulus cloud calibration, not
addressed in this work, the only possible CL51 normalization
to provide reliable estimations of β ′ must be performed over
a profile of retrieved from a reference lidar (like MUSA or
PEARL).

CL51 and CS135 dark currents were subtracted from each
ceilometer vertical profile to subtract instrumental artifacts
affecting the signals, especially in the free troposphere, and
to test the feasibility of calibrating ceilometers using the
molecular profile. In the CS135, the lack of information in
the free troposphere due to data logging problems affected
the measured dataset. For the CL51, dark current subtrac-
tion significantly reduces the distortions affecting the profiles
in the free troposphere. Nevertheless, the ceilometer β ′ pro-
file calculated for 5 December 2016 from 17:53 to 19:19 UT
(Fig. 10), after the dark current subtraction, still has large dif-
ferences in shape with respect to the PEARL profile, which
was successfully calibrated using a molecular profile. The
comparison reveals that after dark current subtraction the
CL51 β ′ becomes negative between 2.0 and 4.5 kma.s.l., in-
dicating that the measured dark currents are inadequate to
correct for signal distortion along the entire profile. This kind
of scenario is commonly found throughout the INTERACT-
II dataset. 5 December 2016 was chosen because it was the
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Figure 8. (a) Comparison between the attenuated backscatter profiles retrieved from PEARL, CL51 and CS135 on 13 October 2016 in the
time interval from 17:47 to 19:08 UT and obtained normalizing the ceilometer profiles on the PEARL profile in the region between 1.8 and
3.0 km. (b) Same as (a), but for the 1 December 2016 in the time interval from 17:53 to 19:19 UT. All the ceilometer profiles are corrected
for the water vapor absorption affecting the signal extinction at 910–912 nm.

Figure 9. (a) Comparison between the attenuated backscatter vertical profiles retrieved from MUSA and CL51 on 4 July 2016 from 19:56
to 21:45 UT and obtained using two different normalization ranges, the first below 3 km (solid lines) and the second below 4.3 km (dashed
lines); both the raw calibrated profiles and the water vapor calibrated corrected profiles are shown. (b) Time series of the RCS measured with
MUSA at 1064 nm during the same time period used to create the average profiles in panel (a).

closest clear-sky available date to the dark current measure-
ments, taken on 22 December 2016.

It is worth clarifying that more frequent dark currents mea-
surement over a longer temporal window could improve the
correction of the signal distortion affecting the ceilometer β ′

profiles in the free troposphere. Measuring the dark current
every 12 h (once during nighttime and once during daytime),
for 1–2 h, might enable successful application of the molec-
ular calibration. The best practice for performing these mea-
surements, though primarily of interest to the lidar research
community, could be assessed for ceilometers in coopera-

tion with the manufacturers in order to improve dark current
correction and allow a more accurate molecular calibration.
Tests to assess the value of performing appropriate dark mea-
surements to enable the molecular calibration for the 905–
912 nm ceilometers are currently under investigation through
analysis of the database collected during the CeiLinEX Cam-
paign (Mattis et al., 2017).

Figure 11a shows the profile of the average fractional dif-
ference (defined in Sect. 4) between CIAO lidars and CL51
values of RCS calculated for 19 cases of simultaneous and
collocated measurements, while panel b shows the same but
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Figure 10. Comparison among the attenuated backscatter profile
retrieved from PEARL (red), from CL51 accounting for the water
vapor absorption at its operating wavelength (dark) and from CL51
subtracting the dark current measured separately and then account-
ing for the water vapor absorption (blue) on 1 December 2016 in
the time interval from 17:53 to 19:19 UT.

for CS135 only for 9 cases. The vertical bars again repre-
sent the SDs of fractional differences. The profiles were cut
off at about 3.5 km a.s.l. for both ceilometers due to scarcity
of available cases with a sufficient high SNR above that al-
titude. The CL51 underestimates CIAO lidars in the region
below 2.0 kma.s.l. with a difference up to 20–30 %. It over-
estimates CIAO lidars above 2.0 km, where the decrease of
the CL51 SNR with altitude above 3.0 km does not allow
the normalization in the FT and the differences with CIAO
lidars increase to 40–50 %. In the region between 2.0 and
3.0 kma.s.l., where the normalization is applied, the differ-
ence is within 10 %. Using the same approach described in
Sect. 4 for MiniMPL, the calculation of the CL51 normaliza-
tion constant shows a variability within±46 %. While CS135
performances are similar to the CL51 in the region below
3.0 kma.s.l., the difference between CS135 and CIAO lidars
in the region above 3 kma.s.l. ranges between ±40 %. The
CS135 normalization constant ranges within ±47 %.

Figure 12 shows the PDFs of the β ′ values measured or
estimated by CIAO lidars and CL51, in panel a, and by CIAO
lidars and CS135, in panel b. The PDFs are limited to β ′

values below 4 km a.s.l. due to the SNR decrease of both the
instruments (see above). The intercomparison confirms the
agreement between CIAO lidars and both ceilometers for the
higher values of β ′, while for lower values, below 0.2–0.3
10−6 m−1 sr−1, the differences are more pronounced due to
the lower ceilometers’ SNRs.

Finally, Fig. 13 shows the scatter plots of 532 nm aerosol
extinction coefficient from CIAO lidars vs. 1064 nm atten-
uated backscatter from CIAO lidars and CL51 in panel a
and from CIAO lidars and CS135 in panel b. The scatter

plots include just the values measured below 3.5 kma.s.l.
For the CL51, differences with CIAO lidars in the scat-
ter plot are small and mainly related to the region where
β ′< 5.0× 10−7 m−1 sr−1 and αpar> 8.0× 10−5 m−1: in this
region, the values observed by CIAO lidars correspond to
very small values detected by the CL51. For the CS135,
though a small number of cases are available, a behavior
similar to the CL51 can be identified in the region where
β ′< 6.0× 10−7 m−1 sr−1 and αpar> 5.0× 10−5 m−1; these
threshold values reveal the slightly better performance of
the CL51 when the values of αpar are larger for corre-
sponding small values of β ′. These values are measured
within the nighttime aerosol residual layer, in particular be-
low 2.0 kma.s.l., where the profiles measured by both the
ceilometers may still be affected by the correction for the
system’s incomplete overlap.

6 Ceilometer stability

In the previous sections, the overall stability of ceilometers’
calibration constant calculated in this paper has been ad-
dressed in a statistical sense. The use of two different multi-
wavelength Raman lidars during INTERACT-II did not per-
mit evaluation of the stability of the ceilometer calibration
constant in comparison with the lidar system molecular cali-
bration constant, nor did it permit in depth assessment of cal-
ibration stability in relation to other parameters (e.g., ambi-
ent temperature, aerosol optical depth). Though MUSA and
PEARL lidars were compared in the past and may be used
almost interchangeably to measure aerosol optical proper-
ties, their experimental setups are quite different and there-
fore different calibration constants are required for the two
systems.

Nevertheless, following on the INTERACT results and in
order to assess stability of ceilometer calibration over time,
a few tests and studies were performed using the CHM15k as
a test bed. The system (already successfully tested during IN-
TERACT) was not available for much of INTERACT-II due
to major maintenance from July to October 2016; therefore
it was devoted to this auxiliary testing role, taking advan-
tage of the ancillary information provided by the manufac-
turer through the CHM15k acquisition software. Few tests re-
vealed non-negligible sensitivity of the laser to changes in the
ceilometer’s enclosure temperature. These changes affect the
number of laser pulses emitted per measurement cycle and
they are correlated with changes in ambient temperature. To
investigate the effect of this behavior on the ceilometer data
processing, the whole CHM15k historical dataset available at
CIAO was investigated. In particular, in Fig. 14 the number
of laser pulses hourly emitted by the CHM15k is shown as
a function of time from 2010 to 2016. The number of plotted
points in Fig. 14 has been limited anyway to enable a good
visualization. The CHM15k laser specifications provided by
the manufacturer are consistent with the measured laser pulse
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Figure 11. (a) Profiles of the average fractional difference between CIAO lidars and CL51 values of the attenuated backscatter calculated
for 19 cases of simultaneous and collocated measurements; (b) same as (a) but for CIAO lidars and CS135 calculated for nine cases. The
vertical bars are the SDs of fractional differences.

Figure 12. PDFs of the attenuated backscatter values measured or estimated by CIAO lidars and CL51 (a) and by CIAO lidars and CS135 (b)
below 4 km, respectively.

variability, less than< 10 %. Occasionally, values of the laser
pulses’ variability up to 15–20 % are also detected. The spec-
ified nominal pulse-to-pulse variance of laser energy is lower
than 3 %. Interestingly, the laser pulse count variability of
10 % does not occur in a random way but, instead, follows
a clear dependence on the environmental temperature. Pre-
sumably the ambient temperature affects the ceilometer en-
closure temperature, which has the effect of increasing the
number of laser pulses in summer and decreasing the number
in winter. The number of lasers pulses is included as a mul-
tiplying factor in the CHM15k data processing and it is one
of the factors contributing the so-called lidar constant within
the lidar equation. Presumably, the temperature dependence
shown by the laser pulses, likely not unfamiliar to laser ex-
perts, directly affects the received signal. The effect is to de-
crease SNR in cooler temperatures and, therefore, to increase

the uncertainty of any calibration method applied to retrieve
the aerosol optical properties from the ceilometer data.

This indicates that, across a fixed calibration range (i.e.,
an aerosol free range to perform the molecular calibration),
the normalization constant will range with a behavior simi-
lar to that shown by the laser pulses in order to correct for
the change in transmitted energy. As a consequence, given
that the normalization constant is an operational assessment
of the lidar constant plus a residual uncertainty due to the
noise, the true lidar constant will have the same seasonal
variability as the normalization constant. The reported laser
pulses variability can contribute to explain the large variabil-
ity of the calibration constant (about 58 %) calculated during
the 6-month period of INTERACT (Madonna et al., 2015),
which was only partly due to the variability of MUSA ref-
erence lidar (19 %). During INTERACT, a direct correla-
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Figure 13. Comparison of the scatter plots showing the 532 nm
CIAO lidar aerosol extinction coefficient vs. 1064 nm attenuated
backscatter from CIAO lidars and CL51 (a) and from CIAO lidars
and CS135 (b). Black dots are the values of CIAO lidars measured
below 2 km, red dots are the values of CIAO lidars measured above
2 km, blue triangles are the values of CL51/CS135 measured below
2 km and pink triangles are the values of CL51/CS135 measured
above 2 km.

tion between the variability of the calibration constant and
the seasonal temperature changes was found to be limited
(R2
= 0.6). Nevertheless, the seasonal change in the abso-

lute value of the calibration constant was quite evident and
addressed to the coupling of two simultaneous effects (tem-
perature change and decrease in the aerosol loading). The
reported seasonal variability of laser pulses also confirms
that a calibration constant assessed infrequently will increase
the systematic uncertainty contribution. It is possible to esti-
mate over a period longer than 6 months an additional sys-
tematic uncertainty in the calibration constant of 10–20 %;
over a period of 3 months the additional uncertainty may re-
duce to 5–10 %. A similar behavior has been observed for
the other ceilometers during INTERACT and INTERACT-

Figure 14. Number of laser pulses hourly emitted by the CHM15k
as a function of the time for the measurement period from 2010 to
2016.

II, but both the unavailability of single reference lidar dur-
ing INTERACT-II and the limited database available (only
6 months) did not allow this analysis to be extended to the
other ceilometers. It is worth remarking that this seasonal
variability has a limited effect on the retrieval of β ′ for those
calibration methods which allow a frequent or continuous
calibration (e.g., molecular calibration or indirect calibra-
tion using ancillary measurements from a sun photometer).
For these methods, the intrinsic accuracy of the calibration
method itself is more relevant and can provide the largest un-
certainty contribution.

7 Conclusion and outlook

During the INTERACT-II, the newest generation of 905–
910 nm ceilometers and a MiniMPL were compared with the
CIAO EARLINET multi-wavelength Raman lidars, MUSA
and PEARL.

The RCS values measured with MiniMPL and CIAO li-
dars agree within 10–15 % and there are evidences that a re-
evaluation of the overlap correction applied in the data pro-
cessing could further reduce the discrepancies. A preliminary
evaluation of the new correction function has been done dur-
ing the campaign, by using the ratio between MUSA and
MiniMPL RCS in the cleanest nighttime simultaneous mea-
surement session available from both lidars. Nevertheless,
a more accurate evaluation of the MiniMPL overlap cor-
rection function must be carried out by the manufacturer.
The stability of the MiniMPL calibration constant during the
campaign was within ±29 %.

The CL51 ceilometer showed a much better performance
than the previous generation of VAISALA ceilometers. The
CL51 appears to have the capability to detect the molecular
signal in the free troposphere; therefore, in order to retrieve
the aerosol backscattering coefficient, the calibration of the
attenuated backscatter using a molecular profile as a refer-
ence can be attempted over integration times longer than 1–
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2 h, after the subtraction of dark currents. Nevertheless, sig-
nal distortions can have a large effect on the molecular cal-
ibration even after dark current subtraction. For this reason,
normalization to the multi-wavelength Raman lidar measure-
ments has been performed below 3.0 kma.s.l. Stability of the
CL51 calibration constant was within ±46 %.

The CS135 showed improvements compared to the proto-
type tested during INTERACT. Its performance was similar
to the CL51 in the region below 3.0 kma.s.l. (within 20–30 %
of the CIAO lidars attenuated backscatter). However, in the
region above 3.0 kma.s.l. the differences between the values
of the attenuated backscatter are up to ±40 % and molecu-
lar calibration is still not feasible for this ceilometer. Stabil-
ity of the CS135 calibration constant was similar to CL51
and within ±47 %. As already mentioned in the text, it is
important to remark that all the statistics on the calibration
constants reported in this paper must be used with caution
regarding the number of available simultaneous observations
for the lidar–ceilometer intercomparison.

Note that both ceilometers were corrected for the effect
of the water vapor absorption bands at their operating wave-
lengths. In addition, it is worth pointing out that the reduced
aerosol detection for CL51 and CS135 is also partly due to
instrumental processing which is optimized for cloud detec-
tion.

Finally, following the primary investigation conducted
during INTERACT, a study of the CHM15k historical dataset
available at CIAO from 2010 to 2016 has revealed a vari-
ability of about 10 % for the number of emitted laser
pulses which, though within the manufacturer’s specification,
clearly depends on temperature, with an increase in the num-
ber of laser pulses in summer and a decrease in winter. The
seasonal behavior shown by the laser pulse numbers directly
affects the measured signal with increasing the uncertainty of
any calibration method. This contributes to explain the sea-
sonal changes of the CHM15k calibration constant reported
during INTERACT (Madonna et al., 2015). The reported sea-
sonal behavior also confirms that ceilometer calibration must
be evaluated at minimum every 3–6 months to reduce the un-
certainties.

The experience gained during INTERACT and
INTERACT-II confirms ceilometers’ good performances
in qualitatively monitoring boundary layer aerosols, with
enhanced profiling capabilities in the free troposphere
restricted to the most advanced models. Nevertheless, the
retrieval of aerosol attenuated backscatter (and of any related
optical properties) appears to be affected by instrumental
issues which must be improved by the manufacturers in
cooperation with the scientific community. Therefore, it is
possible to argue that, compared to automatic (backscatter)
lidars, though more expensive and equipped with higher-
level technologies, the capability of ceilometers of filling
the existing observational gaps within the existing lidar
networks at the global scale is in continuous growth, but it is
still limited.

Data availability. The datasets during INTERACT-II can be made
available to the users upon request to the authors, though the in-
tention is to make to data available also through the ACTRIS data
portal. Dataset public availability is subject to the approval of the
manufacturers involved in the campaign.
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