(a) ReLU
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(b) tanh

0.16

0.15

0.14

0.13

0.12

0.11

Validation loss

0.10

0.09

0.08
8 16 32 64 128 256 512

Layer width

(c) sigmoid
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