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Abstract. Continuous-wave (cw) lidar systems offer the pos-
sibility to remotely sense wind speed but are also affected by
differences in their measurement process compared to more
traditional anemometry like cup or sonic anemometers. Their
large measurement volume leads to an attenuation of turbu-
lence. In this paper we study how different methods to derive
the radial wind speed from a lidar Doppler spectrum can mit-
igate turbulence attenuation. The centroid, median and maxi-
mum methods are compared by estimating transfer functions
and calculating root mean squared errors (RMSEs) between
a lidar and a sonic anemometer. Numerical simulations and
experimental results both indicate that the median method
performed best in terms of RMSE and also had slight im-
provements over the centroid method in terms of volume av-
eraging reduction. The maximum, even though it uses the
least amount of information from the Doppler spectrum, per-
forms best at mitigating the volume averaging effect. How-
ever, this benefit comes at the cost of increased signal noise
due to discretisation of the maximum method. Thus, when
the aim is to mitigate the effect of turbulence attenuation and
obtain wind speed time series with low noise, from the results
of this study we recommend using the median method. If the
goal is to measure average wind speeds, all three methods
perform equally well.

1 Introduction

Remote sensing is an attractive alternative to traditional in
situ measurements of wind speed. For wind turbines, light
detection and ranging (lidar) devices can replace the instal-
lation of large meteorological masts hosting cup or sonic

anemometers in order to meet the constantly increasing mea-
surement height requirements. This flexibility led to a large
variety of applications of lidars spanning from lidar-assisted
yaw and pitch control (Schlipf, 2015) to site assessment
(Sanz Rodrigo et al., 2013) and power curve validation (Bor-
raccino et al., 2017). However, one has to keep in mind that
there is one important principal difference between measure-
ments from a lidar device and sonic or cup anemometers,
namely the averaging over a rather large measurement vol-
ume.

Lidars can be operated in two different modes: laser light
can either be emitted in continuous-wave (cw) or pulsed
form. For a cw lidar, a laser beam is focused on the desired
point in space and measures the backscattered light. The ra-
dial speed of the aerosols can be estimated from the induced
Doppler shift of the backscattered light. However, there is
an ambiguity in the definition of the dominant frequency of
the Doppler spectrum. In early systems, simply the maxi-
mum value of the power spectral density (PSD) was used.
But since this gives integer multiples of the frequency step
(which depends on the fast Fourier transform set-up) it has
the disadvantage of returning a noisy signal. Thus, nowadays
most commercial cw lidar systems use the centroid of the
PSD above a certain noise level (Harris et al., 2006), while
in research instruments (e.g. short-range WindScanner) the
median method is implemented (Angelou et al., 2012).

On the other hand, pulsed lidars emit a light pulse of fi-
nite length. This allows the atmosphere to be probed at sev-
eral positions along the laser beam based on the current lo-
cation of the light pulse as it propagates. For pulsed lidars
significantly more investigations have been done on how to
determine the radial speed from a Doppler spectrum. For ex-
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ample, Frehlich (2013) presents an investigation on the maxi-
mum likelihood (ML) algorithm and minimum mean squared
error method. Both estimators had similar performance and
the latter was chosen because of computational efficiency.
In addition, Dolfi-Bouteyre et al. (2016) examined two sim-
ple methods (maximum and centroid), the previously men-
tioned ML approach, polynomial fitting and an adaptive fil-
ter method. The polynomial fitting method was found to per-
form best in laminar flow but it is suggested that in more
complex flow, advanced estimators are needed. However, for
a cw lidar these more complex methods are unavailable be-
cause they rely on an underlying model for the shape of the
Doppler spectrum. According to the current knowledge of
the authors no such model exists for cw lidars.

One of the measurement differences of a lidar compared to
cup or sonic anemometers is its large probe volume, which
leads to turbulent fluctuation attenuation. While the effect
of the probe volume on turbulence attenuation can be mod-
elled by theory for the centroid method, no theories exist
for the median or maximum methods. Several studies aimed
at validating the theory for the centroid method by com-
paring the spectral transfer function between a lidar and
sonic anemometer, i.e. the ratio between the power density
spectra of lidar and sonic measurements. An early study by
Lawrence et al. (1972) compared a cw carbon dioxide (CO2)
lidar to a cup anemometer around 10 m above the ground.
Due to the short focus distance (approximately 30 m), the
Rayleigh length was less than 0.5 m and analysis of the PSD
showed no effect of the lidar’s volume averaging. Another
cw CO2 lidar at focus distances up to 200 m close to the
ground was used in Banakh and Smalikho (1999). High-
frequency fluctuation attenuation due to volume averaging
was observed. A power spectral analysis showed significant
deviations between the lidar and sonic power spectrum, start-
ing at 0.4 Hz and becoming more severe at increasing fre-
quencies. The experimental results support the theory devel-
oped in the paper.

A cw lidar focused close to a sonic anemometer mounted
78 m above ground was used in Sjöholm et al. (2009). Data
gathered at 20 Hz were used to investigate the spatial aver-
aging, and good agreement between theory and experiment
was found. However, during periods with low-level clouds
the measurements were affected negatively. The same objec-
tive was followed in Angelou et al. (2012), in which the trans-
fer function of a tower-mounted horizontally staring lidar
was determined against a mast-mounted sonic anemometer
allowing for horizontal measurements. The study was lim-
ited to when the lidar beam was aligned with the wind di-
rection, and during these periods the spatial averaging effect
from measurements agreed perfectly with the theory for the
centroid method attenuation. Further, this study presented
a method to reduce the influence of noise at high frequen-
cies by estimating the spectral transfer function using the
cross-spectrum between lidar and sonic measurements and
the auto-spectrum of the sonic anemometer.

Two studies investigated the spatial averaging of a
long-range pulsed lidar compared to mast-mounted sonic
anemometers (Mann et al., 2009; Fuertes et al., 2014). Both
studies showed the feasibility of measuring 3-D wind vectors
by synchronised lidars focused at one point in space. It was
also shown that the attenuation from spatial averaging can
be predicted by the theory for pulsed lidar systems, which is
presented in the two studies.

A slightly different approach was followed in Peña et al.
(2017). In this study a cw nacelle lidar and a pulsed nacelle
lidar were compared against both a cup and sonic anemome-
ter. Turbulence statistics was calculated by fitting a spectral
tensor model including a lidar volume averaging model to
the sonic measurements and an average Doppler spectrum
method, which was also used in Branlard et al. (2013). The
first method enabled the retrieval of filtered turbulence statis-
tics, while the second yielded measures not affected by spa-
tial averaging. These results reiterated that predictions of the
spatial averaging effect are consistent with theory.

A machine-learning approach to produce unfiltered wind
speed variances from pulsed lidar signals was used in New-
man and Clifton (2017). Besides a model for spatial aver-
aging, the algorithm also includes automatic noise removal.
Comparisons to sonic anemometers showed improvements
when using the algorithm under all stability classes, but the
results are highly dependent on the input variables and the
training sets.

From the studies mentioned above it can be seen that the
effect of the lidar’s spatial averaging can be predicted theo-
retically, which has also been confirmed experimentally. In
contrast to pulsed lidars, little work has been done on the
effect of how the radial wind speed is calculated from a
Doppler spectrum for cw lidars. Thus, the objective of this
study is to investigate the influence of using different meth-
ods of determining the dominant frequency in a lidar Doppler
spectrum (maximum, median, centroid) and its influence on
the volume-averaging effect of lidar measurements. This is
important because the lidar’s probe volume has an attenuat-
ing effect on the measurement of turbulent fluctuations. As
a consequence, estimates of wind speed variances will be
biased if the lidar is used for site characterisation. Also for
lidar-assisted control integration an accurate measurement of
the turbulent fluctuations is important. Since no theory has
been formulated for the median and maximum method yet,
the study was motivated by initial numerical simulations that
showed improved performance for these two methods com-
pared to the centroid method. In this study the numerical sim-
ulations are extended and compared to data gathered during
a field experiment.

2 Materials and methods

Statistically, the fluctuating part of an incompressible, homo-
geneous wind field u(x) can be described by the spectral ten-
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sor 8ij(k), where k is the wave number vector. To simulate
synthetic wind fields, models for 8ij(k) have been derived,
e.g. von Karman (1948) or Mann (1998). This allows us, on
the one hand, to directly calculate the statistical behaviour
of a point measurement (i.e., from a sonic anemometer) and
a volume measurement (i.e., from a lidar) in wave number
space, and on the other hand, to generate a simulated box of
turbulence. These boxes consist of wind velocity values at
specified grid points that are frozen in space. They can be
used to simulate the lidar measurement process and calculate
Doppler spectra from which the radial wind speed can be de-
rived. Both methods will be compared to the experimental
findings.

2.1 Theory

A cw lidar measurement can be modelled by the convolution
of the projected radial component n ·u and a weighting func-
tion ϕ(s)= 1

π
zR

z2
R+s

2 (Sonnenschein and Horrigan, 1971):

vr(r)=

∞∫
−∞

ϕ(s)n ·u(sn+ r)ds, (1)

where zR is the so-called Rayleigh length that characterises
the probe volume, s is the distance from the focus point along
the beam, n is the beam unit vector and r is the focus posi-
tion. The Rayleigh length can vary from a few centimetres
at small focus distances to tens of metres at very large fo-
cus distances and varies with the focus distance squared, i.e.
zR ∝ |r|

2 (Hu, 2016).
Equation (1) assumes the definition of the centroid of the

Doppler spectrum; in the following we will refer to it as cen.
Another method of determining the dominant frequency in
a Doppler spectrum is by simply taking the frequency bin
where the peak occurs (max) or by treating it as a probability
density function (PDF) and taking the median value (med).
The estimated radial wind speed using these three methods
will be compared to the laser-line-projected sonic wind ve-
locity vs = n ·u(x). This will be done for the numerical sim-
ulations and the experiment.

To evaluate how well lidar and sonic measurements corre-
late in the wave number domain, an estimation of the transfer
function between the two signals is used:

G(k1)=

∣∣∣∣χr, s(k1)

Fs(k1)

∣∣∣∣2, (2)

where χr, s(k1) refers to the cross-spectrum between the li-
dar and sonic signal and Fs(k1) refers to the auto-spectrum
of the sonic signal. The closer G(k1) is to unity, the smaller
the effect of volume averaging of the lidar is. We prefer to
use the transfer function defined in Eq. (2) to the more tra-
ditional G(k1)= Fr(k1)/Fs(k1) because the auto-spectrum
Fr(k1) may be affected by noise whereas the cross-spectrum
χr, s(k1) is not (Angelou et al., 2012), assuming the sonic

measurements contain considerably less noise than the lidar
measurements.

When usingF[ϕ(s)](k)= exp(−zR|k|), Eq. (1) can be ex-
pressed in wave number space by

Fr(k1)=

∞∫
−∞

∞∫
−∞

8ij (k)exp(−2zR|n · k|)dk2dk3, (3)

where F[.] refers to the Fourier transformation. The integra-
tion in Eq. (3) can only be solved analytically for simple
forms of 8ij(k). For the line-of-sight projected sonic mea-
surement vs, which can be approximated by a point measure-
ment due to the small volume measurement, the exponential
term in Eq. (3) drops out and we are left with

Fs(k1)=

∞∫
−∞

∞∫
−∞

8ij(k)dk2dk3. (4)

The cross-spectrum between the lidar and sonic measure-
ments can then be written as

χr, s(k1)=

∞∫
−∞

∞∫
−∞

8ij (k)exp(−zR|n · k|)dk2dk3. (5)

It should be noted that limk1→0G(k1)= 1 is only true when
the lidar beam is aligned with the mean wind direction. In
misaligned cases limk1→0G(k1) < 1 holds (Kristensen and
Jensen, 1979). Thus, for misaligned cases we do not expect
the transfer function to tend towards unity for small wave
numbers.

Another measure used to evaluate the performance of the
different methods is the root mean squared error (RMSE):

RMSE(vr,method)=

√
(vr,method− vs)2, (6)

where method refers to either centroid, median or maximum
and the overbar indicates averaging in time. In contrast to
the transfer function estimate mentioned previously, for this
measure, noise in lidar measurements will affect the perfor-
mance and gives an indication of the difference between lidar
and sonic measurements in the time domain.

2.2 Numerical simulations

Numerical simulations illustrate results in an environment
where no noise is present. The methodology used to perform
these simulations was developed in Mann (1998). First it is
described how a Doppler spectrum is obtained from a simu-
lated wind time series. We narrowed our investigation to the
(horizontal) 2-D case in which the cw lidar measures hori-
zontally only. We furthermore assumed Taylor’s frozen tur-
bulence hypothesis:

u(x, y, t = 0)= u(x+Ut, y, t), (7)
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Figure 1. (a) Illustration of the lidar simulation set-up. (b) Example of an instantaneous Doppler spectrum, in which the radial wind speed
has been determined by the three different methods.

Figure 2. (a): Google Earth screenshot of the site set-up. (b) Photo depicting the lidar mounted on the mast looking at the two sonic
anemometers, from Dellwik et al. (2015).

where U is the mean wind speed, so the wind field at any
given time can be obtained by translating the wind field at
t = 0. We did not consider any sources of noise. In this case
the Doppler spectrum S(v, t) can be written as

S(v, t)=

∞∫
−∞

ϕ(s)δ(v−u(s) ·n)ds, (8)

where δ is the Dirac delta function. Notice that Eq. (8) is a
convolution of the weighting function ϕ and the delta func-
tion δ(v−u ·n). If ϕ was disregarded, Eq. (8) could be
viewed as a histogram of wind velocities. The discretisation
of the histogram is chosen to match the typical velocity bin
resolution of a lidar system, which in this simulation case
was 0.1 ms−1 bin−1. When ϕ is included, the wind velocities
are weighted, such that the velocities around the focus point
count most. Due to the finite length of the simulated turbu-
lent boxes, the integration in Eq. (8) needs to be truncated.
Here we chose a distance of M = 12zR along the beam after

which the truncation is applied, where the Lorentzian weight-
ing function has a value of≈ 1.5 ·10−4 (or 0.69 % relative to
the maximum value at the focus point):

S(v, t)=

M∫
−M

ϕ(s)δ(v−u(s) ·n)ds. (9)

To generate the wind time series we assumed for simplic-
ity that the turbulent fluctuations in the direction of the mean
wind can be described by the model by Mann (1994)1. A
turbulent wind box was created with a horizontal 2-D wind
vector at each grid point. The dimensions of the box are
4096×4096 grid points with a separation of 0.732 m. A total
of 20 turbulent boxes with different initial turbulence seeds
have been simulated, resulting in 20 different realisations of

1The software can be downloaded free of charge at http:
//www.wasp.dk/weng#details__iec-turbulence-simulator (last ac-
cess: 22 November 2018).
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Figure 3. Example data for the numerical simulation (b) and the experiment (a).

Figure 4. 10 min average sonic radial component speed versus lidar wind speed. The lidar wind speed has been calculated using the centroid
method.

the turbulent field. Note that here we only simulate the fluctu-
ating part, and the mean wind speed is zero. An illustration of
the simulation set-up and an example of a simulated Doppler
spectrum including the radial wind speed estimates using the
three different methods is shown in Fig. 1.

2.3 Experimental set-up

In this section the experiment conducted at Risø campus
with a lidar system by Windar Photonics A/S will be pre-
sented. The WindEYE is a commercial Doppler wind lidar
that uses an all-semiconductor laser source with a wave-
length of 1553 nm; see Hu (2016). Because the purpose of
the product is wind direction measurement, it can focus in
two positions by deflecting the beam through two different
lenses. The switching occurs every half second, which means
that the lidar focuses on one position for 0.5 s and then a
liquid crystal will bend the beam towards the second focus
point for another 0.5 s. Usually the device is mounted on
the nacelle of wind turbines, but for this experiment it was
installed on a tower to be able to focus on the location of
two sonic anemometers around 10 m above the ground; see

Fig. 2. The lidar beams are aligned horizontally to measure
horizontal components only. The focus distance is 90 m and
the Rayleigh length zR is 14.5 m. The angle between the two
beams is 60◦, but since the beams are compared individually
it is of no importance here.

The sonic anemometers are two USA-1 anemometers by
Metek GmbH, which were mounted on a tower at the ex-
act position of the focus points. The focus distances have
been verified experimentally in an optical laboratory, and the
alignment of the lidar to the sonic anemometers was checked
using an infrared sensor card; see Dellwik et al. (2015). The
laser beams pass approximately 1 m above the sonic devices.

The sonic anemometers were sampled at 35 Hz and have
a transducer distance of 0.175 m implying that the device
retrievals approximate a point measurement compared to the
averaging volume of the lidar. For all measurements the stan-
dard 2-D flow correction has been removed and instead a 3-D
correction was used (Bechmann et al., 2009). Due to the in-
herent switch mechanism of the WindEYE lidar the data had
to be combined to a rather low sampling frequency of 1 Hz.
The experiment extended from 9 January to 23 March 2014
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Table 1. Parameters of the line fit to the 10 min correlation between the sonic radial component and lidar.

Centroid Median Maximum

Line fit R2 (%) Line fit R2 (%) Line fit R2 (%)

North 1.001x− 0.040 99.42 1.001x− 0.021 99.48 0.999x− 0.051 99.00
South 1.003x− 0.028 99.55 1.003x− 0.008 99.59 1.001x− 0.039 99.06

Figure 5. Wind rose derived from 10 min averages of sonic
anemometer wind speed and direction of the 2-month-long experi-
ment. The beam directions are indicated as dashed lines.

but due to synchronisation problems only the periods in
February and March could be used.

3 Results and discussion

In this section we first present an example of the numerical
simulation and experimental results and then we will com-
pare both to the analytical results. An example of the numer-
ical simulation and the experiments can be found in Fig. 3.

3.1 Experimental results

At first the 10 min averages of the lidar measured wind speed
component vr and the 3-D sonic wind vector projected on the
line of sight, n ·u, have been compared. A filter has been ap-
plied for radial components less than 2 ms−1 because it is not
possible to accurately determine vr below that value for a ho-
modyne lidar system. The comparison can be seen in Fig. 4.
For both beams a very good comparison can be observed; the
line fits yield slopes of unity and an R2 of almost 100 %. The
line fits for the other methods can be found in Table 1. The
difference between the methods is negligible. An example of
a time series result can be found in Fig. 3.

The wind rose derived from the two sonic anemometers is
shown in Fig. 5. Mean wind speed and direction were cal-
culated over 10 min periods and then the average of both
anemometers was taken. Two main wind directions can be
identified, of which one is aligned with the northern beam

direction. Thus, more data were gathered for a misalignment
of 0◦ for the northern beam compared to the southern beam.

For wind lidar systems using a homodyne detection
method, there is an ambiguity in the wind direction (whether
the wind blows towards or away from the lidar). Further the
limitation to the line-of-sight component of the wind vec-
tor leads to an ambiguity in the misalignment (whether the
wind direction is misaligned towards the left or right side
of the beam). In all these cases the radial wind speed mea-
surements will be the same. For example, a case of a wind
direction misaligned by 10◦ is equivalent to a misalignment
of 170, 190 and 350◦. Thus, it is possible to reduce the full
360◦ to one quadrant ranging from 0 to 90◦. In the following
analysis the data have been binned into 10◦ sectors ranging
from 0 to 90◦.

To create numerical simulations as close as possible to the
experimental conditions, the Mann spectral tensor has been
fitted, following the procedure in Mann (1994), to the u and v
spectra obtained from sonic measurements, where the mean
wind speed was above 6 ms−1. The tensor model has three
parameters: αε2/3, where ε is the rate of viscous dissipa-
tion of turbulent kinetic energy and α is the spectral Kol-
mogorov constant;L, which is a length scale; and 0, which is
an anisotropy parameter. For details, see Mann (1994). This
has been done sector-wise for sectors of 10◦ for each beam,
and the results can be seen in Table 2.

In order to reduce the computational effort, we have taken
the average value of each parameter over all sectors and
both beams and found the following parameter: αε

2
3 = 0.58 ·

10−2m4/3s−2, L= 22.3 m, 0 = 2.26. These parameters have
been used to perform the numerical simulations mentioned
in Sect. 2.2.

3.2 Theoretical, numerical and experimental results

In this section we will present the combination of experi-
mental and simulation results together with the numerical in-
tegration of Eq. (2) (using Eqs. 3–5). In the following plots
theoretical results are represented by a solid black line, simu-
lation results (Simu) by coloured solid lines and experimental
results (Exp) by coloured dashed lines. The different colours
stand for the three methods to derive the radial speed from the
Doppler spectrum: centroid (cen), median (med) and maxi-
mum (max).

First, we present the simplest case when the lidar beam is
aligned with the wind direction. In this case Eq. (2) can be

Atmos. Meas. Tech., 11, 6339–6350, 2018 www.atmos-meas-tech.net/11/6339/2018/



D. P. Held: Methods to derive radial wind speed 6345

Table 2. Sector-wise fitted parameters of the Mann model for each beam to data obtained from sonic measurements at 10 m over 2 months.

Misalignment 0◦ 10◦ 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦

10−2αε
2
3 (m4/3s−2) 1.11 1.02 1.14 0.38 0.37 0.26 0.32 0.41 – –

North L (m) 5.1 7.5 10.4 19.0 26.3 28.3 28.3 35.3 – –
0(−) 3.33 2.49 2.03 1.94 1.97 2.35 1.88 1.77 – –

10−2αε
2
3 (m4/3s−2) 0.61 0.65 0.90 0.40 0.39 0.32 0.35 – – –

South L (m) 19.9 14.8 7.1 36.5 42.1 31.1 22.8 – – –
0(−) 1.85 2.43 3.31 1.60 1.87 2.32 2.79 – – –

Figure 6. Transfer function G(k1) for aligned beams for the northern beam data (a) and southern beam data (b) using 20 simulations and 2
months of experimental data at a sampling rate of 1 Hz.

solved analytically because the exponential in Eqs. (3) and
(5) does not depend on either k2 or k3 and can be moved
outside the integral. This results in

G(k1)=

∣∣∣∣χr, s(k1)

Fs(k1)

∣∣∣∣2
=

∣∣∣∣∣exp(−zR|n · k|)
∫
∞

−∞

∫
∞

−∞
8ij(k)dk2dk3∫

∞

−∞

∫
∞

−∞
8ij (k)dk2dk3

∣∣∣∣∣
2

= exp(−2zRk1). (10)

Note that in Eq. (10) the radial speed is defined by the cen-
troid method. For the aligned case the transfer function only
depends on zR and not on the turbulence model parameters.

The results for the aligned case are shown in Fig. 6, where
Eq. (10) is shown as the black solid line. It can be seen that
both red lines (solid and dashed) agree well with the theo-
retical results. Some significant deviations can be observed
for the simulation results at small wave numbers, which can
be explained by the truncation of the Doppler spectrum in
Eq. (9).

It can also be seen that the transfer functions when using
the median or maximum method lie above the results for the
centroid method. This indicates that the turbulence attenu-
ation is less severe for these two methods compared to the

centroid method. Thus, fluctuations which have been mea-
sured by the sonic and are attenuated when using the cen-
troid method due to volume averaging can indeed be sensed
when using the median and maximum method. The improved
performance is stronger for the numerical simulation due to
the absence of noise. The median method seems to perform
slightly better than the centroid method, and the maximum
method has an even bigger improvement.

As an example for a misaligned case, we will now focus on
a misalignment of 40◦; see Fig. 7. The transfer functions for
the remaining misalignments can be found in the Appendix.
For a misalignment of 40◦, Eq. (10) is not valid anymore.
However, Eq. (2) can be integrated numerically. It is shown
again as the solid black line. Again we can see that the sim-
ulation results using the centroid method matches the the-
oretical results well for large wave numbers, but there are
deviations at low wave numbers. Similar to the aligned case,
it can be observed that the transfer functions for the median
and maximum method lie above that of the centroid method.
Again, this implies that turbulent fluctuations that were not
measured using the centroid method can be sensed using the
median and maximum method. The maximum method again
shows the best performance.

Examples of these improvements can also be identified in
the time domain when looking at Fig. 3. For the numerical
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Figure 7. Transfer functionG(k1) for misaligned beams for the northern beam data (a) and southern beam data (b) using 20 simulations and
2 months of experimental data at a sampling rate of 1 Hz.

Figure 8. RMSE value for the median and maximum method normalised by RMSE(vr, cen) for the experimental results (a) and the numerical
simulations (b) using 20 simulations and 2 months of experimental data at a sampling rate of 1 Hz.

simulations (panel a) the improved fluctuation measurements
using the maximum method are very clear, while the median
method is also able to slightly enhance the measurements
compared to the centroid method, which performs worst. A
similar tendency is also observed from the experiment (panel
b). Just before 120 s we can note a very good agreement be-
tween sonic and maximum-method vr , whereas the other two
methods are not able to detect this fluctuation. In other peri-
ods the observed improvement is very small.

Next we consider the RMSE results. Since it was seen pre-
viously that both the median and maximum method outper-
formed the centroid method, the RMSE of the two methods
normalised by the RMSE of the centroid is compared now:

1−RMSE(vr,method)/RMSE(vr, cen), (11)

where method is either the median or the maximum method.
Thus positive numbers indicate better performance compared
to the centroid method and vice versa.
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The results can be seen in Fig. 8 and show that the median
method consistently outperforms the centroid method. Im-
provements of up to 4 % from the experimental data was ob-
served, while the simulations showed performance increases
between 3 % and 5 %. In contrast, the maximum method has
persistent disadvantages compared to the centroid method.
The shortcoming increases with increasing misalignment and
reaches values of approximately −9 % for the experiments
and close to −10 % for the numerical simulations. This
indicates that the improved performance of the maximum
method in reducing the effect of spatial averaging has the
consequence that more signal noise is introduced. This is
the result of selecting the maximum of the Doppler spectrum
since the maximum position can vary depending on the fre-
quency bin width and Doppler spectrum noise. The other two
methods are more robust against noise contamination.

4 Conclusions

In this study we compared a cw wind lidar to sonic measure-
ments, where the sonic anemometers are mounted exactly at
the focus positions of the lidar system. The lidar measure-
ments are affected by their large probe volume, which leads
to an attenuation of turbulence. The objective of the paper
was to study how different methods of determining the domi-
nant frequency in a Doppler spectrum affect wind speed mea-
surements by a cw lidar. We used an estimation of the trans-
fer function to evaluate the lidar’s attenuation of turbulent
fluctuations and the RMSE to give a metric to the general
performance of the methods. Theoretical analysis, numerical
simulation and data from a 2-month-long experiment have
been used, and three different methods for deriving the ra-
dial speed were applied: the centroid, median and maximum
method.

The analysis was able to show that the simulations, as well
as the experiments, agree well with the theoretical results
for the centroid method. Further, the median and maximum
methods performed better both in simulations and experi-
ments compared to the centroid method in reducing the ef-
fect of spatial averaging. Interestingly the maximum method
had the highest reduction of the effect of spatial averaging.
However, it also showed the highest RMSE values out of
all methods due to the discretisation of picking the maxi-
mum value of the Doppler spectrum. Thus, from this study
we recommend, if one’s aim is to mitigate the effect of tur-
bulence attenuation by the lidar and retrieve time series with
low noise levels, using the median method as it shows slight
improvements of reducing the volume effect compared to the
centroid method and has the best RMSE performance. When
comparing 10 min averages all methods performed equally
well.

The method of using average Doppler spectra (typically
10 or 30 min averages) has also been studied to derive turbu-
lence statistics (Branlard et al., 2013). However, using this

approach, only statistics can be derived, namely the wind
speed PDF and its statistical moments. What is presented
here shows how carefully choosing the method of radial
speed retrieval from a Doppler spectrum can partly allevi-
ate the inherent volume averaging effect of lidar systems to
provide time series information.

It should be noted that these conclusions only apply to cw
lidars and not to pulsed systems as the method of deriving
radial velocities is different for the latter.

Code and data availability. The computer code to generate syn-
thetic turbulence fields can be found at http://www.wasp.dk/weng#
details__iec-turbulence-simulator (WAsP Engineering, 2018).
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Appendix A: Transfer functions for the remaining
misalignment directions

Figure A1.
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Figure A1. Transfer function G(k1) for the remaining misalignment directions.
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