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Abstract. Mobile differential optical absorption spec-
troscopy (mobile DOAS) has become an important tool
for the quantification of emission sources, including point
sources (e.g., individual power plants) and area emitters (e.g.,
entire cities). In this study, we focused on the error budget
of mobile DOAS measurements from point sources, and we
also offered recommendations for the optimum settings of
such measurements via a simulation with a modified Gaus-
sian plume model. Following the analysis, we conclude that
(1) the proper sampling resolution should be between 5 and
50 m. (2) When measuring far from the source, undetectable
flux (measured slant column densities (SCDs) are under the
detection limit) resulting from wind dispersion is the main
error source. The threshold for the undetectable flux can be
lowered by larger integration time. When measuring close to
the source, low sampling frequency results in large errors,
and wind field uncertainty becomes the main error source of
SO2 flux (for NOx this error also increases, but other error
sources dominate). More measurement times can lower the
flux error that results from wind field uncertainty. The proper
wind speed for mobile DOAS measurements is between 1
and 4 m s−1. (3) The remaining errors by [NOx] / [NO2] ra-
tio correction can be significant when measuring very close.

To minimize the [NOx] / [NO2] ratio correction error, we
recommend minimum distances from the source, at which
5 % of the NO2 maximum reaction rate is reached and thus
NOx steady state can be assumed. (4) Our study suggests that
emission rates< 30 g s−1 for NOx and< 50 g s−1 for SO2 are
not recommended for mobile DOAS measurements.

Based on the model simulations, our study indicates that
mobile DOAS measurements are a very well-suited tool to
quantify point source emissions. The results of our sensitiv-
ity studies are important to make optimum use of such mea-
surements.

1 Introduction

Nitrogen oxides (NOx =NO+NO2) and sulfur dioxide
(SO2), poisonous and harmful trace gases in the atmosphere,
are critical participants in tropospheric chemical reactions
(Seinfeld and Pandis, 1998; Beirle et al., 2003). NOx and
SO2 are emitted into the atmosphere via natural and anthro-
pogenic emissions, especially from traffic and industries. In
recent years, China has experienced large areas of haze pol-
lution, which have drawn worldwide scrutiny due to their
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NOx , SO2, and volatile organic compound content, although
strict policies designed to control the emission of pollution
gases have been implemented (Richter, et al., 2005; Ding et
al., 2015; Jin et al., 2016; Zhang et al., 2019, 2020). It is of
great significance to study gas emission pollution both qual-
itatively and quantitatively.

Differential optical absorption spectroscopy (DOAS) is a
technique developed in the 1970s that focuses on the teleme-
tering of atmospheric gases, particularly trace gases (Platt
and Stutz, 2008). After years of research, various types of
DOAS technology have been comprehensively developed,
including LP-DOAS, MAX-DOAS, and mobile DOAS.

Mobile DOAS technology was originally used to mea-
sure volcanic SO2 emissions (Bobrowski et al., 2003; Ed-
monds et al., 2003; Galle et al., 2003), and it was then de-
veloped to measure the NO2 and SO2 emission fluxes from
industrial parks (Johansson et al., 2008). In 2008, Mattias
Johansson used a mobile mini-DOAS device to quantify the
total emission of air pollutants from Beijing and evaluated
the measurement error, mainly in terms of the uncertain-
ties in the wind field, experimental setup, sunlight scatter-
ing in the lower atmosphere, and DOAS fit error. During
the MCMA 2006 field campaign, Rivera et al. (2009) used
a mobile mini-DOAS instrument to measure the NO2 and
SO2 emissions of the Tula industrial complex in Mexico and
also estimated the flux error. In Ibrahim et al. (2010), Wag-
ner et al. (2010), and Shaiganfar et al. (2011, 2017), air mass
factor (AMF), sampling resolution, NOx chemical reactions,
and atmospheric lifetime were introduced in order to analyze
the emission flux error. The analysis of emission flux error
sources has gradually come to focus on the wind field uncer-
tainty, sampling resolution measurement error (GPS error),
slant column density (SCD) fit error, AMF error, and other
error sources. The aforementioned studies primarily concen-
trated on regional/industry park emission fluxes, as opposed
to point sources.

Different from regional/industry park measuring, point
source emission flux can be measured in diverse ways, with
different measuring distances, varying sampling resolutions,
and so on. Therefore, the error sources and influence factors
affecting the flux measurements are different. In order to in-
vestigate the impact of these factors and thereby recommend
optimum settings for point source flux measuring using mo-
bile DOAS, we performed an in-depth study on the effects of
error sources and influence factors on point source emission
flux measuring.

There are innate deficiencies in the experimental method
used to analyze the emission flux error since there are so
many scenarios that need to be verified, and the various fac-
tors cannot be well controlled during experiments. Therefore,
a convenient way to assist the analysis is sorely needed. In the
absence of precise requirements, the simulation method is a
good alternative for facilitating the analysis of mobile DOAS
emission flux error, given its convenience and feasibility.

Using a model based on Gaussian plume dispersion and
the mobile DOAS emission flux measurement method, we
here performed a simulation to study the measurement of
NOx and SO2 point source emission flux.

This paper is organized as follows: in Sect. 2, the method-
ological framework is presented. In Sect. 3, the parameters
used to drive the simulation are delineated. Section 4 de-
scribes the simulation performance and data analysis, Sect. 5
presents our conclusions, and the Appendix displays the
overall simulation results.

2 Methodology and forward model

2.1 Overview of methodology

The NOx and SO2 emission flux of the point source can be
well measured by the mobile DOAS. The equation for cal-
culating the emission flux in the discrete form is expressed
as

F =
∑
j

VCDj ·
−→
uj ·
−→
nj · sj , (1)

where F is the emission flux, VCDj = SCDj/AMFj , SCDj
is the SCD for mobile DOAS measurements along the mea-
surement route, AMFj is the air mass factor, −→uj is the wind
field, −→nj is the vector pointing to the right of the driving
direction and parallel to the Earth’s surface, and sj is the
sampling resolution. For an isolated point source, the mobile
DOAS can measure underneath the plume in the downwind
direction to quantify the emission flux.

Since individual experiments take place in complex and
variable scenarios, in order to investigate the error sources
and influence factors that impact the flux measurement error,
typical mobile DOAS measurements of the NOx and SO2
emission fluxes were modeled with the following assump-
tions.

1. NOx and SO2 gas continuously exhaust from an isolated
and elevated point source at the position (0, 0, 235 m).
The plume rises approximately 15 m.

2. The plume is diluted by the wind along the wind direc-
tion (x axis). The random movement of air parcels also
dilutes the plume in the cross section and in the vertical
directions (y axis and z axis).

3. The topography around the point source is flat and the
background concentration of the pollutants is regarded
as zero. In the case of non-negligible background con-
centrations, the vertical column densities (VCDs) in the
plume have to be calculated as the difference to the
background.

4. Air turbulence is constant in space and time.

Atmos. Meas. Tech., 13, 6025–6051, 2020 https://doi.org/10.5194/amt-13-6025-2020



Y. Huang et al.: The quantification of NOx and SO2 point source emission flux errors 6027

Figure 1. Schematic diagram of the modeled mobile DOAS measurement underneath the plume.

5. A zenith-sky mobile DOAS measures the gas under-
neath the plume in the y direction at around noon (see
Fig. 1). Spectra, GPS data, and wind profiles are avail-
able for individual measurements.

6. The sunlight radiance received by the mobile DOAS in-
strument is stable.

Figure 1 presents the schematic diagram of the modeled
mobile DOAS measurement of a point source.

Based on the performance of typical mobile DOAS mea-
surements, a forward model of flux calculations was gener-
ated and error analysis performed according to the forward
model, as shown in Fig. 2.

The forward model of mobile DOAS measurements can
be divided into two steps.

1. Dispersion simulation. In this step, a dispersion model
is established to generate the vertical column densities
(VCDs) measured by the mobile DOAS in the modeled
typical measurement.

2. Simulation of emission flux measurement. After the
VCD sequence along the measurement route is gener-
ated, the next step is calculating the emission flux and
the emission flux error.

Error analysis concentrates on the error sources and their
budget and the influence factors that affect the emission flux
error.

The emission flux and VCD retrieval calculation model
can be directly introduced into our forward model, as it has
in previous studies. However, some questions concerning the
forward model still exist:

1. Is the existing dispersion model suitable for the mobile
DOAS measurement depicted in Fig. 1?

2. How can VCDs be simulated in the same way as mobile
DOAS measurements in theory?

3. Mobile DOAS can measure NO2 instead of NOx . How
can the NO↔NO2 conversion be added to the existing
dispersion model in terms of this simulation?

These questions will be explored in Sect. 2.2–2.6.

2.2 Description of Gaussian dispersion model

2.2.1 Steady-state Gaussian dispersion model

An appropriate air dispersion model needed to be chosen
for generating the forward model of mobile DOAS measure-
ments. Since the concentrations of pollutants at individual
points in the air parcels of the plume under the assump-
tions we have made can be calculated based on the Gaussian
dispersion model (Arystanbekova, 2004; Lushi and Stockie,
2010; de Visscher, 2014), we applied the Gaussian dispersion
model in this study. The plume, as reflected by the surface
due to the ground boundary effect and the dispersion model,
can be expressed as Eq. (2).

c(x,y,z)=
DQ

2πuσyσz
exp

(
−
y2

2σ 2
y

)

·

{
exp

[
−
(z+H)2

2σ 2
z

]
+ exp

[
−
(z−H)2

2σ 2
z

]}
, (2)

where Q is the emission rate (g s−1); u is the wind speed
(m s−1) and the wind direction is along the x direction; σy
(m) is the dispersion parameter in the y direction; σz (m) is
the dispersion parameter in the z direction, with σy and σz de-
pendent on x; andH is the plume height (m).D = exp(−ϕ x

u
)

is the decay term, mainly consisting of the chemical reac-
tions and deposits; ϕ is the decay coefficient; and ϕ = ln2

T1/2
,

in which T1/2 is the pollutant half-life in seconds.
The dispersion parameters are determined by the atmo-

spheric stability. The classification of atmospheric stability,
which was created by Pasquill and Gifford and is widely
used, sorts atmospheric stability into six classes ranging from
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Figure 2. Forward model of mobile DOAS measurements and error analysis.

Table 1. Pasquill–Gifford atmospheric stability classifications.

Wind speed at 10 m above Strong solar radiation
the surface (m s−1) class

< 2 A
2–3 Between A and B
3–5 B
5–6 C
> 6 C

A: very unstable; B: moderately unstable; C: slightly unstable.

Table 2. Rural area air dispersion parameters (Briggs, 1973).

Stable σy(x) σz(x)

classes

A 0.22x(1+ 0.0001x)−0.5 0.2x
B 0.16x(1+ 0.0001x)−0.5 0.12x
C 0.11x(1+ 0.0001x)−0.5 0.08x(1+ 0.0002x)−0.5

In which x is the horizontal distance from the source, in meters.

A to F (de Visscher, 2014). We only considered the classifica-
tions under strong solar radiation (see Table 1) in this study.

Based on the atmospheric stability class and the terrain
type surrounding the emission point, the parameters σy and
σz can be calculated. Since we assumed the surrounding area
to be flat, rural terrain, the σy and σz parameters could be
calculated using the formulas of Briggs (1973), listed in Ta-
ble 2.

It should be noted that Briggs’s equations are only suit-
able under the condition of x lower than 10 km. The disper-
sion in the wind direction is negligible in comparison with
the advection when the wind speed is high, or for weak tur-

bulence (de Visscher, 2014). In addition, the model accuracy
significantly decreases in the case of wind speeds < 1 m s−1.
The critical wind speed for the Gaussian dispersion model
is about 1.2 m s−1 (de Visscher, 2014). For high wind speed,
the effect of undetectable flux becomes very important (see
e.g., results in Fig. 8). Thus for the general cases consid-
ered here measurements under high wind speed are not rec-
ommended. Only for very high emissions and close to the
source (< 1 km) might measurements for high wind speeds
be meaningful, but such situations might be rare. Since our
study focuses on the general cases, we limit it to wind speeds
< 8 m s−1, because in the range up to 8 m s−1 the general
dependencies become obvious. Therefore, the wind speed
range in our simulation is between 1.2 and 8 m s−1. The dis-
tance in our simulation is within 10 km.

2.2.2 NOx dispersion

Equation (2) is suitable for SO2 dispersion, while for NOx ,
mobile DOAS can only measure NO2 effectively. Hence,
Eq. (2) should be adjusted for NO2 dispersion based on NOx
atmospheric chemical reactions. In this study, we did not take
volatile organic compounds (VOCs) into consideration; thus,
a NOx balance would not be broken. Moreover, we assume
that no NOx is presented in the ambient air and no O3 is con-
sumed in the reaction with NO. In most cases, both assump-
tions are reasonable, especially as long as the background
NOx concentration has no strong spatial–temporal variation.
However, for very high emission rates, the assumption that
no O3 is consumed in the reaction with NO might be violated
(a simple criterion to identify such cases might be to check
whether the NOx mixing ratios are higher than the ambient
O3 mixing ratios). If this is the case, the conversion of NO to
NO2 will be delayed. The typical reactions of NO, NO2, O3,
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and O2 in the air parcels of the plume are

NO2+hν→ NO+O(3P), (R1)

O2+O(3P)→ O3, (R2)
NO+O3→ NO2+O2. (R3)

The reaction rates of Reactions (R1)–(R3) form a cyclic re-
action. The reaction rate of NO2 is

rNO2 =−j3[NO2] + k5[NO][O3]t , (3)

where [gas] stands for the concentration of a particular gas,
[O3]t is the O3 concentration in the air parcels of the plume
at time t , and t is the time period after NOx is emitted into
the atmosphere. We assumed that at the beginning there is no
O3 in the air parcels of the plume. During the mixing with
outside air, the O3 concentration within the air parcels in-
creases. For simplicity, we assumed that the O3 concentra-
tion is the same everywhere in a transect of the plume. j3 is
the NO2 photochemical rate constant, equal to approximately
8×10−3 s−1, and k5 is the rate constant of Reaction (R3),
equal to approximately 1.8×10−14 cm3 molec.−1 s−1 (de
Visscher, 2014). It should be noted that these rates are for
a temperature of 25 ◦C. Fortunately, they are not sensitive
to temperature, so temperature sensitivity did not need to be
considered.

The [NOx] / [NO2] ratio depends on the mixing ratio of
O3 inside the plume. The mixing ratio of O3 within the air
parcel of the plume can then be estimated as

[O3]t = [O3]
Vt −V0

Vt
= [O3]

St1t − S01t

St1t

= [O3]

(
1−

S0

St

)
, (4)

where V0 is the initial gas volume of the plume and S0 is
the initial gas cross section of the plume, while Vt is the gas
volume of the plume at time t and St is the gas cross section
of the plume in the atmosphere at time t . Here, [O3] is the
ambient O3 concentration. The NO2 concentration inside the
plume at time t is given by

[NO2]t =

t∫
0

rNO2dt. (5)

Since the NO2 initial concentration was very low, we as-
sumed the NO2 initial concentration [NO2]0 = 0. Conse-
quently, [NOx]t = [NO]0 (with no decay).

The [NOx] / [NO2] ratio at time t is

RNOx =
[NOx]t
[NO2]t

. (6)

Different from SO2, the number of NOx molecules is con-
served, as opposed to their mass. The NOx dispersion model

should thus be expressed as

cNOx (x,y,z)=
DQmNOx

2πuσyσz
exp

(
−
y2

2σ 2
y

)

·

{
exp

[
−
(z+H)2

2σ 2
z

]
+ exp

[
−
(z−H)2

2σ 2
z

]}
, (7)

where QmNOx
=

Q·NA
mNOx

. mNOx is the mean molar mass
of the initial NOx , and NA is Avogadro’s constant of
6.02×1023 molec. mol−1. Substituting Eq. (6) into Eq. 7),
the NO2 dispersion model can then be expressed as

cNO2(x,y,z)=
cNOx (x,y,z)

RNOx
. (8)

2.3 VCD dispersion model

As discussed above, mobile DOAS retrieves the VCD, while
results of the dispersion model are point concentrations of the
air parcels. Based on the definition of VCD, we integrate the
concentration along the vertical direction, i.e., the z direction
from the ground to the upper troposphere, as in

VCD(x,y)=

+∞∫
0

Dc(x,y,z)dz=
DQ

√
2πuσyσz

+∞∫
0

{
exp

[
−
(z+H)2

2σ 2
z

]
+ exp

[
−
(z−H)2

2σ 2
z

]}
dz

=
DQ
√

2πuσy
exp

(
−
y2

2σ 2
y

)
. (9)

Equation (9) is suitable for SO2. For NOx , the VCD disper-
sion is

VCDNOx (x,y)=
DQmNOx
√

2πuσy
exp

(
−
y2

2σ 2
y

)
. (10)

The NO2 VCD dispersion model is

VCDNO2(x,y)=
VCDNOx (x,y)

RNOx
. (11)

Since NOx disperses along the wind direction and RNOx is a
function of t , this means that RNOx also varies with distance.
The detailed relationship between the distance andRNOx will
be discussed in Sect. 4.4. Equations (9)–(11) lay the mathe-
matical foundation of the VCD distribution model for mobile
DOAS measuring.

2.4 VCD measured by mobile DOAS

As shown in Fig. 3, the flux of the plume cross section can
be calculated using the following equation:

1Fj = u ·

∫
l

VCD(x,y)ds. (12)
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Figure 3. Model of VCD measured by mobile DOAS.

1Fj is the flux along the measurement route l in theory.
For mobile DOAS measurement, 1Fj should be given by
Eq. (13):

1Fj = VCDj · u · sj , (13)

where sj is the distance between two measuring points and
VCDj can be derived from the spectrum of measurement j .
Based on Eqs. (12) and (13), VCDj can be expressed by
Eq. (14).

VCDj =
1
s

∫
l

VCD(x,y)ds (14)

Equation (14) indicates that the VCDj derived from individ-
ual mobile DOAS measurements is the average of VCD(x,y)
along the measurement route. The discretization of the VCD
can significantly affect the emission flux error and will be
discussed in Sect. 4.1.

2.5 Description of emission flux measured by mobile
DOAS

Since the SO2 lifetime scale is longer than the dispersion
timescale, a decay correction is not needed for SO2, but for
NOx it can be necessary. For the SO2 emission flux, Eq. (1)
is used, while the NOx emission flux is

FNOx =
RNOx

D
FNO2 . (15)

In fact, the decay correction for NOx should be applied for
cases with low wind speeds, while the effect for high wind
speeds is very small.

2.6 Measurement errors of emission flux

Emission flux measurement errors not only arise from mea-
surement errors but also depend on other factors, such as
wind speed, measuring distance, [NOx] / [NO2] ratio, and
the sampling resolution.

Since the VCD is inversely proportional to the wind speed
(Eqs. 9 and 10), the higher the wind speed is, the lower the

VCD. This means more measurements at the edge of plume
would be under the detection limit at higher wind speeds,
causing more undetectable flux. The VCD is also inversely
proportional to measuring distance (Eqs. 9 and 10). This
means that the undetectable flux increases with measuring
distance. Since the [NOx] / [NO2] ratio depends on the mea-
suring distance (see Fig. 10), a large [NOx] / [NO2] ratio cor-
rection error occurs when the measuring distance is small. Fi-
nally, the sampling error can be reduced with improved sam-
pling resolution.

The emission flux measurement errors by mobile DOAS
have several sources: SCD fit errors, AMF errors, wind field
uncertainties, and sampling resolution measurement errors
(Johansson et al., 2008, 2009; Wagner et al., 2010; Ibrahim et
al., 2010; Shaiganfar et al., 2011, 2017; Rivera, et al., 2009).

The uncertainty of the derived SCD from the DOAS fit
has a random and systematic part. For the random part it
can be assumed that in general it cancels out (in combina-
tion with the sampling resolution error it can have a very
small contribution). Thus, its direct effect on the total flux
error is neglected in the following. However, from the fit er-
ror the detection limit is also estimated. For SCDs below the
mobile DOAS detection limit, undetectable SCDs result in
undetectable flux, and therefore the fit error indirectly con-
tributes to the total flux error.

The systematic part of the SCD error caused by the uncer-
tainty of the trace gas absorption cross section is independent
from the SCD fit error and is therefore included as an addi-
tional term in the total flux error calculation.

We assume that these errors are random, have a Gaussian
distribution, and are independent of each other. Then the total
relative error of the emission flux is given by

Etotal =
Ferr

D ·Q
× 100%

=

√
1F 2

cro+1F
2
uf+1F

2
AMF+1F

2
u +1F

2
s

D ·Q

× 100%, (16)

where Ferr is the total flux error,1Fcro is the flux error intro-
duced by gas absorption cross-section error, 1Fuf is the un-
detectable flux, 1FAMF is the flux error introduced by AMF
errors, and 1Fu is the flux error introduced by wind speed
uncertainty. The wind direction uncertainties play a smaller
role in point source flux measuring error (and can be de-
rived from geometry); thus the uncertainties caused by the
wind field are dominated by the wind speed uncertainties.
The error term of the wind direction uncertainty is therefore
removed. 1Fs is the emission flux error introduced by sam-
pling resolution measurement error and it can be neglected
(see Sect. 4.1).

Equation (16) is appropriate for SO2. With regard to NOx ,
the NOx flux error is also introduced by the decay correction
and the [NOx] / [NO2] ratio correction error. Hence, the NOx
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flux relative error is

ENOx=
Ferr

D ·Q
× 100%

=

√
1F 2

RNOx
+1F 2

cro+1F
2
uf+1F

2
AMF+1F

2
u +1F

2
s

D ·Q

×100%, (17)

where 1FD is the flux error due to decay correction, and
1FRNOx

is the flux error due to [NOx] / [NO2] ratio correc-
tion.

In order to quantify the contributions and budget of indi-
vidual error sources, the ratios are calculated as Eq. (18):

R2
i =

1F 2
i

F 2
err
, (18)

where i represents the individual error sources. Note that∑
i

R2
i = 1.

3 Parameter assumption and numerical simulation

In Sect. 2, the forward model for mobile DOAS measure-
ments of emission flux was established. In this section, rea-
sonable values of the parameters in the forward model are
discussed and prepared in order to drive the forward model.

For most factories, including power plants, the emission
rates of NOx and SO2 are different. Since a higher emis-
sion rate is an ideal condition for mobile DOAS measure-
ments, higher emissions could be outside the scope of our
study. Therefore, the emission rate that we simulated was
< 200 g s−1, and we set the Q value within this range. Since
the Gaussian dispersion model is appropriate for moderate
wind speed and scale, the wind speed was set to range from
1.2 to 8 m s−1 and the dispersion distance was approximately
0–10 km. Given the car speed and mobile DOAS spectrom-
eter integration times tint, the sampling resolution was set
from 5 to 500 m. The NOx mean daytime lifetime is approx-
imately 5 h± 1 h (Spicer, 1982), while the SO2 daytime life-
time is more than 1 d (Beirle et al., 2014). Compared with
the dispersion timescale, the SO2 daytime lifetime uncer-
tainty could be neglected. When time approaches infinity,
the NOx reaction steady state could be determined by am-
bient [O3] according to Eq. (5). We here assumed a typical
[O3] value of 1.389×1012 molec. cm−3; thus the steady-state
[NOx] / [NO2] ratio is 1.32. The [NOx] / [NO2] ratio inside
the air parcel of the plume varying with the distance could be
determined by Eqs. (5)–(8).

The SCD error can mainly be attributed to the DOAS fit-
ting error of the SCD and the trace gas absorption cross-
section error. Previous studies have indicated that the typ-
ical fit errors of NO2 and SO2 SCDs are ± (1–4)×1015

and ± (1–6)×1015 molec. cm−2, respectively (Wagner et al.,
2011; Wang et al., 2014; Wu et al., 2018; Davis et al., 2019).
Thus in this study, we set the fit error of NO2 and SO2 to be

± 2.5×1015 and ± 4×1015 molec. cm−2 (1σ error), respec-
tively. Here in addition, we use the 2σ values as the detection
limit (see e.g., Alicke et al., 2002; Platt and Stutz, 2008). The
absorption cross-section errors are less than 3 % for NO2 and
less than 2.4 % for SO2 (Vandaele et al., 1994, 1998). In this
study, we set the total SCD error from gas absorption cross-
section errors to 5 % (Theys, et al., 2007) for both NO2 and
SO2. Of course, these values are only rough estimates, but
they are useful to investigate the general dependencies of the
total flux error.

VCDs are derived from SCDs applying AMF. We calcu-
lated AMFs using the Monte Carlo atmospheric radiative
transfer model McArtim (Deutschmann et al., 2011). For that
purpose, we calculated a 3D box AMF for different aerosol
loads and solar zenith angles (SZAs). It should be noted that
the application of a 3D box AMF (in contrast to a 1D box
AMF) is important for the measurements considered in our
study, because horizontal extension of the plumes perpendic-
ular to the wind direction is rather short (compared to the
average horizontal photon path lengths). Our simulations in-
dicate that, for a plume height around 250 m, the AMF is typ-
ically between 1.05 and 1.3. The higher values are for high
aerosol load and high SZA (here only measurements below
75◦ are considered); the lower values are for low aerosol load
and low SZA. In this study, we use an AMF of 1.15 and as-
sume an AMF error of± 10 %. For layer heights below 50 m,
the AMF is around 1.03 and the AMF error can be neglected.

The sampling resolution measurement error is primarily
attributed to the drift of GPS. However, flux error due to GPS
drift could be neglected (see Sect. 4.1).

The flux error due to wind field uncertainty mainly
comes from wind speed uncertainty. In order to quantify
the wind speed uncertainties, the 1-month wind profile
data at the height of 250 m during the time period 09:00–
16:00 LT (UTC+8) from 1 to 30 April 2019 were derived
from the Doppler wind profile radar located in Shijiazhuang
(38.17◦ N, 114.36◦ E). The average wind fields and standard
deviations were calculated for each hour, as shown in Fig. 4.
Two-order polynomials were applied in order to derive the
function of standard deviation versus average value for both
wind speed and wind direction. Some sample values calcu-
lated using these polynomials are listed in Table 3. Table 4
lists all the simulation parameters of NOx and SO2 that were
required.

The parameters listed in Table 4 were applied in the for-
ward model in order to perform the simulation. The simula-
tion results are shown in Figs. A1 and B1 of the Appendix.

4 Analysis of emission flux errors measured by mobile
DOAS based on the forward model

Figures A1 and B1 in the Appendix show that the modeled
relative errors of NOx and SO2 emission flux varied with
sampling resolution and distance from the point source un-
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Figure 4. Polynomial fitting of the wind speed uncertainty.

Table 3. Wind speed uncertainty and wind direction uncertainty af-
ter polynomial fitting.

Wind speed Wind speed uncertainty
(m s−1) (±, m s−1)

1.2 0.466
2 0.562
3 0.662
4 0.740
5 0.796
6 0.83
7 0.842
8 0.832

der different wind speeds and emission rates. Some overall
features can be derived from these figures. Therefore, typical
cases were selected in order to discuss the overall features
based on several key factors.

4.1 Sampling resolution and its error

Sampling resolution variation impacts on the error combina-
tion and propagation and its error are an error source.

Sampling resolution is derived from GPS records in actual
measurement. The typical uncertainty of the GPS readings is
< 1.5 m. For measurements with small sampling resolutions
the GPS error can thus cause relatively large uncertainties for
the flux contributions from individual measurements (Eq. 1).
However, even for small sampling resolutions the GPS errors
of neighboring flux contributions almost completely cancel
each other out. Thus, the contribution of the GPS error to the
flux calculation (Eqs. 16 and 17) can be neglected.

In actual measurements, if one distance is too long, and
this happens to be inside the plume, while the next distance
is too short but is already outside the plume, the flux will
be overestimated in spite of the fact that the sum of the two
distances has only a small error. In this case, the sampling
error becomes important. The sampling error is largest when
the sampling resolution is large. Thus a small and uniform
sampling resolution is particularly important.

Figure 5. Dependence of relative errors on sampling resolution
(Q= 100 g s−1, u= 3, and 6 m s−1, at different measuring dis-
tances).

In order to discuss the dependence of flux error on sam-
pling resolution, some data were extracted from the Ap-
pendix and plotted in Fig. 5. This figure shows the increase in
relative error with increasing sampling resolution. It should
be noted that the smaller the sampling resolution, the more
data the mobile DOAS will sample. This directly leads to
the inclusion of more data in the emission flux calcula-
tions, resulting in the lower emission flux error. However,
when far from the source, the plume width narrows quickly
(see Sect. 4.2). Applying different sampling resolutions is no
longer feasible. Therefore, the sampling resolution can only
work effectively when the measurements are not far from the
source.

The impact of sampling resolution on emission flux error
is noticeable. In terms of measurement efficiency, the sam-
pling resolution should not be too small. Also, to avoid large
errors and sampling errors, large resolution is not recom-
mended. Therefore, we recommend the proper sampling res-
olution be between 5 and 50 m. Larger resolutions may also
be viable, but > 100 m is not recommended.

4.2 Measuring distance from the source

Measuring distance is not an error source, but it affects the
dispersion and NOx chemical reactions, further adding to the
emission flux error. Figure 6 presents typical examples of
relative errors varying with distance at a resolution of 20 m.
Wind speeds of 3 and 6 m s−1 were utilized in this example.
The overall feature shown in all of the panels of Fig. 6 is the
rapid decrease and then quick increase in the relative error
with measuring distance. Different factors lead to the large
errors at small and large distances.

First, we analyzed NOx and SO2 emission flux errors for
a large measuring distance. The large distance results in the
dramatic decrease in SCDs due to dispersion and decay along
the plume transport path. The SCDs can be lower than the de-
tection limit of mobile DOAS measurements, resulting in a
portion of the undetectable flux. Because of dispersion, the
plume widths with SCDs above the detection limit and thus
the detectable fluxes decrease significantly with distance,
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Table 4. Simulation parameters and data range of NOx and SO2.

Parameter Values

Emission rate (g s−1) 10, 30, 50, 100 , 150, 200
Wind speed (m s−1) 1.2, 2,3, 4, 5, 6, 7, 8
Measuring distance (km) 0–10 km
Sampling resolution 5–500 m, initial integration times tint
Fit error (molec. cm−2) NO2: −2.5×1015; SO2: −4×1015

Detection limit (molec. cm−2) NO2: 5×1015; SO2: 8×1015

AMF and its error 1.15± 10 %
Gas absorption cross-section errors ± 5 %
Average atmosphere lifetime NOx : 5 h± 1 h; SO2: more than 1 d
RNOx RNOx inside the plume is calculated by Eqs. (5)–(8).

RNOx in NOx reaction steady state is 1.32.

Figure 6. Variation in NOx and SO2 flux relative errors with distance, using Eqs. (16) and (17) (Q= 100 g s−1, setting the sampling
resolution s= 20 m and the wind speed to 3 and 6 m s−1).

even dropping to zero, as shown in Fig. 6. This causes the
relative error to increase at large measuring distances.

Second, we analyzed NOx and SO2 emission flux errors
in the case of a small measuring distance. Figure 6 indicates
that the error is large and decreases rapidly with increasing
measuring distance when close to the source. As discussed in
Sect. 4.1, if more measurement data are included in the cal-
culations of flux, the relative error can decrease. When the
measuring distance is small, the number of samples can dra-
matically decrease. For SO2, the relative error can increase
significantly when the measurements are close to the point
source. For NOx , the relative error is also affected by chemi-
cal reactions; we will discuss this phenomenon in Sect. 4.4.

4.3 Wind fields and their uncertainties

Wind fields can impact both the gas dispersion (Eqs. 2, 9,
and 10) and the calculation of emission flux (Eqs. 1 and 15).
In terms of dispersion, wind speed affects gas VCD (Eqs. 9
and 10). In terms of flux calculation, the temporal and spa-
tial uncertainty of wind fields can contribute to emission flux
calculation errors. Therefore, the effects of wind fields are
discussed based on these two factors in this section.

Figure 7 displays the variations in the relative errors of
NOx and SO2 with wind speed at different distances. The
emission rate Q and the sampling resolution are chosen as
100 g s−1 and 20 m, respectively. Figure 7 indicates the dif-
ferent features of relative error for wind speeds at small and
large measurement distances. The relative error of NOx in-
creases with increasing wind speed at different distances,
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Figure 7. Relative errors of NOx and SO2 emission flux
changes with wind speed at different measurement distances
(Q= 100 g s−1, sampling resolution s= 20 m).

while the SO2 relative error for measurements at small dis-
tances exhibits a trend opposite that of the large distance
measurements. The causes of the different relationships at
small and large measurement distances are discussed in
Sect. 4.3.1.

4.3.1 Effects of different wind speeds on measurements
at small and large measurement distances

Since the NOx and SO2 flux measurement errors of different
wind speeds are very different at small and large measure-
ment distances, we discuss them separately.

SO2

We first analyzed the effect of different wind speeds on the
SO2 emission flux error.

Since VCDs decrease with increasing wind speed (Eqs. 9,
10, and 11), more SCDs would be below the detection limit
of mobile DOAS at high wind speeds. Hence, the contribu-
tion of undetectable SCDs to the error of flux calculations
depends on wind speed. In addition, since wind fields are in-
put into the calculations of emission flux (Eqs. 1 and 15),
their uncertainties can contribute to the flux measurement er-
ror. In order to investigate the contributions of undetectable
ambient VCDs and the influence of wind field uncertainties
in flux measurement, the ratios R2

uf (R2 of the undetectable
flux) and R2

u (R2 of the wind speed uncertainty) calculated
using Eq. (18) are shown in Fig. 8c and d for different wind
speeds and measurement distances.

Again, we first analyzed the measurements at large dis-
tances. The undetectable VCDs dominate the effect of wind
fields on the error of flux calculations when the measurement
distance is large. As shown in Fig. 8d, undetectable flux dom-
inates the flux errors when measuring at a large distance. The
R2

uf becomes greater with larger wind speeds, for large mea-
surement distances, as shown in Fig. 8c and d. Therefore,
undetectable VCDs dominate the effect of wind fields on the
error of flux calculations when the measurement distance is
large. Since VCDs decrease with increasing wind speeds, the
flux error associated with undetectable VCDs should be in-
creased with wind speed. This relationship explains the phe-

nomenon that the relative error of emission flux increases
with increasing wind speed for large measurement distances.

Next, the measurements at small distances were analyzed.
Figure 8c and d indicate that R2

uf is much lower than R2
u

for short measurement distances. The wind field uncertainty
dominates the effect of wind fields on the flux calculation er-
rors. Meanwhile, since the relative uncertainty of the wind
field decreases with increasing wind speed, the emission flux
error decreases with increasing wind speed for short mea-
surement distances, as shown in Fig. 6.

NOx

We next analyzed the effect of different wind speeds on NOx
emission flux error, as shown in Fig. 9a and b.

The effects of different wind speed dispersions on NOx
emission flux error are similar to SO2, i.e., Fig. 8b and d,
indicating that the effects of wind speed dispersion are anal-
ogous. The effect of wind field uncertainty is much different
from SO2, however, especially when the measurements are
very close to the source. When very close, wind field uncer-
tainty influence increases and then decreases with distance.
Compared with SO2, the decreasing trend of NOx in the case
of far measurement distances is also similar, but the increas-
ing trend is very different. This implies that NOx measure-
ments close to the source have another main potential error
source, which we will investigate in Sect. 4.4.

The four panels in Fig. 8 share the common characteristic
that the R2 lines have intersections between 4 and 5 m s−1.
This implies that the wind field uncertainty effect and the
wind field dispersion effect are distinguished between 4 and
5 m s−1. In actual measurements, undetectable VCDs can-
not be well quantified. Therefore, we recommend the proper
wind speed for mobile DOAS be < 4 m s−1. The appropriate
lower wind speed in this study was 1.2 m s−1, but the Gaus-
sian plume model we used becomes increasingly inaccurate
when wind speeds are under 1 m s−1. Thus, we recommend
a proper wind speed of 1–4 m s−1.

4.3.2 Error budget of undetectable flux and
uncertainties of wind speed

The remaining question is what flux error budget is asso-
ciated with the wind speed. From Sect. 2.6 we know that
wind field uncertainties mainly come from the wind speed
uncertainties. Undetectable flux is the result of SCDs below
the detection limit, but the main driver of the R2

uf increasing
trend along the wind direction is the wind dispersion. Fig-
ure 9 presents the changes in R2

u and R2
uf of NOx and SO2

with distance for different wind speeds, 3 and 6 m s−1.
As for SO2, the wind field influence contributes most of

the emission flux error from wind field uncertainty, in con-
junction with wind dispersion. Furthermore, contributions
from wind speed uncertainty in the emission flux error are
also presented in Fig. 9. This demonstrates that wind speed
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Figure 8. Wind speed uncertainty ratio squared R2
u (a, c) and undetectable emission flux ratio squared R2

uf (b, d) of NO2 and SO2 emission
flux measurement error changes with measurement distance for different wind speeds (Q= 100 g s−1, sampling resolution s= 20 m).

Figure 9. Changes of R2
u and R2

uf of NOx and SO2 emission flux
measurement errors with measurement distance for different wind
speeds (Q= 100 g s−1).

uncertainty dominates the flux error when measuring close to
the source.

With regard to NOx , the wind speed influence is similar
to SO2 when measuring far from the source and very differ-
ent when measuring close to the source. As discussed above,
mobile DOAS can only measure the NO2, as opposed to
the NOx . The amount of NO2 yield determines the mobile
DOAS measurement result, and thus that of the NOx flux
measurement error, especially when measuring very close to
the source.

Figure 10. Variation in [NO2] / [NOx ] ratio (a) R2
RNOx

with dis-

tance (b) at different wind speeds (Q= 100 g s−1).

4.4 NOx chemical reactions

In Sect. 4.2, we left the question as to why the NOx flux error
is very large when very close to the source unanswered (see
Fig. 6). In this section, we will investigate the reason for this
phenomenon.

Stacks mainly exhaust NO, which then transforms into
NO2 in a few minutes due to chemical reactions. Since
NOx disperses along the wind direction, this means that the
[NOx] / [NO2] ratio varies with distance. With O3 mixing to
the air parcels of the plume continually, more NO2 would be
yielded and [NOx] / [NO2] ratio decreases with the distance
before the NOx reaction steady state. For readability, we here
show the increasing trend of [NO2] / [NOx] ratio along the
distance in Fig. 10a.
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In actual measurements, especially for elevated point
sources, the dependence of the [NOx] / [NO2] ratio on the
distance from the air parcels of the plume is difficult to
measure. The [NOx] / [NO2] ratio could, for example, be
measured by an in situ instrument on the ground. However,
in some cases the plume might not reach the ground. And
even if it reaches the ground the measured [NOx] / [NO2]
ratio is probably not representative for the whole plume.
Furthermore, the ambient [O3] could also be measured,
which would help to constrain the [NOx] / [NO2] ratio. Also,
if O3 measurements are available, the calculation of the
[NOx] / [NO2] ratio will have its uncertainties, and the de-
rived [NOx] / [NO2] ratio will again not be representative
for the whole plume. Thus in our study, we calculate the
[NOx] / [NO2] ratio based on the dispersion model with
some additional assumptions which are outlined in the text.
In this way we can derive the general dependencies of the
[NOx] / [NO2] ratio on the plume distance and apply a corre-
sponding correction. However, for the NOx flux calculations,
even after the application of the [NOx] / [NO2] ratio correc-
tion factor, substantial flux errors near the source might oc-
cur.

Figure 10b displays the R2
RNOx

value of the [NOx] / [NO2]
ratio correction error. The larger the [NOx] / [NO2] ratio,
the larger the R2

RNOx
value of the [NOx] / [NO2] ratio cor-

rection. This causes the R2
RNOx

to increase, to as high as 1,

when near the source. Also, from the R2
RNOx

value we dis-
covered that the [NOx] / [NO2] ratio correction error is the
main error source when close to the emission source. Hence,
the main flux error source near the emission source is the
[NOx] / [NO2] ratio correction error.

Since we know that the [NOx] / [NO2] ratio correction er-
ror is the main error source near the emission source, devel-
oping ways to avoid or minimize this error is our goal.

In real-world experiments, accurately measuring NOx flux
requires NOx to reach a steady state. According to Eq. (3),
when time approaches infinity, the NO2 reaction rate rNO2

approaches 0, indicating that NOx reaches a steady state.
In theory, steady-state NOx is an ideal condition for mea-
suring NOx flux. Infinite time, however, is not our expecta-
tion. If we regard rNO2 = 0.05rmax as the approached steady
state, the approached steady-state time could be attained,
as well as the approached steady-state distance. rmax is de-
fined as the theoretical NO2 maximal reaction rate, which
is rNO2 = k5[NO]0[O3]. Figure 11a displays the variation in
rNO2
rmax

with time, and Fig. 11b displays the approached steady-
state distance.

In order to investigate the feasibility of our recommenda-
tion, we used the following equation for analysis:

ERNOx
=
1FRNOx

DQ
× 100%, (19)

where 1FRNOx
is the flux error resulting from the

[NOx] / [NO2] ratio correction at the approached steady-

state distance. ERNOx
is used rather than R2 because R2 only

represents the error source contribution and budget. For ex-
ample, the R2 value of the [NOx] / [NO2] ratio correction
error is 0.9, while the total relative error is only 10 %. In this
case, it seems that we cannot accept the highR2, although the
total relative error is acceptable. Therefore, in our judgment,
using ERNOx

is an advantage.
The ERNOx

values at the approached steady-state distance
for different wind speeds and emission rates were calcu-
lated, and the results are presented in Fig. 11c. From this
figure, we can infer that ERNOx

is approximately 5 %, which
is very low. This indicates that the flux error resulting from
the [NOx] / [NO2] ratio correction at the approached steady-
state distance is very small and can thus be regarded as neg-
ligible.

According to Eq. (3), rNO2 depends on [O3]. Hence, we
also calculated the NOx steady-state distance and ERNOx

un-
der different [O3] values. The ERNOx

was also approximately
5 % under different [O3] values, as shown in Fig. 12. The
dependence calculation demonstrates that ERNOx

is also very
small under different [O3] values. Consequently, regarding
rNO2 = 0.05rmax as the approached steady state seems to be
acceptable.

In summary, when very close to the emission source, the
main flux error source is the [NOx] / [NO2] ratio correc-
tion error. In order to avoid or minimize this error, we rec-
ommend rNO2 = 0.05rmax as the approached steady state, in
which case the approached steady-state distance is the start-
ing measurement distance. The overall distances for different
[O3] concentrations were also simulated as a reference for
the DOAS measurement of NOx point source emissions, as
shown in Fig. 13.

4.5 Undetectable flux

As discussed in Sect. 4.3, undetectable flux dominates the
flux error when far from the source. In the following, we dis-
cuss further details of the undetectable flux error. The unde-
tectable flux is caused by SCDs below the detection limit.
Following Platt and Stutz (2008), we set the detection limit
as 2 times the fit error. While the exact value of the detection
limit might be different for different instruments and mea-
surement conditions, we use this value to derive the general
dependencies of this error term and its contribution to the
total flux error.

VCDs are sensitive to wind speeds and the dispersion
(Eqs. 9 and 10); so is the undetectable flux. We calculate the
undetectable flux and its R2

uf along wind direction (equal to
that along the measuring distance) as shown in Fig. 14 (for
an emission rate of 100 g s−1). As discussed, the main driver
of undetectable flux increasing trend along the wind direc-
tion is attributed to the wind dispersion, as can be seen from
Fig. 14. With measuring distance far away, the undetectable
flux gradually dominates the flux error, which can be denoted
by the R2

uf trend. A large wind speed also results in quick dis-
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Figure 11. Variation in rNO2/rmax with time (a), NOx steady-state distance from the source (b), and ERNOx
values (c) under different

emission rates and wind speeds ([O3]= 1.389×1012 molec. cm−3).

Figure 12. NOx approached steady-state distance from the source (a–c) and ERNOx
values (d–f) under different emission rates, different

wind speeds, and different [O3] values.

Figure 13. NOx steady-state distance from the source for different
[O3] concentrations (rNO2 = 0.05rmax).

persion, thus leading to more undetectable flux. The R2
uf and

the undetectable flux increase rapidly under the wind speed
of 8 m s−1 than that of 1.2 m s−1 for both NOx and SO2.

4.6 Gas absorption cross-section error

As discussed in Sect. 2.6, the gas absorption cross-section er-
ror contribution to SCD errors is independent of the SCD fit
error. Uncertainties of the trace gas cross sections cause sys-
tematic SCD uncertainty. We calculated R2

cro along the wind
direction and the total relative errors at the speed of 1.2 and
8 m s−1, as shown in Fig. 15. TheR2

cro variation trend is simi-
lar to R2

uf in Sect. 4.6 due to the relative error variation. How-
ever, maximum R2

cro has a subtle difference but varies appar-
ently along the wind direction under different wind speed,
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Figure 14. NOx and SO2 absolute flux error and the R2
uf that undetectable SCDs result in (Q= 100 g s−1).

which indicates that R2
cro is not very sensitive to wind speeds

but sensitive to the dispersion. From Fig. 15 we see that R2
cro

could approach 0.5, which means that gas cross-section error
might even become the main error source. However, when
R2

cro is close to 0.5, the relative errors of NOx and SO2 are at
low levels. This further suggests the trace gas cross-section
error has an overall small contribution to the total flux error.

4.7 AMF error

AMF values depends on plume height, SZA and aerosol op-
tical density (AOD) as shown in Fig. 16. For plume heights
< 50 m, the AMF is around 1.03 and its error can be ne-
glected. For plume heights 250 m, the AMF error is about
± 10 %. Since the plume height in our study is about 250 m,
the contribution from the AMF error has to be taken into ac-
count.

Since VCDs are derived from SCDs by dividing the AMF,
then AMF errors introduce VCD errors, which furthermore
contribute to the emission flux errors. Wind speed uncer-
tainty is the main error source when close to the source. With
larger wind speed, the relative error of the wind speed be-
comes smaller, which then also contributes less to the flux
error. This indicates that the flux error that results from other
error sources, such as the AMF error, have larger relative
contributions under larger wind speed. Figure 17 presents
R2

AMF and the total relative errors for wind speeds of 1.2 and
8 m s−1. From Fig. 17 we could see that R2

AMF for SO2 under
the speed of 1.2 m s−1 is very small while it becomes larger
at the speed of 8 m s−1, even near 0.5 when near the source.

The NOx flux error, however, is less affected by the AMF
error for R2

AMF< 0.1.

4.8 Effect of number of measurement times

In our experiments, we only simulated a single scan of the
plume by the mobile DOAS at each specific distance. In re-
ality, we usually scan the plume cross section several times
in order to reduce the flux error. The elapsed time between
two scans at the same distance from the source is then also
an important parameter. The more elapsed time, the greater
the uncertainties due to temporal variations in the flux and/or
the wind fields. Here, we assumed that the elapsed time is
small and its influence can thus be neglected in our simula-
tion. Figure 18 displays the simulation example of NOx and
SO2 flux error under different measurement times.

The error sources of the emission flux can be classified
into two types. The first is the measurable error and uncer-
tainty: wind speed uncertainty, AMF error, and undetectable
flux. The second is [NOx] / [NO2] ratio correction error near
the source and the gas absorption cross-section error. The
flux error resulting from the first type of error source can
be lowered by scanning the plume more times while the sec-
ond cannot. Undetectable SCDs result in undetectable flux,
and it can be reduced by more measurement times in theory.
In reality, this is often not possible because it requires that
all measurement conditions (e.g., the wind field or the back-
ground concentrations) stay unchanged. This means that it is
hard to lower the undetectable flux by more time scanning in
the actual measurements, although it can be easily realized
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Figure 15. NOx and SO2 R
2
cro of absorption cross-section error under different wind speeds (Q= 100 g s−1).

Figure 16. The 3D box AMF dependence on plume height, SZA, and aerosol optical density (AOD) for 310 and 430 nm. For the aerosols a
box profile between the surface and 1 km was assumed.

in theory. Therefore, in practice the undetectable flux error
also belongs to the second type of errors, which cannot be
reduced by multiple measurements.

According to the analysis in Sect. 4.3, the undetectable
flux is the main error source when far from the emission
source. Consequently, the flux error under different num-
bers of scans for both NOx and SO2 cannot be signifi-
cantly lowered when measuring far from the source (range
D in Fig. 18). Within the close measurement range (range
C in Fig. 18), the first type of error source is the predom-
inant source of SO2 error, and thus the flux error can be
lowered by additional plume scans. For NOx , however, the
[NOx] / [NO2] ratio correction error is the main error source
when very close to the emission source (range A in Fig. 18),
and thus the effect of additional plume scans is not evident. A
little farther from the source, the first type of error source be-
comes the main error source (range B in Fig. 18). Ultimately,
the impact of additional plume scans becomes effective.

4.9 Effect of spectrometer integration times

Spectrometer noise is the main noise source of the mo-
bile DOAS instrument (Platt and Stutz, 2008; Danckaert et
al., 2015). The noise level varies under different integra-
tion times, thereby changing the fit error and detection limit,
which would then affect the flux measurement error. There-
fore, this section is focused on the effect of spectrometer in-
tegration times on mobile DOAS flux measurement error.

The relationships among fit error, detection limit, and
noise level are (Kraus, 2006; Platt and Stutz, 2008)

SCDfit ∝ Fiterr ∝ σ, Dlim ∝ σ, (20)

where SCDfit is the SCD fitting error, Fiterr is the residual in
DOAS fitting, Dlim is the detection limit, and σ is the noise
level. The noise level is approximately inversely proportional
to the square root of the integration times.
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Figure 17. NOx and SO2 total relative error and R2
AMF of AMF error under different wind speed (Q= 100 g s−1, s= 20 m).

Figure 18. Emission flux error under different numbers of scans. Range A is very close to the source, range B is not too close or too far,
range C is close to the source, and D is far from the source (Q= 100 g s−1).

The sampling resolution of mobile DOAS can be ex-
pressed as

s = v · (ts · n)= v · tint, (21)

where v is the car speed, ts is a single integration time of the
spectrometer, n is the spectrometer averaging times, and tint
is the spectrometer integration times.

According to Eq. (21), the effect of integration times can
be investigated in two different ways: Varying the car speed
and thus fixing the sampling resolution or fixing the car speed
and thus varying the sampling resolution. In this study, we
simulated the integration times for 0.25tint, 0.5tint, 1tint, 2tint,
and 4tint.
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4.9.1 Prescribed sampling resolution

Since different integration times result in the car speed vary-
ing in a large range in which car speed cannot be fully real-
ized in actuality at a given sampling resolution, the sampling
resolution cannot be too small. Here, we chose a 50 m sam-
pling resolution as a case study.

Figure 19 displays the relative error under different inte-
gration times at a given sampling resolution (Q= 100 g s−1).
From Fig. 19 we can see the relative error differences result-
ing from various integration times.

Since a larger integration time will directly lead to a lower
detection limit and a smaller fitting error, and indirectly to
a lower undetectable flux and a lower fit error, the rela-
tive error nonlinearly decreases with increasing integration
times. Since the relative error differences caused by integra-
tion times become more evident when far from the source
(range B in Fig. 19), our analysis focused on this range. This
phenomenon is due to that fact that different integration times
mainly act on the fit error and the detection limit. Therefore,
we separately analyzed these two error sources.

We analyzed the undetectable flux differences resulting
from different detection limits. Figure 20 presents the un-
detectable flux and its R2 values. From the R2 values we
could infer that undetectable flux contributes most to the er-
ror when far from the source. Especially for smaller integra-
tion times, undetectable flux R2 increases very quickly with
distance. In addition, the variation trend of undetectable flux
when far from the source corresponds to the relative error
trend. Therefore, we infer that the relative error trend under
different integration times is determined by the undetectable
flux.

In brief, different integration times significantly impact the
relative error at a given sampling resolution when far from
the source, and these error differences are mainly attributed
to the undetectable flux differences resulting from the detec-
tion limit.

4.9.2 Prescribed car speed

When the car speed is prescribed, the sampling resolution is
determined by the integration times. Therefore, an effect on
the error due to the sampling resolution would be introduced
(Sect. 4.1).

Figure 21 presents the relative error under different inte-
gration times at a given car speed. It is interesting that the rel-
ative error differences caused by integration times in ranges
B and D (NOx) are opposite those of ranges C and D (SO2).
We have analyzed the causes of the relative error differences
in range D, but we did not analyze the causes in range B or
C.

From Sect. 4.1 we know that, within the proper resolution
range, the relative error increases with increasing sampling
resolution. Moreover, the sampling resolution can only affect
the first type of error source mentioned in Sect. 4.6, i.e., the

wind speed uncertainty, and AMF error. We calculated the
sum of the R2 values for the wind field uncertainty and fit er-
ror. In addition, the sum of the absolute flux errors introduced
by these error sources is shown in Fig. 22. The R2 values in-
dicate that, in range B or C, these factors are the main error
source and thus cause the differences under different tint val-
ues. The flux error trends do not all correspond to the relative
error trend due to the undetectable flux, although it is still the
main error source that determines the differences in range B
or C.

Furthermore, we can conclude that the different integra-
tion times that significantly affect the relative error at a given
car speed can be divided into two ranges: B and D for NOx
and C and D for SO2. In ranges B and C, the differences
under different tint values can be attributed to the sampling
resolution effect. In range D, the differences under different
tint values can be attributed to the undetectable flux.

Different integration times result in different fit errors and
different detection limits. The analysis in terms of either a
given sampling resolution or a given car speed has signifi-
cant implications. For example, when measuring close to the
source, i.e., range B or C in Figs. 21 and 22, we can fix the car
speed within a proper low integration time in order to obtain
a higher resolution, which indirectly results in a lower error.
When measuring far from the source, proper large sampling
resolutions are available since the main error source is the
undetectable flux. This further suggests that larger integra-
tion times and higher car speeds can be applied in order to
increase the efficiency of measuring flux.

4.10 Effects from other factors

Measuring emission flux is extremely complex. It is feasible
to analyze the error caused by some key factors, but it is also
necessary to study other factors.

4.10.1 Emission rate

Emission rate is an objective factor. The simulation results
suggest that the emission rate significantly affects the relative
error distribution. Therefore, disregarding the emission rate
in order to analyze the error is a less rigorous approach.

From Eqs. (9)–(11) we know that VCD(x,y) is propor-
tional to the emission rate, which means that lower emission
rates generate lower VCD(x,y), leading to a reduction of
the measurable plume width with SCDs above the detection
limit. Ultimately, this results in larger emission flux errors
at the same distance when the emission rate is low, even if
there is no proper resolution to measure. In order to achieve
a low emission flux error, emission rates that are too low are
not recommended. We cannot provide a precise lower limit
for the emission rate, but we can propose a range of values.
From the figures in the Appendix, we can see that the red
areas (indicating large errors) cover nearly all of the figure
when the NOx emission rate is < 30 g s−1 and the SO2 emis-
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Figure 19. Relative error under different integration times at a prescribed sampling resolution (Q= 100 g s−1).

Figure 20. Undetectable flux and its R2 values under wind speeds of 3 and 6 m s−1 for NOx and SO2 under different integration times. The
sampling resolution is 50 m (Q= 100 g s−1).

Atmos. Meas. Tech., 13, 6025–6051, 2020 https://doi.org/10.5194/amt-13-6025-2020



Y. Huang et al.: The quantification of NOx and SO2 point source emission flux errors 6043

Figure 21. NOx relative errors (a, c); R2 values introduced by the
wind field uncertainty AMF error (b, d) (Q= 100 g s−1).

Figure 22. SO2 relative errors (a, c), R2 values, and flux errors
introduced by the wind field uncertainty and AMF error (b, d) under
wind speeds of 3 and 6 m s−1 (Q= 100 g s−1).

sion rate is < 50 g s−1. Therefore, emission rates < 30 g s−1

for NOx and< 50 g s−1 for SO2 are not recommended in mo-
bile DOAS measurements.

4.10.2 Different source heights

The mobile DOAS height, which is approximately 2 m from
the ground to the telescope, is usually negligible in actual
measurements. When the source is not very high, however,
more gas will descend to the ground under the mobile DOAS
telescope, where it cannot be measured. Here, we simulated
the emission source at heights of 10, 20, 50, 100, and 200 m.
Since lower wind speeds will lead to gas quickly descending
to the ground, we simulated a low wind speed of 3 m s−1.
The emission rate was set to 100 g s−1.

The lower the source height, the more gas will descend
to the ground, resulting in changes to the undetectable flux.
Figure 23 displays the undetectable flux of NOx and SO2 for
the wind speed of 3 m s−1. From this figure we can see that
obvious variations occur in the NOx and SO2 undetectable
flux when close to the source. The undetectable flux variation
may impact the flux relative error.

Figure 24 presents the flux relative error at different
heights. These results show that the relative errors of NOx
and SO2 exhibit little variation. This is because, compared
to the flux error resulting from other main error sources, the
undetectable flux variation with height is negligible.

4.10.3 Uncertainties of the Gaussian dispersion model

The Gaussian dispersion model was assumed in the forward
model during our discussion of the emission flux error bud-
get. The dispersion in actual measurements, however, de-
pends on meteorological conditions and surrounding terrain.
Also a non-Gaussian behavior of the plume and vertical wind
shear might contribute to the total flux error. Thus, the re-
sults of this study should be seen as a lower limit of the total
flux errors. In some cases, for NO2, the stratospheric absorp-
tion might also become important. However, this might only
happen for very long measurement durations or for measure-
ments at high SZA. Differences in the Gaussian dispersion
model from reality could have resulted in a bias of the error
budget presented in this study from reality. Investigation of
the details of the dispersion model is outside the scope of this
investigation.

5 Conclusions

In this study, we used a Gaussian dispersion model to quan-
tify the NOx and SO2 point source emission flux errors of
mobile DOAS.

We first established a forward model for the simulation.
In the forward model, we modified the Gaussian disper-

sion model in order to make it appropriate for the DOAS
technique, i.e., the SO2 and NOx VCD dispersion model.
The NOx VCD dispersion model also took NOx atmospheric
chemical reactions into consideration.

Second, we analyzed the simulation data, reaching the fol-
lowing conclusions.

1. The impact of sampling resolution on emission flux er-
ror is noticeable. Smaller resolution can lower the flux
error. In terms of measurement efficiency, the sampling
resolution should be moderate. Therefore, we recom-
mended the proper sampling resolution to range from
5 to 50 m. Larger resolutions could also be applied, but
> 100 m is not recommended.

2. Measuring distance significantly affects the flux mea-
surement error. When far from the source, undetectable
flux from the wind dispersion effect, which results in
large errors, will be noticeable. When close to the emis-
sion source, a low number of sampling data leads to
large flux errors. The proper measuring distance is not
too far or too close to the source. Due to the com-
plex situation, the proper distance is difficult to quan-
tify. It should be noted that undetectable flux is the
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Figure 23. NOx and SO2 undetectable flux values at different source heights (Q= 100 g s−1, u= 3 m s−1).

Figure 24. NOx and SO2 flux relative errors at different source heights (Q= 100 g s−1, u= 3 m s−1, s= 20 m).

error source which was not considered in Johansson
et al. (2008, 2009), Rivera et al. (2009), Ibrahim et
al. (2010), Shaiganfar et al. (2011, 2017), Berg, et
al. (2012), Walter et al. (2012); Wu et al. (2013, 2018),
Frins et al. (2014), and Merlaud et al. (2018).

3. The wind field influence could be classified into two
parts: uncertainty and dispersion. Dispersion is more
evident when far from the emission source; thus, un-
detectable flux is the main error source for both SO2
and NOx . When measuring close to the emission source,
wind field uncertainty is the main error source of SO2
flux measurements, but not of NOx . For higher wind
speeds, the dispersion effect is more distinct, thereby
directly leading to more undetectable flux. We recom-
mended a wind speed of 1–4 m s−1 for accurate mobile
DOAS measurements.

4. NO converts to NO2 upon exhaust from a stack and
reaches the NOx steady state within a few minutes. Dur-
ing this time period the [NOx] / [NO2] ratio decreases
continuously with distance, resulting in a flux error due
to [NOx] / [NO2] ratio correction. Our simulation indi-
cates that [NOx] / [NO2] ratio correction is the main er-
ror source when measuring very close to the emission
source. To minimize the large [NOx] / [NO2] ratio cor-
rection error, we recommended rNO2 = 0.05rmax as the
NOx steady state. Therefore, the proper starting mea-
surement distance for NOx could be determined, which
we displayed in Fig. 13.

5. The undetectable flux is sensitive to wind speeds and
wind dispersion.

6. The AMF error is not the main error source for NOx ;
for SO2 it can only become important for measurements
close to the source and for high wind speeds.

7. The gas absorption cross-section error might become
the main error source when at low levels, but in such
conditions the absolute flux error is rather small.

8. Repeating the measurements several times can only af-
fect the measurable error source and does not affect the
unmeasurable error source. This causes the SO2 flux
error to decrease when not very far from the emission
source. As for NOx , increasing the number of measure-
ment times could become effective when not very close
to the source but not too far away.

9. Different integration times result in different fit errors
and detection limits. For a prescribed sampling resolu-
tion, relative error differences under different integra-
tion times are attributed to undetectable flux differences
caused by the detection limit, especially for distant mea-
surements. For a prescribed car speed, the sampling res-
olution effect is introduced. When measuring not very
far from the emission source, the relative error differ-
ences are attributed to the sampling resolution effect
from the first type of error source. Far from the source,
the detection limit applies.
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10. Other studies have indicated that emission rates
< 30 g s−1 for NOx and < 50 g s−1 for SO2 are not rec-
ommended in mobile DOAS measurements. The source
height exerts an impact on the undetectable flux but has
little impact on the total error.

The advantage of the method put forth in this study is that
many scenarios can be simulated. This simulation method
was able to examine the error sources and influence factors
affecting flux error in more detail. Also important is that the
[NOx] / [NO2] ratio correction effect of flux measurement
was clarified.
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Appendix A: NOx simulation results (relative error)

Figure A1.
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Figure A1. Relative errors (using Eq. 17) of NOx as a function of the measurement distance from the source (x axis) and the sampling
resolution (y axis). The different panels show the results for different wind speeds and different emission rates. The color map indicates the
relative errors.
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Appendix B: SO2 simulation results (relative error)

Figure B1.
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Figure B1. Relative error (using Eq. 16) of the distribution of SO2 for different wind fields of different emission rates. The unit of all abscissas
is the measurement distance from the source (km), while that of the ordinate is the sampling resolution (m). The color map indicates the
relative errors.
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