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S1: Description of Machine Learning Algorithms Used For Calibration

1. **Random forest (RF)**: RF is a decision-tree-based machine learning algorithm that has been shown to perform well in air quality predictions. Briefly, to generate a random forest model, the user specifies the maximum number of trees that make up the forest. Each tree is constructed using a bootstrapped random sample from the training data set. The origin node of the decision tree is split into sub-nodes by considering a random subset of the possible explanatory variables. Trees are split based on which of the explanatory variables in each subset is the strongest predictor of the outcome. This process of node splitting is repeated until a terminal node is reached (Zimmerman et al., 2018). For our random forest models, the terminal node was specified using a minimum node size of five data points per node.

2. **Neural Network (NN)**: NN consists of interconnected neurons organized in layers. Each neuron or unit passes received information through an activation function and produces output values that are then processed by neurons in the next layer. The NN training process is based on updating the weights of neurons via supervised learning (Spinelle et al., 2014). A simple single hidden layer neural network with a linear transfer function was chosen in this study.

3. **Gradient Boosting (GB)**: GB is a decision-tree-based approach that uses ‘boosting’ methods to improve model performance. ‘Boosting’ sequentially combines many ‘weak’ models (learners) into a final, improved model. The final model is built in an additive forward stagewise manner where at each step a new learner is added that minimizes the negative gradient using a least squares approach. The residuals of the current model are then used as the input for the next tree allowing the model to 'learn' from the errors of the previous models (Johnson et al., 2018).

4. **SuperLearner (SL)**: SL is an ensemble-based machine learning algorithm, which allows for the simultaneous evaluation (by cross-validation) of a library of plausible machine learning algorithms to determine which models are most appropriate for the data, based on minimizing a least squares loss function, and then averages over these chosen models to produce a composite model (Van der Laan et al., 2007).
S2 Cross-Validation techniques to avoid overfitting in the machine learning models

We used a Leave-One-Site (I25 Globeville, I25 Denver, La Casa, CAMP)-Out (LOSO) approach for cross validation (CV) to prevent overfitting in our machine learning models (Models 17 - 21 in Table 2). Briefly, we split the data into four groups, with each group excluding data from a single reference monitoring site. In each cross-validation iteration, we selected each group in turn to fit the model and made predictions at the left-out site. The model that had the best average performance across all the left out sites was chosen. In this manner this CV approach was used to tune the hyper parameters in the machine learning models adopted in this study using correction approaches: C1, C2, C3 and C4.

For the correction conducted on the complete archived dataset (C1), we also conducted a leave-out-by-date (LOBD) CV for the machine learning models considered (Table 3). For the LOBD model validation method, the project time period was split into 3-week periods. Each period contained between ~ 700 and 900 hourly data points, with typically more sensors running continuously during later chunks as more sensors were deployed and came online over time. Thirteen periods were available in total, and, for each test-train set, 12 periods were used to train the correction model, whereas the remaining interval was selected to test the correction model. The model that had the best average performance across all the left out time periods was chosen. By eliminating, using data from the same calendar week, where measurements are likely to be correlated, we eliminate the possibility of obtaining overly optimistic model performance summary statistics.

Zusman et al., (2020) have reported that for more than 3 co-location sites, a LOSO CV is preferred, as it replicates our ultimate objective of applying the calibration developed to other sites in the network. However, in this case, due to the high correlation across co-located sites (Figure S5, Figure S6), a LOBD CV is likely to produce more robust results. Models were generated for all combinations of training and test data.

Note that for simple linear regressions, overfitting is not an issue and no CV is required.

S3: Supplementary Tables

Table S1: Site location of each Love My Air sensor, as well as summary statistics of minute-level measurements from the co-located sensors included in the analysis
Table S2: Performance of the calibration models using corrections C3 and C4 as captured using root mean square error (RMSE), and Pearson correlation (R) over the weeks of co-location alone. LOSO CV was used to prevent overfitting in the machine learning models.
<table>
<thead>
<tr>
<th>Layer</th>
<th>Expression</th>
<th>Coefficient 1</th>
<th>Coefficient 2</th>
<th>Coefficient 3</th>
<th>Coefficient 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>+D × T</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + D × s&lt;sub&gt;2&lt;/sub&gt; + T × s&lt;sub&gt;3&lt;/sub&gt; + D × T × s&lt;sub&gt;4&lt;/sub&gt; + b</td>
<td>0.914</td>
<td>3.118</td>
<td>0.908</td>
</tr>
<tr>
<td>8</td>
<td>+RH × T × D</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + RH × s&lt;sub&gt;2&lt;/sub&gt; + T × s&lt;sub&gt;3&lt;/sub&gt; + D × s&lt;sub&gt;4&lt;/sub&gt; + RH × T × s&lt;sub&gt;5&lt;/sub&gt; + RH × D × s&lt;sub&gt;6&lt;/sub&gt; + T × D × s&lt;sub&gt;7&lt;/sub&gt; + RH × T × D × s&lt;sub&gt;8&lt;/sub&gt; + b</td>
<td>0.918</td>
<td>3.051</td>
<td>0.914</td>
</tr>
<tr>
<td>9</td>
<td>PM × RH</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + RH × s&lt;sub&gt;2&lt;/sub&gt; + RH × PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;3&lt;/sub&gt; + b</td>
<td>0.918</td>
<td>3.051</td>
<td>0.913</td>
</tr>
<tr>
<td>10</td>
<td>PM × D</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + D × s&lt;sub&gt;2&lt;/sub&gt; + D × PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;3&lt;/sub&gt; + b</td>
<td>0.911</td>
<td>3.179</td>
<td>0.901</td>
</tr>
<tr>
<td>11</td>
<td>PM × T</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + T × s&lt;sub&gt;2&lt;/sub&gt; + T × PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;3&lt;/sub&gt; + b</td>
<td>0.911</td>
<td>3.169</td>
<td>0.900</td>
</tr>
<tr>
<td>12</td>
<td>PM × nonlinear RH</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + ( \frac{RH^2}{(1-RH)} ) × s&lt;sub&gt;2&lt;/sub&gt; + ( \frac{RH^2}{(1-RH)} ) × PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;3&lt;/sub&gt; + b</td>
<td>0.926</td>
<td>2.898</td>
<td>0.920</td>
</tr>
<tr>
<td>13</td>
<td>PM × RH × T</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + RH × s&lt;sub&gt;2&lt;/sub&gt; + T × s&lt;sub&gt;3&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × s&lt;sub&gt;4&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × T × s&lt;sub&gt;5&lt;/sub&gt; + RH × T × s&lt;sub&gt;6&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × T × s&lt;sub&gt;7&lt;/sub&gt; + b</td>
<td>0.919</td>
<td>3.041</td>
<td>0.914</td>
</tr>
<tr>
<td>14</td>
<td>PM × RH × D</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + RH × s&lt;sub&gt;2&lt;/sub&gt; + D × s&lt;sub&gt;3&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × s&lt;sub&gt;4&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × D × s&lt;sub&gt;5&lt;/sub&gt; + RH × D × s&lt;sub&gt;6&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × D × s&lt;sub&gt;7&lt;/sub&gt; + b</td>
<td>0.920</td>
<td>3.013</td>
<td>0.914</td>
</tr>
<tr>
<td>15</td>
<td>PM × T × D</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + T × s&lt;sub&gt;2&lt;/sub&gt; + D × s&lt;sub&gt;3&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × T × s&lt;sub&gt;4&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × D × s&lt;sub&gt;5&lt;/sub&gt; + T × D × s&lt;sub&gt;6&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × T × D × s&lt;sub&gt;7&lt;/sub&gt; + b</td>
<td>0.919</td>
<td>3.035</td>
<td>0.913</td>
</tr>
<tr>
<td>16</td>
<td>PM × RH × T × D</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = PM&lt;sub&gt;2.5&lt;/sub&gt; × s&lt;sub&gt;1&lt;/sub&gt; + RH × s&lt;sub&gt;2&lt;/sub&gt; + T × s&lt;sub&gt;3&lt;/sub&gt; + D × s&lt;sub&gt;4&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × s&lt;sub&gt;5&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × T × s&lt;sub&gt;6&lt;/sub&gt; + T × RH × s&lt;sub&gt;7&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × D × s&lt;sub&gt;8&lt;/sub&gt; + D × RH × s&lt;sub&gt;9&lt;/sub&gt; + D × T × s&lt;sub&gt;10&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × T × s&lt;sub&gt;11&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × D × s&lt;sub&gt;12&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × D × T × s&lt;sub&gt;13&lt;/sub&gt; + D × RH × T × s&lt;sub&gt;14&lt;/sub&gt; + PM&lt;sub&gt;2.5&lt;/sub&gt; × RH × T × D × s&lt;sub&gt;15&lt;/sub&gt; + b</td>
<td>0.931</td>
<td>2.813</td>
<td>0.921</td>
</tr>
</tbody>
</table>

**Machine Learning (LOSO CV)**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Expression</th>
<th>Coefficient 1</th>
<th>Coefficient 2</th>
<th>Coefficient 3</th>
<th>Coefficient 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Random Forest</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = f(PM&lt;sub&gt;2.5&lt;/sub&gt;, T, RH)</td>
<td>0.982</td>
<td>1.506</td>
<td>0.978</td>
</tr>
<tr>
<td>18</td>
<td>Neural Network (One hidden layer)</td>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt;&lt;sub&gt;, corrected&lt;/sub&gt; = f(PM&lt;sub&gt;2.6&lt;/sub&gt;, T, RH)</td>
<td>0.918</td>
<td>3.049</td>
<td></td>
</tr>
</tbody>
</table>
Table S3: Performance of the calibration models as captured using root mean square error (RMSE), normalized RMSE, and Pearson correlation (R) for true PM$_{2.5} > 30$ μg/m$^3$ and PM$_{2.5} \leq 30$ μg/m$^3$. LOSO CV was used to prevent overfitting in the machine learning models.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Model</th>
<th>PM$_{2.5}$ &gt; 30 μg/m$^3$ (n = 1038 measurements)</th>
<th>PM$_{2.5}$ ≤ 30 μg/m$^3$ (n=26300 measurements)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>C1 Correction developed on data during the entire period of network operation</td>
<td>C1 Correction developed on data during the entire period of network operation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C2 On-the-fly correction developed using data for the same week of measurement</td>
<td>C2 On-the-fly correction developed using data for the same week of measurement</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C3 Correction developed using measurements made in the first two weeks of January and the first two weeks in May</td>
<td>C4 Correction developed using measurements made in the first two weeks of January and the first two weeks in May</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C4 Correction developed using measurements made in the first two weeks of January and the first two weeks in May</td>
<td>C4 Correction developed using measurements made in the first two weeks of January and the first two weeks in May</td>
</tr>
<tr>
<td>19</td>
<td>Gradient Boosting</td>
<td>$\text{PM}<em>{2.5, \text{corrected}} = f(\text{PM}</em>{2.5}, T, RH)$</td>
<td>0.938</td>
<td>2.683</td>
</tr>
<tr>
<td>20</td>
<td>SuperLeaner</td>
<td>$\text{PM}<em>{2.5, \text{corrected}} = f(\text{PM}</em>{2.5}, T, RH)$</td>
<td>0.954</td>
<td>2.309</td>
</tr>
<tr>
<td>21</td>
<td>Random Forest</td>
<td>$\text{PM}<em>{2.5, \text{corrected}} = f(\text{PM}</em>{2.5}, T, RH, D, \cos\text{_time})$</td>
<td>0.983</td>
<td>1.548</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>C1 Correction developed on data during the entire period of network operation</th>
<th>C2 On-the-fly correction developed using data for the same week of measurement</th>
<th>C3 Correction developed using measurements made in the first two weeks of January and the first two weeks in May</th>
<th>C4 Correction developed using measurements made in the first two weeks of January and the first two weeks in May</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R</td>
<td>RMSE (μg/m$^3$)</td>
<td>R</td>
<td>RMSE (μg/m$^3$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R</td>
<td>RMSE (μg/m$^3$)</td>
<td>R</td>
<td>RMSE (μg/m$^3$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R</td>
<td>RMSE (μg/m$^3$)</td>
<td>R</td>
<td>RMSE (μg/m$^3$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
<th>R</th>
<th>RMSE (μg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Raw</td>
<td>0.797</td>
<td>14.928 (0.350)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.915</td>
<td>5.891 (0.646)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(+ \text{RH} \times \text{D})</td>
<td>(+ \text{D} \times \text{T})</td>
<td>(+ \text{RH} \times \text{T} \times \text{D})</td>
<td>(\text{PM}_{2.5} \times \text{RH})</td>
<td>(\text{PM}_{2.5} \times \text{D})</td>
<td>(\text{PM}_{2.5} \times \text{T})</td>
<td>(\text{PM}_{2.5} \times \text{nonlinear} \times \text{RH})</td>
<td>(\text{PM}_{2.5} \times \text{RH} \times \text{T})</td>
<td>(\text{PM}_{2.5} \times \text{RH} \times \text{D})</td>
<td>(\text{PM}_{2.5} \times \text{RH} \times \text{T} \times \text{D})</td>
<td>(\text{PM}_{2.5} \times \text{RH} \times \text{T} \times \text{D})</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s_4 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + \text{RH} \times s_2 + D \times s_3 + \text{RH} \times D \times s_4 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + D \times s_2 + T \times s_3 + \text{RH} \times D \times s_4 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + \text{RH} \times s_2 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\frac{\text{RH}}{(1 - \text{RH})} \times s_2 + \frac{\text{RH}}{(1 - \text{RH})} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + D \times s_2 + T \times s_3 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + T \times s_2 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + T \times s_2 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + T \times s_2 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + T \times s_2 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td>(\text{PM}<em>{2.5, \text{corrected}} = \text{PM}</em>{2.5} \times s_1 + T \times s_2 + \text{RH} \times \text{PM}_{2.5} \times s_1 + b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s_4 + b)</td>
<td>(0.803)</td>
<td>(0.796)</td>
<td>(0.809)</td>
<td>(0.811)</td>
<td>(0.810)</td>
<td>(0.815)</td>
<td>(0.821)</td>
<td>(0.816)</td>
<td>(0.817)</td>
<td>(0.813)</td>
<td>(0.829)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table S4: Performance of the calibration models using the C1 correction as captured using root mean square error (RMSE), normalized RMSE, and Pearson correlation (R) for true PM$_{2.5} > 30$ μg/m$^3$ and PM$_{2.5} \leq 30$ μg/m$^3$. LOBD CV was used to prevent overfitting in the machine learning models.

<table>
<thead>
<tr>
<th>ID</th>
<th>Machine Learning (LOBD CV)</th>
<th>PM$_{2.5} &gt; 30$ μg/m$^3$ (n = 1038 measurements)</th>
<th>PM$_{2.5} \leq 30$ μg/m$^3$ (n = 27338 measurements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Random Forest</td>
<td>R = 0.939, RMSE = 5.415 (0.127)</td>
<td>R = 0.974, RMSE = 1.372 (0.151)</td>
</tr>
<tr>
<td>18</td>
<td>Neural Network (One hidden layer)</td>
<td>R = 0.808, RMSE = 10.200 (0.239)</td>
<td>R = 0.902, RMSE = 2.666 (0.293)</td>
</tr>
<tr>
<td>19</td>
<td>Gradient Boosting</td>
<td>R = 0.854, RMSE = 6.359 (0.149)</td>
<td>R = 0.898, RMSE = 1.898 (0.208)</td>
</tr>
<tr>
<td>20</td>
<td>SuperLearner</td>
<td>R = 0.951, RMSE = 4.819 (0.113)</td>
<td>R = 0.930, RMSE = 2.245 (0.246)</td>
</tr>
<tr>
<td>21</td>
<td>Random Forest</td>
<td>R = 0.952, RMSE = 4.724 (0.111)</td>
<td>R = 0.981, RMSE = 1.181 (0.130)</td>
</tr>
</tbody>
</table>
Table S5: Performance of the calibration models developed using the co-located hourly measurements to the minute-level data as captured using root mean square error (RMSE), and Pearson correlation (R). LOSO CV was used to prevent overfitting in the machine learning models. All corrected values were evaluated over the entire time period (April 23 - September 30, 2021).

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Model</th>
<th>C1 Correction developed on data during the entire period of network operation</th>
<th>C2 On-the-fly correction developed using data for the same week of measurement</th>
<th>C3 Correction developed using measurements made in the first two weeks of January</th>
<th>C4 Correction developed using measurements from the first two weeks of January and the first two weeks in May</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R RMSE (μg/m³)</td>
<td>R RMSE (μg/m³)</td>
<td>R RMSE (μg/m³)</td>
<td>R RMSE (μg/m³)</td>
</tr>
<tr>
<td>0</td>
<td>Raw Love My Air measurements</td>
<td></td>
<td>0.497 16.409</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Linear</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + b</td>
<td>0.497 15.667</td>
<td>0.498 15.646</td>
<td>0.497 15.657</td>
<td>0.497 15.663</td>
</tr>
<tr>
<td>2</td>
<td>+RH</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + RH x s₂ + b</td>
<td>0.495 15.678</td>
<td>0.500 15.618</td>
<td>0.492 15.721</td>
<td>0.494 15.686</td>
</tr>
<tr>
<td>3</td>
<td>+T</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + T x S₂ + b</td>
<td>0.496 15.670</td>
<td>0.500 15.621</td>
<td>0.493 15.822</td>
<td>0.495 15.671</td>
</tr>
<tr>
<td>4</td>
<td>+D</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + D x s₂ + b</td>
<td>0.497 15.663</td>
<td>0.498 15.640</td>
<td>0.491 15.805</td>
<td>0.495 15.693</td>
</tr>
<tr>
<td>5</td>
<td>+RH x T</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + RH x s₂ + T x S₃ + RH x T x S₄ + b</td>
<td>0.499 15.634</td>
<td>0.500 15.621</td>
<td>0.495 15.669</td>
<td>0.498 15.640</td>
</tr>
<tr>
<td>6</td>
<td>+RH x D</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + RH x s₂ + D x S₃ + RH x D x S₄ + b</td>
<td>0.496 15.671</td>
<td>0.500 15.622</td>
<td>0.477 15.892</td>
<td>0.494 15.684</td>
</tr>
<tr>
<td>7</td>
<td>+D x T</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + D x S₂ + T x S₃ + D x T x S₄ + b</td>
<td>0.470 15.928</td>
<td>0.014 323.68</td>
<td>0.018 257.15</td>
<td>0.032 135.64</td>
</tr>
<tr>
<td>8</td>
<td>+RH x T x D</td>
<td>PM₂.₅, corrected = PM₂.₅ x s₁ + RH x s₂ + T x S₃ + D x S₄ + RH x T x S₅</td>
<td>0.138 33.817</td>
<td>0.041 111.56</td>
<td>0.029 160.44</td>
<td>0.027 160.96</td>
</tr>
<tr>
<td></td>
<td>Equation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------------------------------------------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>9</td>
<td>$\text{PM} \times \text{RH}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + \text{RH} \times s_2 \times \text{RH} \times \text{PM}^{2.5} \times s_3 + b$</td>
<td>0.494</td>
<td>15.688</td>
<td>0.501</td>
<td>15.615</td>
<td>0.485</td>
</tr>
<tr>
<td>10</td>
<td>$\text{PM} \times \text{D}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + D \times s_2 + D \times \text{PM}^{2.5} \times s_3 + b$</td>
<td>0.498</td>
<td>15.644</td>
<td>0.499</td>
<td>15.630</td>
<td>0.477</td>
</tr>
<tr>
<td>11</td>
<td>$\text{PM} \times \text{T}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + T \times s_2 + T \times \text{PM}^{2.5} \times s_3 + b$</td>
<td>0.495</td>
<td>15.675</td>
<td>0.501</td>
<td>15.610</td>
<td>0.483</td>
</tr>
<tr>
<td>12</td>
<td>$\text{PM} \times \text{nonlinear RH}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + \frac{\text{RH}^2}{(1-\text{RH})} \times s_2 + \frac{\text{RH}^2}{(1-\text{RH})} \times \text{PM}^{2.5} \times s_3 + b$</td>
<td>0.496</td>
<td>15.659</td>
<td>0.497</td>
<td>15.650</td>
<td>0.494</td>
</tr>
<tr>
<td>13</td>
<td>$\text{PM} \times \text{RH} \times \text{T}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + \text{RH} \times s_2 + T \times s_3 + \text{PM}^{2.5} \times \text{RH} \times s_4 + \text{PM}^{2.5} \times T \times s_5 + \text{RH} \times T \times s_6 + \text{PM}^{2.5} \times \text{RH} \times T \times s_7 + b$</td>
<td>0.501</td>
<td>15.611</td>
<td>0.502</td>
<td>15.601</td>
<td>0.462</td>
</tr>
<tr>
<td>14</td>
<td>$\text{PM} \times \text{RH} \times \text{D}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + \text{RH} \times s_2 + D \times s_3 + \text{PM}^{2.5} \times \text{RH} \times s_4 + \text{PM}^{2.5} \times D \times s_5 + \text{RH} \times D \times s_6 + \text{PM}^{2.5} \times \text{RH} \times D \times s_7 + b$</td>
<td>0.496</td>
<td>15.657</td>
<td>0.502</td>
<td>15.602</td>
<td>0.460</td>
</tr>
<tr>
<td>15</td>
<td>$\text{PM} \times \text{T} \times \text{D}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + T \times s_2 + D \times s_3 + \text{PM}^{2.5} \times T \times s_4 + \text{PM}^{2.5} \times D \times s_5 + T \times D \times s_6 + \text{PM}^{2.5} \times T \times D \times s_7 + b$</td>
<td>0.134</td>
<td>35.196</td>
<td>0.020</td>
<td>217.68</td>
<td>0.012</td>
</tr>
<tr>
<td>16</td>
<td>$\text{PM} \times \text{RH} \times \text{T} \times \text{D}$ \quad \text{PM}^{0.5, \text{ corrected}} = \text{PM}^{2.5} \times s_1 + \text{RH} \times s_2 + T \times s_3 + D \times s_4 + \text{PM}^{2.5} \times \text{RH} \times s_5 + \text{PM}^{2.5} \times T \times s_6 + T \times RH \times s_7 + T \times RH \times s_8 + T \times RH \times s_9 + D \times T \times s_{10} + \text{PM}^{2.5} \times \text{RH} \times T \times s_{11} + \text{PM}^{2.5} \times \text{RH} \times D \times s_{12} + \text{PM}^{2.5} \times D \times T \times s_{13} + D \times RH \times T \times s_{14} + \text{PM}^{2.5} \times \text{RH} \times T \times D \times s_{15} + b$</td>
<td>0.112</td>
<td>41.795</td>
<td>0.029</td>
<td>159.92</td>
<td>0.010</td>
</tr>
<tr>
<td>17</td>
<td>Random Forest \quad \text{PM}^{0.5, \text{ corrected}} = f(\text{PM}^{2.5}, T, \text{RH}) $</td>
<td>0.505</td>
<td>15.565</td>
<td>0.510</td>
<td>15.527</td>
<td>0.489</td>
</tr>
<tr>
<td>18</td>
<td>Neural Network (One hidden layer) \quad \text{PM}^{0.5, \text{ corrected}} = f(\text{PM}^{2.5}, T, \text{RH}) $</td>
<td>0.496</td>
<td>15.669</td>
<td>0.501</td>
<td>15.611</td>
<td>0.495</td>
</tr>
</tbody>
</table>
Table S6: Performance of the calibration models developed using the co-located hourly measurements to the minute-level data as captured using root mean square error (RMSE), and Pearson correlation (R). LOBD CV was used to prevent overfitting in the machine learning models. All corrected values were evaluated over the entire time period (April 23 - September 30, 2021)

<table>
<thead>
<tr>
<th>ID</th>
<th>Machine Learning (LOBD CV)</th>
<th>R</th>
<th>RMSE (µg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Random Forest</td>
<td>0.506</td>
<td>15.561</td>
</tr>
<tr>
<td>18</td>
<td>Neural Network (One hidden layer)</td>
<td>0.496</td>
<td>15.666</td>
</tr>
<tr>
<td>19</td>
<td>Gradient Boosting</td>
<td>0.501</td>
<td>15.610</td>
</tr>
<tr>
<td>20</td>
<td>SuperLearner</td>
<td>0.503</td>
<td>15.594 (1.326)</td>
</tr>
<tr>
<td>21</td>
<td>Random Forest</td>
<td>0.510</td>
<td>15.516</td>
</tr>
</tbody>
</table>
Figure S1: Hourly averaged PM$_{2.5}$ time-series of the Love My Air sensor CS13, co-located at the CAMP reference site.
Figure S2: Hourly averaged PM$_{2.5}$ time-series of all Love My Air sensors co-located with reference monitors in Denver
Figure S3: Hourly averaged $PM_{2.5}$ time-series of all reference air quality monitors in Denver
Figure S4: Hourly averaged PM$_{2.5}$ time-series of the Love My Air sensors CS2, CS3, and CS4, co-located at the I25 Globeville reference site
Figure S5: Correlations between hourly averaged PM$_{2.5}$ measurements from each Love My Air sensor in the network.
Figure S6: Uncorrected hourly averaged PM$_{2.5}$ time series of all Love My Air sensors not co-located with a reference monitor
Figure S7: Uncorrected minute level PM$_{2.5}$ time series of Love My Air sensors co-located and minute level measurements from reference monitors at sites I25 Globeville, I25 Denver, La Casa and CAMP. The y-axis has been transformed to the log scale.
Figure S8: Correlations between $\text{PM}_{2.5}$, temperature, humidity and dewpoint for co-located LCS
Figure S9: Comparison of hourly averaged $PM_{2.5}$ concentrations from reference monitors with the corresponding $PM_{2.5}$ concentrations from all co-located Love My Air sensors by levels of RH (expressed as a fraction)
Figure S10: Distribution of temperature recorded by each Love My Air sensor. The distribution of temperature recorded by co-located LCS used in the C3 correction (Jan 1 - Jan 14, 2021) is shown on the left. The distribution of temperature recorded by all LCS not used to construct the calibration models are displayed on the right.
Figure S11: Distribution of RH recorded by each Love My Air sensor. The distribution of RH recorded by co-located LCS used in the C3 correction (Jan 1 - Jan 14, 2021) is shown on the left. The distribution of tRH recorded by all LCS not used to construct the calibration models are displayed on the right.
Figure S12: Distribution of temperature recorded by each Love My Air sensor. The distribution of temperature recorded by co-located LCS used in the C4 correction (Jan 1 - Jan 14, 2021 and May 1 - May 14, 2021) is shown on the left. The distribution of temperature recorded by all LCS not used to construct the calibration models are displayed on the right.
Figure S13: Distribution of RH recorded by each Love My Air sensor. The distribution of RH recorded by co-located LCS used in the C4 correction (Jan 1 - Jan 14, 2021 and May 1- May 14, 2021 ) is shown on the left. The distribution of tRH recorded by all LCS not used to construct the calibration models are displayed on the right.
Figure S14: Spatial RMSD (μg/m³) from applying each of the 89 equations using correction C1 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8
**Figure S15**: Spatial RMSD (μg/m³) from applying each of the 89 equations using correction C2 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8
Figure S16: Spatial RMSD (μg/m³) from applying each of the 89 equations using correction C3 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8
Figure S17: Spatial RMSD (µg/m³) from applying each of the 89 equations using correction C4 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8
Figure S18: Temporal RMSD (μg/m³) from applying each of the 89 equations using correction C1 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8.
Figure S19: Temporal RMSD (μg/m³) from applying each of the 89 equations using correction C2 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8
Figure S20: Temporal RMSD (μg/m³) from applying each of the 89 equations using correction C3 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8.
Figure S21: Temporal RMSD (μg/m³) from applying each of the 89 equations using correction C4 to all monitoring sites in the Love My Air network calculated using the method described in section 2.3.8
Figure S22: Mean (95% CI) PM$_{2.5}$ levels across the different models and corrections at each Love My Air site for the duration of the experiment (Jan 1 - September 30, 2021)
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