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1 Toolkit implementation details (Python version)

The MWAA MT toolkit is written entirely in Python 3.9 and makes use of standard libraries for scientific computing
and data handling and visualization.

In particular, the data is read and manipulated using the Pandas library (Reback et al., 2022, v. 1.4.3), generic numeric
tasks are handled with NumPy (Harris et al., 2020, v. 1.22.4). The power-law fits of analysis steps I and II are performed
using the optimize.curve_fit function from the SciPy scientific computation library (Virtanen at al., 2020, v. 1.9.1), and
linear regressions in steps I and IV are carried out with the stats.linregress function in SciPy.

Visualization of input data and of analysis results is done using the Matplotlib library (Hunter, 2007, v. 3.5.3).

2 Analysis configuration

The software can be customized to adapt the runtime analysis to the specific scenario. For example, users with no data
for EC and OC concentrations can disable the mass apportionment stage of the analysis, while users can skip the
preprocessing stage if independent (non-optical) measurements are not available. In addition, many parameters of each
analysis stage can be tuned separately.

The configuration must be specified in a file written in the JSON format of option _name:value, usually named config.json.
A template for such file, containing all the necessary options, can be found at https://github.com/tisolabella/mwaamt. The
configuration file is divided into five sections, relating to the input and output file paths, the analysis steps to perform and
their specific parameters.

The analysis necessitates one input data file, in .csv format, for which a template can be found at
https://github.com/tisolabella/mwaamt/. The file has to contain the data in the format of one row per sample, with the first
column being the sample ID, the subsequent columns containing the data for optical absorption at the wavelength
indicated by each column header, and optionally the EC and OC concentrations and other available measurements that

need to be considered in the analysis.

2.1 Pre-processing step: presets

For the optional analysis step I, a correlation with levoglucosan concentration measurements can be booked in order to
optimize the values for ag;, opr and oy p.

- The levoglucosan correlation analysis optimizes aps by maximising the correlation between c;, the

levoglucosan concentration, and bZ[¢ (A = Api), apr and a5 by maximising the correlation between ¢, and

b2sP A= Amax)

abs

2.2 Pre-processing step: ag- swipe

As an additional check for the value of o, to be used in the subsequent analysis steps, an optional ag. swipe analysis
can be booked. It consists of varying ag. in a wide range of values centred around 1.0. For each ap. value, the fit in Eq.
(1) is performed for all samples, then the average ag, and its standard deviation are computed, as shown in Fig. S1 for

Propata and Milan. This analysis can give additional corroboration to a particular choice of a value for ag. based on the



physical assumption that BrC in a particular location (especially rural areas) and time of year has a defined chemical

composition and therefore its optical absorption (e.g., its a) should show little variation.
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Figure S1: The ag¢ swipe plots for the rural site (left) and the urban site (right). As can be seen by the width of the standard
deviation band, this type of analysis corroborates the choice of agc = 1 for the rural site, while proving inconclusive in the urban
site where evidently the chemical composition of BrC is much more complex than in the rural site.

3 Toolkit output

The core of the analysis algorithm is represented by the optical apportionment procedure in steps II and III. Accordingly,
the toolkit always provides one output .csv file for each of these runtime phases. For step II, the file fitres.csv is
produced, which contains the fit parameters with their uncertainties for each sample; for step III, the file appres.csv
is written, containing the apportioned optical absorption coefficient for each sample at all the wavelengths. Additionally,
if step IV is enabled, a mappres.csv file is written with all the apportioned mass concentrations for each sample.
The toolkit always produces a 1og. txt fileand a data.pkl file. In the log file, miscellaneous information is written,
such as the input file, the working directory, the location of the written files and plots, as well as the results of the pre-
processing step and the mass apportionment parameters k; and k,. The data file is for internal use of the software and
should be of no interest to the high-level user.

Finally, if the plots option is enabled in the configuration file, a number of subfolders containing plots for the various

steps of the analysis will be created.
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