
The figure was added to the Appendix of the manuscript.


The following sentences were added to sect. 3.2:  Feature transformations are known to improve the 
predictive capability of machine learning models, particularly if the features or targets have a skewed or 
long-tailed distribution. This is the case for some of NitroNet's input features (e.g. the NO2 VCD). Likewise, 
transformations are applied to NitroNet's training targets (the NO2 concentrations at different altitudes), see 
e.g. Fig. ??.


A sample-based splitting strategy was used. This means, that the training, validation, and test data are 
obtained by drawing a corresponding number of samples from the full dataset without replacement.  
 
The following sentence was added to sect 2.1: The partitioning is obtained by unweighted random sampling 
without replacement. 

3. It is suggested that section 3.1 be merged with section 2.2 as both sections describe the model 
input.


We prefer to keep the structure of section 3.1 and section 2.2 as is, for the following reason:


Section 2 describes the properties of the datasets used in our article. These are independent of our model 
design, choices in training procedure, and methodology.


Section 3.1, on the other hand, is highly specific to our design choices. Examples are the classification of 
SNAP sectors, the choice of ERA5 model levels, the ternary surface classification, etc.


We find that this is an important difference that justifies separate sections, particularly if they follow one 
another directly. The following sentence was added to sect. 3.1:


In contrast to sect. 2, the data described here is subject to our design choices, e.g. how they are selected 
and processed. 

4. Section 3.3: It is necessary to explain more about the filtering strategy. The filtering takes the 
TROPOMI data and the ERA5 PBLH data as reference data, but their uncertainty should also be 
acknowledged here. Meanwhile, it would be beneficial to show the spatial distribution of the filtered 
training samples to check if there are still enough samples left for different grids within the study 
area. For example, the number or proportion of training samples left for a grid.


The text was changed to acknowledge the uncertainty of the reference data. The following sentences were 
added to sect. 3.3: Figure C1 gives an overview of the spatial distribution of NO2 VCDs after filtering, and 
the fraction of remaining instances across the domain. 

Figure 1. Example of the data transformations used during the training of NitroNet. Shown here: 
histograms of the training targets (NO2 concentrations) at all altitudes before (a) and after (b) application 
of a logarithmic data transformation.
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