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Abstract. An architecture for a UV wind lidar dedicated to
measuring vertical and lateral wind in front of an aircraft
for gust load alleviation is presented. To optimize perfor-
mance and robustness, it includes a fiber laser architecture
and a Quadri Mach—Zehnder (QMZ) interferometer with a
robust design to spectrally analyze the backscattered light.
Different lidar parameters have been selected to minimize
the standard deviation of wind speed measurement projected
onto the laser axis, calculated through end-to-end simula-
tions of the instrument. The optimization involves selecting
an emission—reception telescope to maximize the number of
collected photons backscattered between 100 and 300 m, a
background filter to reduce noise from the scene, and pho-
tomultiplier tubes (PMTs) to minimize detection noise. Sim-
ulations were performed to evaluate lidar performance as a
function of laser parameters. This study led to the selection
of three laser architectures, a commercial solid-state laser,
a design of a fiber laser, and a hybrid fiber laser, resulting
in standard deviations of projected wind speed of 0.17, 0.16,
and 0.09 ms~!, respectively, at 10 km altitude. To reconstruct
the vertical and lateral wind on the flight path, the lidar is
directed along four different directions to measure four dif-
ferent projections of the wind. We analytically calculate (and
validate through simulations) the directed angle with respect
to the flight direction that minimizes the root mean square
error (RMSE) between the reconstructed vertical and lateral
wind components and the actual ones, assuming turbulence
that follows the von Karman turbulence model. We found
that the optimum angle for an estimation at 100 m is about
50°, resulting in an improvement of about 50 % compared to
an angle of 15-30° typically used in current studies.

1 Introduction

Altitude airflow velocity measurements with atmospheric li-
dar have various applications, including weather forecasting
(Baker et al., 1995, 2014; Bruneau and Pelon, 2021; Witschas
et al., 2022), determining the true air speed from aircraft
(Augere et al., 2016), analyzing wind fields around high-
altitude platforms (Karabulut Kurt et al., 2021), and turbu-
lence detection for gust load alleviation (GLA) (Regan and
Jutte, 2012; Fournier et al., 2021). GLA involves actively
reducing the loads caused by airflow velocity on wings us-
ing actuators that modify the aerodynamic profile of the air-
craft based on the direction and strength of the encountered
wind. While this method is not novel and has been employed
previously with detectors measuring turbulence near the air-
craft structure, the use of lidar allows for measuring the wind
structure in advance (referred to as feed-forward GLA), pro-
viding time for actuators to respond to the turbulence en-
countered. This approach has the potential to significantly
enhance the performance of such a system. Implementing
this method requires measuring the variation in vertical and
lateral wind velocity typically 100-200 m ahead of the air-
craft (in the case of the Airbus XRF1, Fournier et al., 2021,
the optimal distance ahead of the aircraft is 91 m, giving the
control system enough time to react). Feed-forward GLA
helps reduce constraints on wing resistance during the air-
craft design phase, enabling the use of longer wings or reduc-
ing wing weight to decrease aircraft fuel consumption. In ad-
dition, it will limit aircraft vibrations, particularly the effects
of air pockets that can hurt passengers (Kaplan et al., 2005).
For this measurement, a direct-detection UV lidar optimized
for molecular scattering is the optimal choice, as the presence
of molecules is guaranteed at all altitudes, and the GLA sys-
tem is intended to operate throughout the entire flight. In such
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lidar systems, a laser beam is directed into the atmosphere,
and the wind velocity projected onto the laser propagation
axis is determined by analyzing the frequency shift in the
backscattered light induced by molecule velocity (Doppler
effect). This shift is measured using a spectral analyzer. The
use of UV wavelengths maximizes the molecular signal, as
Rayleigh scattering is proportional to 1/A%, where A is the
laser wavelength. To spatially resolve the measurement, laser
pulses are employed so that the signal at time ¢ (with pulse
emission at t = 0s) corresponds to a signal reflected at range
z=ct/2, where c is the speed of light. To determine the 3D
wind, the laser must be directed along multiple angles rela-
tive to the flight path to reconstruct the vertical and lateral
wind components.

The spectral analyzer is a critical component for lidar
performance. A first method involves measuring two sig-
nals corresponding to the backscattered light passing through
two narrow bandwidth filters positioned on each side of the
measured Rayleigh spectrum. Changes in the spectrum po-
sition due to molecule velocities alter the intensity ratio of
the two signals (approximately linearly), allowing for the re-
trieval of the projected velocity (Garnier and Chanin, 1992).
The primary limitation of this analyzer is that atmospheric
temperature, pressure, and the presence of particles can al-
ter the spectrum’s shape, introducing biases during wind
speed reconstruction. A second method involves interfering
the backscattered light with itself by introducing a delay (in-
duced by an optical path difference, OPD) between the two
paths of the interferometer. In this case, the interference in-
tensity is used to determine the phase difference between
the two beams, which depends linearly on the frequency of
the backscattered light. However, this intensity depends on
several parameters: Iopp = A[l + M cos (Agopp)], where
A =TIy, T is the global transmission of the interferometer
(i.e., the multiplication and addition of transmissions and re-
flections of the optics), Ij is the intensity of the input light,
M is the contrast of the interference when varying OPD,
Agorp = Agp.opp + d¢opp is the phase difference between
the two beams, Agg opp is the phase difference for the laser
frequency, and §¢g.opp is the phase difference induced by
the molecule velocity. The phase A¢p opp is determined by
sending a sample of the laser pulse into the interferometer.
To deduce the three other parameters (A, M, and S¢opp),
measurements are performed for several OPDs separated by
less than a wavelength to determine the interference oscilla-
tion pattern (i.e., cos(A@opp)). For this method, different in-
struments have been developed, including a Mach—Zehnder
(MZ), a Quadri Mach—Zehnder (QMZ) (Bruneau, 2001), a
fringe-imaging Michelson (FIM) (Cézard et al., 2009; Herbst
and Vrancken, 2016), and a fringe-imaging Mach—Zehnder
(FIMZ) interferometer (Bruneau, 2002). The MZ interfer-
ometer provides the lower error in the wind speed but only
gives two measurements for three parameters (A, M, and
3¢), so one parameter (typically M) needs to be determined
independently, and the error made on this parameter intro-
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duces biases in the wind speed measurement. Additionally,
to minimize errors with the MZ interferometer, the wave-
length of the laser and the OPD of the interferometer need
to fulfill OPD = mAg (with m as an integer) (Bruneau and
Pelon, 2021), requiring additional systems to lock the laser
wavelength at the intersection of the two transmission curves.
The QMZ, the FIM, and the FIMZ interferometers measure
more than three values of OPD, allowing for the retrieval of
the three parameters without any assumptions (at the cost of
a factor of a +/2 increase in statistical error due to the de-
sensitization of the interferometer to the backscattering ratio,
Bruneau, 2001, 2002, and without requiring laser stabiliza-
tion). Moreover, atmospheric parameters such as tempera-
ture, pressure, and the backscatter ratio do not produce bias.
In the case of the FIM and FIMZ interferometers, the fringes
need to be imaged by a set of detectors. Consequently, some
signal is lost between cells of the imager, and the detectors
are more expensive. On the other hand, the QMZ interferom-
eter only needs four detectors, and each detector measures
the entire signal at each output.

The second critical element is the UV laser system, which
can be either diode-pumped and injection-seeded solid-state
lasers (Lux et al., 2020) or microchip lasers amplified in free
space (Wirth et al., 2009). This type of laser has the disad-
vantage of being sensitive to vibrations due to the number
of free-space optics, particularly in the case of ramp-and-fire
lasers, where there are piezo-monitored optics to maintain
the laser cavity adapted to the injected wavelength. These
challenges have led to significant developments for the DEL-
ICAT laser (Vrancken et al., 2016) (similar to WALES; Wirth
et al., 2009) and AEOLUS laser (even though, in this case,
the difficulty also involved the space environment; Mondin et
al., 2017; Lux et al., 2021). In this regard, fiber laser systems
can lead to better performance for onboard direct-detection
wind lidar. Additionally, the oscillator part of fiber lasers and
their fiber amplification stage have the advantage of being ro-
bust in regards to vibrations, lighter, and more cost-effective
when commercialized compared to the analogous part of
solid-state lasers. Moreover, fiber lasers have the advantage
of offering better control of the pulse parameters (duration,
cadence, timing). However, the free-space part, which in-
cludes the frequency-tripling stage and any free-space ampli-
fier, is still just as sensitive to vibration as solid-state lasers.
Advances in fiber harmonic generation may therefore lead to
an all-fiber laser insensitive to vibration.

The third critical aspect concerns the method applied to
measuring the vertical and lateral wind components. To re-
construct the 3D wind, a typical method consists in directing
the lidar in four directions, making an angle 6 with the cen-
tral axis where the wind is reconstructed. This method was
used for a laser anemometer (Kliebisch et al., 2023) or to
perform GLA (Rabadan et al., 2010; Kikuchi et al., 2020).
For GLA, the lidar can be pointed upward and downward to
measure the vertical component and to the left and right to
measure the lateral component (see Fig. 1). For the different
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cases, the angle 6 is generally chosen between 15 and 30°
to satisfy the condition of a quasi-homogeneous wind field,
as the measurement points are close to each other and, there-
fore, more correlated. However, the error committed in the
reconstruction of the two wind components for small angles
is given by J;(ti:’é) , where f(8V)) is a function depending
on the error §V), induced by turbulence on the projections.
The factor m can lead to significant error amplifications
(=~ 1.9-0.9 for 6 = 15-30°). To our knowledge, none of the
studies have optimized the angle to minimize the error in the
reconstructed 3D wind in the case of turbulence.

In this article, we present a study in which we have opti-
mized the architecture of a molecular lidar designed to mea-
sure the lateral and vertical wind in front of an aircraft for
GLA applications, aiming to maximize its performance by
minimizing the error in the reconstructed wind. The design
includes a robust Quadri Mach—Zehnder (QMZ) interferom-
eter, fiber laser architectures, and an optimization of the li-
dar angle. To optimize the lidar architecture, an end-to-end
simulator was developed to determine the collected light, the
signal-to-noise ratio (SNR) on the detectors, and the calcu-
lation of the error in the wind measurement projected on the
lidar axis for a QMZ spectral analyzer. This simulator was
used to optimize the telescope architecture, the detectors, the
solar filter, and the laser parameters. Specifically, we deter-
mined lidar performance (see Tables Al and A2 for the pa-
rameters used) based on laser parameters and derived designs
for a solid-state laser, a fiber laser, and a fiber laser followed
by free-space amplifiers (hybrid fiber laser). For the verti-
cal and lateral wind reconstruction, we optimized a design
where the lidar is directed along four directions (up, down,
left, and right) to measure the three components of the wind
vector. This involves minimizing the analytical calculations
of the error in the estimation of the vertical and lateral wind
components with the lidar angle. In the case of turbulence de-
scribed by the von Kdrméan model, the error is minimized for
an angle of about 50°. This improves the root mean square
error (RMSE) by about 50 % compared to the typical design
using an angle of 15-30°. These results were confirmed by
simulations of an aircraft traveling over 8 km through turbu-
lence described by the von Karman model.

2 Lidar architecture optimization

Firstly, we present the architecture of the lidar and the robus-
tified QMZ interferometer. Secondly, we present the simula-
tor that was used for the optimization of the lidar. Thirdly, we
utilize the simulator to optimize various components of the
lidar, including the emission—reception telescope, the solar
filter, the detectors, and the laser parameters.
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2.1 Lidar architecture

The architecture of the direct-detection UV Doppler wind li-
dar is shown in Fig. 2a. The laser emits pulses at 355 nm for
solid-state lasers and at 343 nm for fiber lasers. A beam split-
ter is inserted to take a sample of the laser, serving as a refer-
ence signal. The laser light passes through a beam expander
that focuses the laser at long distances. A Newton telescope
is used to collect the signal backscattered by molecules and
particles and to focus it into a multimode fiber with a numer-
ical aperture of 0.22. The signal goes through a solar filter
to greatly reduce the light coming from the background. A
fiber coupler is used to combine the collected backscattered
light and the reference signal. The long fiber is employed ei-
ther on the reference signal or on the backscattered signal to
temporally separate the two signals at the input of the inter-
ferometer. Both signals pass through a spectral analyzer. The
intensities measured by the detectors are compared for the
two signals to determine §¢ and to deduce the projected wind
speed. It should be noted that the reference signal also allows
for obtaining absolute synchronization of the measured sig-
nal.

The QMZ interferometer is shown in Fig. 2b. The signal,
coming from the multimode fiber, is collimated by a con-
verging lens and passes through a 50/50 beam splitter cube,
which splits the beam into two arms of different lengths. A
A/8 wave plate on the short arm increases the OPD for hor-
izontal polarization by X /4 considering the round trip, com-
pared to vertical polarization. On the long arm, a glass plate
is used to reduce beam divergence and improve the overlap
of the two beams on the detector. This leads to an increase
in the angular acceptance of the interferometer (Smith and
Chu, 2016). The beams from both arms are combined on the
50/50 beam splitter cube. The OPD of the output that has
undergone an odd number of reflections is shifted by A/2
relative to the other. On each output, a polarizing beam split-
ter cube separates the horizontal and vertical polarizations.
This gives four outputs with OPDs given by Dy, Dy + A /4,
Do+ X/2, and Do+ 3X1/4 for I, I, I3, and 14, respectively,
where Dy is the OPD for output /7. These outputs are fo-
cused on detectors that convert optical signals into current.
The current is converted to voltage, which is then sampled
and digitized into a computer. Figure 3 shows the evolution
of the simulated signal at the output of the detectors, for the
reference signal and the Rayleigh signal. Signal processing
makes it possible to recover the phase of the interference, the
frequency offset, and finally the projected wind speed.

We have chosen an architecture that includes one 50/50
beam splitter cube for the separation and recombination of
the beams, along with two retroreflectors forming the two
arms, to create a robust interferometer. Indeed, the QMZ in-
terferometer is not sensitive to angular misalignment. How-
ever, simulations (Boulant et al., 2024) show that the retrore-
flector relative to each other needs to be positioned within
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Figure 1. Measurement geometry of the reconstruction with the linear least-squares method with four axes. The lidar is located in the nose
of the plane. d is the range between the lidar and the estimation point on the flight path, z is the range of the point of the projections from the
lidar, and r is the displacement vector between the projections point and the estimation point.
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Figure 2. (a) Schematic of the monostatic architecture with separated emission—reception optics chosen for the UV Doppler wind lidar.

(b) Schematic of the Quadri Mach—Zehnder.

about 2 um. This is achieved using an X, ¥ mount on one
retroreflector.

2.2 UV lidar simulator

A simulator that uses analytical formula has been developed
to optimize the lidar architecture for the GLA application. It
comprises three steps. The first step calculates the emission—
reception overlap function, i.e., the ratio between the light
entering the fiber and the light collected by the pupil. The
second step assesses the SNR at the outputs of the detectors,
and the third step determines the standard deviation of the
wind speed to evaluate the overall lidar performance.

To calculate the overlap function, we use the method pre-
sented in the works of Cezard (2008, Sect. 3.2) and Liméry
(2018, Sect. 3.3.4) . The simulator first computes the laser
propagation using the Gaussian beam approximation. For
each point along the laser beam, described by a distance
z from the telescope and p from the laser axis (assuming
cylindrical symmetry), the simulator determines the image
of the point by the first ?upll and the amount of light that

enters the fiber that is (p Z;i)”é)dzp , where w(z) is the ra-
P
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dius of the laser beam at 1 /ez, Spup 1s the surface of the
first pupil, and S(p,z) is the surface of the pupil corre-
sponding to the collected rays that goes to the fiber. Subse-
quently, for each distance from the telescope, the simulator
integrates all the quantities obtained with all the points of the
laser beam to calculate the ratio of the light that enters the
fiber to the light collected by the pupil as the overlap func-
tion y (z) = m fow(z)s(p, z)2mpdp. The configuration
is optimized for a given distance when the overlap function
is equal to 1.

Secondly, the simulator calculates the total SNR, which is
the collected light integrated over a range gate to the square
root of the quadratic sum of all noise. To calculate the signal,
we use the molecular backscattering and absorption coeffi-
cients determined with the evolution of the molecular density
calculated using the US Standard Atmosphere model (U.S.
Atmosphere, 1976). Particle backscattering and absorption
are neglected at high altitudes because the concentration of
particles is very low, leading to backscattering and absorp-
tion which are much lower than molecular backscattering and
absorption (Vrancken et al., 2016). Then, the previously de-
termined overlap function is used to calculate the collected
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Figure 3. Signal at the detector’s outputs for (a) the reference signal and (b) the Rayleigh signal. All signals are normalized by the mean
value of the outputs. The black line highlights the values of the signal for the reference signal (0 m s~1) and for the Rayleigh signal when the
wind speed is 250 m s~1 (relative wind when the plane flies at 250 m s~1 at 10km altitude). a.u. refers to “arbitrary unit”.

signal. The total noise corresponds to the quadratic sum of
the shot noise of the backscattered signal; the background
noise; the speckle noise of the backscattered signal; and the
detection noise, which includes the dark noise of the detector
and the electronic noise (Fujii and Fukuchi, 2005, p. 488, 574
and 695). The configuration is considered to be optimized for
a given average laser power (to the first order, proportional to
the laser volume, this will be refined considering the different
laser technology) when the noise is limited by the shot noise
of the backscattered signal. Indeed, this noise can only be re-
duced by increasing the laser power. In this case, the SNR is
proportional to the average power of the laser v/ Pyy.

The third step of the simulator is dedicated to calculating
the standard deviation of the wind speed for the total SNR in
order to assess the measurement performance. For simplicity,
we utilized the analytical formula derived by Bruneau and
Pelon (2003) and incorporated the contribution of speckle
noise into the following formula:

2
(o
Up

2\ 2 in(2¢)?
=( €A0 ) s (H—FBMfmsm( ¢) )
47 Do) Naee MZESNR 2

photon
< cho ) 2 (1 M2 W)
47 D0 ) Nace My SNReciion “2
+01)2p,speckle’ )

where Ny is the accumulated lidar shot during the mea-
surement time; My is the total contrast of the interferences;
SNRphoton is the SNR considering only shot noises (from
backscattering signal and background signal); SNRgetection 1S

the SNR considering only the detector and electronic noises;
_ Nekg—N

B = Nokg+N >
tons; and ¢ = Agopp for simplicity. The calculation details

where Ny, is the number of background pho-
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of ovz speckle and some parameters are outlined in Appendix
A. We verified that this analytical formula was a good estima-
tor using Monte Carlo simulations. In these simulations, we
stochastically generated the currents obtained at the detector
outputs based on the statistics of the various noise sources.
Subsequently, the four currents were convolved with the de-
tector impulse response. The maximum likelihood estimator
(MLE) (see paper of Cézard et al., 2009, for the principle)
was then employed to retrieve the projected wind speed along
the laser axis, and we assessed the error distribution across
multiple simulations. Furthermore, we confirmed that the re-
sults obtained using the analytical formula closely matched
the Cramér—Rao lower bound (Cézard et al., 2009) as we ob-
tain a relative difference of 2 %.

2.3 Optimization of the lidar performance
2.3.1 Emission-reception architecture

Several simulations were conducted to determine the optimal
focusing distances for both the telescope and the laser, aim-
ing to maximize the overlap function between 100 and 300 m
for our optical architecture. The setup includes a telescope
with a diameter of 152.4 mm, a primary mirror focal length
of 609.6 mm, a second mirror obstruction diameter of 38 mm,
and a fiber diameter of 400 um. These calculations were per-
formed considering a laser beam with a size of 30 mm upon
exiting the lidar, where M 2, defined as the ratio of the beam
divergence angle to the beam divergence angle of the perfect
Gaussian beam at the same wavelength, is considered to be
lower than 8, a value obtained for the commercial Merion C
laser by LUMIBIRD. The optimized focusing distances were
found to be 155 m for the telescope and 100 m for the laser,
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resulting in an overlap function y equal to 1 across the entire
range.

2.3.2 Detector

We compared the detection noise level in terms of the num-
ber of photons for the specified range gate across three
types of detectors: a positive intrinsic negative (PIN) pho-
todiode amplified with a transimpedance, an avalanche pho-
todiode (APD), and a photomultiplier tube (PMT) (Hama-
matsu S5971, 2024; Hamamatsu S9075, 2024; Hamamatsu
R10721-210, 2024). Indeed, the total noise induced by
the backscattered shot noise must exceed the total detec-
tion noise. Taking the definition of the excess noise factor

from PMT Handbook (2017), we have F = (oxinput

SNRoutp 1)2
SNRjpput = —p and SNRoypue = ———, where N represents
the sum of backscattered photons obtalned for the four de-
tectors, G stands for the gain of the detector, and 7 signifies
the quantum efficiency. The noise variance induced by the
backscattered shot noise at the output of the detectors will be

Toupu = F(Gn)?a3 = F(Gn)>N. This noise must exceed
2
the detection noise, leading to the condition N > Ft(gzt)z,

where adzet denotes the detection noise of a detector expressed
in the number of electrons calculated for a range gate of

25 m. In order to meet the condition, we take N > 10 i é'ze‘)z,
with the right term corresponding to the equivalent number of
photons produced by the detection noise. We found 1.1 x 108
for the PIN photodiode, 2.8 x 106 for the APD, and 2.9 x 1073
for the PMT. Only the PMT ensures a low level of detection

noise compared to the shot noise level.

2.3.3 Solar filter

The spectrally thin solar filter blocks most of the background
signal (broad spectrum) that goes to the spectral analyzer but
transmits the Rayleigh signal. Ideally, the filter bandwidth
should encompass the spectral width of the Rayleigh sig-
nal plus and minus the maximum Doppler frequency shift
(~ 1 pm at 355 nm for a wind speed of 100 ms~!). However,
the smaller the desired filter bandwidth, the smaller the trans-
mission and the more expensive the component.

To optimize the filter, we need to have photon noise of the
background signal much smaller than the photon noise of the
backscattered signal. We chose for the threshold +~— > 10,
where Npkg is the sum of background photons of the four
detectors. For this, we need

Ep > BRA)»zz, )

where B = % R is the background radiance, z is the
atm Y

range to the telescope, 8 is the backscatter coefficient, Ty
is the atmospheric transmission, FOV is the telescope field
of view, and A is the filter bandwidth (full width at half
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maximum). We can see that the optimized filter depends on
the laser parameters.

As the minimum energy of the pulse increases with dis-
tance, in our case Eq. (1) must be fulfilled at 300 m to be
fulfilled over the whole range. We also assume for the study
a background radiance equal to 0.3 Wm? st~ nm. For a filter
bandwidth of 1nm, this results in a minimum laser energy
per pulse of 298 uJ. This filter bandwidth is used for the rest
of the simulation, as it about corresponds to the limit of the
technology in terms of filter thickness.

2.3.4 Laser optimization on the ground and at 10 km
altitude

To optimize the laser parameters using the simulator, simu-
lations were performed by adjusting the average laser power
and pulse repetition frequency to assess the error in the re-
trieved wind velocity. We neglected electrical noise by con-
sidering PMT detectors. At low altitudes (less than 1km),
we assumed a backscatter coefficient for particles of 8 x
107°m~'s~!. The backscatter coefficient for molecules is
7.2x107°m~!s~! on the ground and 2.1 x 107m~!s~!
at 10km altitude. The simulations were performed at a dis-
tance of 150 m from the telescope on the laser axis, which
corresponds to the intended 3D wind reconstruction distance
of about 100 m in front of the aircraft. Additionally, we as-
sumed a range gate of 25 m to match the GLA specifications.
The measurement times were set to 0.1s, corresponding to
an integration over 25 m along the aircraft direction traveling
at 250 ms~!. We considered that the laser has a full width at
1/e* of 400 MHz, significantly less than the spectral broad-
ening induced by the thermal movement of the molecules
(6.3 GHz for a full width at 1/ ¢2; Bruneau and Pelon, 2003).
For the Mie scattering, the coherence time is limited by the
laser pulse duration, i.e., 10 ns. For the Rayleigh scattering,
it is limited by spectral broadening due to thermal motion of
the molecule, i.e., 0.63 ns for a broadening of 6.3 GHz. The
simulations were conducted both on the ground and at 10 km
altitude, approximately corresponding to the aircraft’s cruis-
ing altitude, as the GLA must operate throughout the flight.
Figure 4a shows the evolution of the standard deviation
of the projected wind speed computed on the ground with
Eq. (1). The white lines give the laser parameters resulting in
an error, equivalent to 3o (where o denotes the standard de-
viation), of 1 ms~! for the reconstructed vertical wind com-
ponent for a lidar angle of 15 and 50°. The methodology uti-
lized for wind calculation is elaborated in Sect. 3.1. This cor-
responds to a standard deviation for the projected wind speed
of 0.12ms~" for 15° and 0.35ms~! for 50°. The magenta
line denotes the threshold where the variance of the backscat-
tered signal exceeds 10 times the background noise vari-
ance at 300 m. Beyond this threshold, the laser pulse energy
diminishes, leading to an increased number of background
photons compared to backscattered photons. The blue line
represents the boundary where the variance of the backscat-
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tered signal surpasses 10 times the speckle variance of the
backscattered signal at 100 m. Below this threshold, aver-
aging the measurements fails to adequately average speckle
patterns. Within the region delineated by these lines, the mea-
surement is constrained by the shot noise of the backscatter,
and the lidar is considered optimized. Within this range, per-
formance is directly proportional to the average laser power
(laser parameter serving as an indicator of laser size).

Figure 4b shows the evolution of the standard deviation
of the wind speed computed at 10 km altitude, featuring the
same threshold lines as in Fig. 4a. Performance is diminished
because of the absence of particles and the reduced density of
molecules at this altitude, resulting in a decreased amount of
backscattered signal. Additionally, the scarcity of the signal
amplifies the impact of the background signal, as evidenced
by the magenta line being lower than that calculated on the
ground. Conversely, the speckle noise decreases because the
backscattering is predominantly molecular, which is less co-
herent than particulate backscattering. Moreover, achieving
an accuracy of 1 ms™! is more challenging at this altitude
when taking a lidar angle of 15°. However, as we will see in
Sect. 3, the lidar angle can be increased to 15°, and for this
angle the limit on the standard deviation is 0.35 ms~ 1, so all
three lasers allow for reaching a precision of 1 ms~! for the
vertical wind component.

2.3.5 Selected laser configurations

We have used Fig. 4 to select laser parameters for three laser
technologies: seeded solid-state laser, fiber laser, and hybrid
fiber laser.

Regarding the seeded solid-state laser, the primary chal-
lenge lies in achieving a high repetition rate to avoid be-
ing constrained by speckle noise. We have opted for the
injection-seeded Merion C, commercialized by LUMIBIRD,
which boasts a repetition rate of 400 Hz and delivers 22.5 mJ
of energy per pulse. In this scenario, a wide bandwidth so-
lar filter can be employed (typically >> 1 nm is chosen). This
configuration yields a standard deviation ojigyr of 0.11 ms~!
at low altitude and 0.17 ms ™! at high altitude.

The second technology is a fiber laser, made with doped
and pumped fiber, emitting at 1 um, with a frequency-tripling
stage. Because of the limit in peak power due to the Brillouin
effect in the fiber, we chose a high repetition rate of 40kHz
that is well adapted to the fiber laser. We estimated that the
maximum average power of 10 W can be achieved with cur-
rent technology, allowing for the use of a solar filter up to
0.84 nm. So with a filter of 1 nm, the projected wind speed
measurement at 300 m will then be slightly affected by back-
ground noise. The results for the standard deviation oy;q,r are
0.05ms~! at low altitude and 0.16 ms~! at high altitude.

The third configuration is the hybrid fiber laser, obtained
by adding a free space amplifier at the output of the fiber
laser. We estimated that the maximum average power of
30 W can be reached, which allows for the use of a solar filter
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up to 2.5 nm. This results in the standard deviation ojjgar Of
0.03ms~! at low altitude and 0.09 ms~! at high altitude.

The main parameters that have been used in the simula-
tion are summed up in Tables A1l and A2. The parameters in
italics correspond to the ones that were optimized with sim-
ulations.

3 Wind reconstruction

We minimized the total error in the vertical and lateral com-
ponents of the wind reconstructed using the four-axis de-
sign in the presence of turbulence. These components signifi-
cantly influence lift, emphasizing the importance of accurate
estimation to avoid errors when attenuating the turbulence ef-
fect in GLA applications. Firstly, we establish the expression
of the instrumental-error contribution to the total error and
evaluate it for the three laser designs previously established.
Secondly, we define the expression of the turbulence contri-
bution to the total error for von Kdrmdn turbulence. Thirdly,
we determine the lidar angle that minimizes the total error in
the vertical component.

3.1 Lidar angle optimization with an analytical method

The first step involves establishing the contribution of in-
strumental error to the total error in the vertical and lateral
wind components, which depends on the error in the projec-
tions used to estimate the vertical component and the lidar
angle. Referring to Fig. 1, the vertical wind component is
given by v, = %, where V3 and V; are projections of the
wind onto axes 3 and 1, respectively. The lateral component
is reconstructed using the same formula, employing projec-
tions from axes 2 and 4, V, and V4. These projections are
affected by the lidar noise oyiqyr, evaluated in Sect. 2.3.5 for
the three laser designs. If we assume that the wind is ho-

mogenous, the error is obtained from the instrumental noise

given by 0-Vz,instrument.a\l(da 0) = %Ulidm(da 0). The er-

ror in the lateral component is the same due to symme-
try. This error depends on d, the range of estimation along
the flight path, and 0 since ojjg,r depends on the range z
from the lidar, where z = d/cos(0). Moreover, if we sup-
pose that the lidar is optimized, which is the case for the
hybrid fiber laser between 100 and 300 m, the predominant
noise is the backscattered-signal shot noise. In this scenario,
Olidar 1S proportional to the measurement range z along the
lidar axis. Given that the standard deviation for the three
laser configurations was calculated at 150 m, the instrumen-
tal noise at range d is oiidar(d, 0) = "“di—'o(zo) Cofw. Therefore,
the instrumental-error contribution to the total error in the
vertical wind component is

V2 ondar(zo) d
(2sin(®))  zo  cos(@)

3)

OVz,instrumental (d,0) =
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Figure 4. Standard deviation of wind speed estimation as a function of the laser average power and pulse repetition frequency at 150 m from
the lidar, considering molecular scattering and particles scattering, for wind measurement (a) on the ground and (b) at 10 km altitude. The

white line shows the limit of 1 ms™

We assess the error in the reconstructed vertical and lateral
wind components for the three selected laser configurations.
Assuming an estimation distance of d = 100 m and an angle
of 15°, typically used for the lidar angle, we obtain errors of
0.32, 0.30, and 0.17 ms~! for the Merion C laser, the fiber
laser, and the hybrid fiber laser, respectively. This result en-
sures that the 30 error for all three designs remains below
Ims™!.

The second step involves establishing the expression of
the turbulence contribution to the total error for turbulence
described by the von Karman model. This model provides
expressions for power spectral densities that best match mea-
sured turbulence data (Giez et al., 2021), particularly in the
inertial subrange where the energy cascade from large eddies
to smaller ones occurs. The error in the vertical wind compo-
nent, corresponding to the RMSE between the reconstructed
component and the actual component, if we only consider the
turbulence contribution, is

OVz,turbulence d,0)

((Vz - Vz0)2>

2
z\/(Zsin(G)ﬂ((S 1>+< )—2(5Vp15Vp3>), “4)

where Vg is the vertical component of the actual wind and
8Vp1 and § V3 are the differences between the projections of
the real wind and the measured projections, for axes 1 and 3,
respectively (see Fig. 1). The symbols () account for the en-
semble averaging. For von Karmén turbulence, which is ho-
mogeneous and isotropic (i.e., the statistics are independent
of the coordinate rotations), the error is (calculation details in
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1 on the reconstructed vertical wind component for a lidar angle of 15 and 50°.

Appendix B, using the formulas presented in Wilson, 1998)

OVz,turbulence d,0)

_ [ Dnn(2r) n 3BrL(0) + BrL(2r)

| (2tan(9))? 2
where r = dtan(0) is the distance between the point on the
lidar axis and the point on the flight path, By, is the longi-
tudinal correlation function of the turbulence (for the wind
component longitudinal to the displacement vector r), and
Dnn is the structure function for the lateral component of
the wind (lateral to the displacement vector r). Combining
Egs. (52), (99), and (101) of Wilson (1998), we obtain ex-
pressions for the correlation and structure functions:

—2B1L(r), )

BrL(r) = 0§ F(12/3) (21)1/3K1/3 <}l:> (6)
B (r) = og F(12/3) (21)1/3 [K1/3 (;) (21) 2/3 (;)] @
Dnn(r) =2 (BNN(0) — Ban(T)) 3

where og is the standard deviation of the wind amplitude
in the turbulence, [ is the turbulence length scale, I' is the
gamma function, K, is a Bessel function of the first kind,
and Bny is the lateral correlation function of the turbulence.
The standard deviation of the wind amplitude is related to
the spectrum energy E v (k) of the wind field with the equa-

tion fo E,(k)dk = GS (Wilson, 1998), where k represents
the spatial frequency

The optimization of the lidar angle was performed by min-
imizing the expression of the total error in the vertical wind
component with respect to 6. The expression for the total
error is oy; = \/UVz,instrumental (d, 9)2 + 0Vz, turbulence (d, 0)2-
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This error was evaluated for a range of estimation of
d=100m at an altitude of 10km, using the Merion C
laser, with von Kdrman turbulence; / being equal to 762 m
(2500 ft); and ov, the standard deviation of the wind ampli-
tude, being equal to 10ms~!. Figure 5b illustrates the evo-
lution of the total error, i.e., the RMSE between the recon-
structed and actual lateral component along the flight path,
as a function of the lidar angle 6. The RMSE reaches a
minimum for a lidar angle of 51°. The RMSE obtained for
this angle is 7.2ms ™!, nearly twice as low as the RMSE of
12.7ms~! obtained for an angle of 15°. Choosing an angle
of 51° may seem counter-intuitive in case of turbulent wind;
indeed the measurement points are much further apart for
such an angle (2r =240 m between the two opposite points
for 50°, while 2r = 54 m for 15°). Due to this larger distance,
one might assume that the measurement points are not corre-
lated, leading to significant errors in the projections, which
affect the reconstructed wind component. In fact, for the
wind structure we are examining (in the inertial subrange), in
a turbulent wind field like von Karman turbulence, large ed-
dies are much more influential than small ones. The smaller
wind structures induce only a minor error in all four projec-
tions, which can be amplified for small lidar angles due to the
factor 1/(2 sin(@))2 in Eq. (3) when retrieving the wind com-
ponent. For larger angles (above 50°), the instrumental noise
becomes significant because the measurement range along
the lidar axis increases.

3.2 Optimized angle for measurements at low altitude

We study the evolution of the optimized angle for measure-
ment on the ground. The measurement parameters remain the
same: the vertical wind component is estimated at d = 100 m
from the lidar using the Merion C laser. The length scale of
the von Kdrman turbulence at low altitude is much lower and
is assumed to be equal to 100 m for this study. Additionally,
we assume a turbulence strength o5 of 10ms~!. The evolu-
tion of the RMSE at this altitude is depicted in Fig. 5a as a
function of the lidar angle. We observe that the optimized an-
gle is around 51°. However, the error is higher than at high
altitude, partly due to the fact that smaller eddies have more
energy. This increases the difference between the projections
of the real wind and the measured projections, thereby in-
creasing the error.

3.3 Validation with simulations of turbulence at 10 km
altitude

To illustrate the improvement at 51°, reconstruction simu-
lations of the lateral wind component with two lidar an-
gles were conducted. The simulation utilized a simulator that
calculates the 3D wind field by following the statistics of
the von Karmén turbulence model, using the equations pre-
sented in the Army Research Laboratory technical report
(Wilson, 1998). The 3D spectra are calculated as a func-
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tion of the spatial frequency: ®;;(k) = i‘r(k]? (6i jk2 —kikj),
where the indices i and j represent the direction (x, y, or

z) and §;; is the Kronecker delta. For von Kdrmén turbu-

o2k41

lence, E, (k) = 1.4528(1“?2%.
metric matrix W(k) = (®;;(k))i=[x,y,z], j=[x,y,z] 1S Obtained,
which is factorized using a Cholesky decomposition to fa-
cilitate the generation of correlated random wind. This ma-
trix is then multiplied by a vector of three random phases
following a reduced centered normal distribution for each
k. The three correlated wind components are obtained with
an inverse Fourier transformation according to k. Note that
the temporal evolution of the wind is not taken into account
to simplify the study, assuming that the wind does not vary
significantly as the plane moves through the grid. Once the
winds are simulated, the plane traverses the grid with the li-
dar in the nose, and the wind is reconstructed in front of it
with the same measurement geometry as before.

For the simulation, the wind box was taken to be equal to
8 km x 800 m x 800 m, sampled every 5 m in each direction.
The turbulence length scale is taken to be equal to 762m,
the value at 10 km altitude, and we assume a turbulence with
a standard deviation of the wind amplitude of 10ms~!. We
considered that the plane is moving at Vyjrcraft = 250ms~!;
that it is centered at y =0 and z =0, along the x axis; and
that the lidar is located in the nose of the aircraft. In particu-
lar, for each measurement, we account for the plane motion
during the integration time, i.e., the slight variation in the
measured projected wind observed by each laser pulse. We
used a simplified model for the lidar, considering, at each
pulse, only one measurement on the laser axis of the pro-
jected wind speed at a range z = d/cos(f) over a range gate
of 25m. The model of the lidar measurement noise is as-
sumed to be Gaussian, with the projected wind speed ob-
tained on the range gate for the mean and a standard de-
viation corresponding to ojigar. For the simulation we take
the one obtained for the Merion C. Once the wind compo-
nents are estimated, the RMSE is estimated at each simulator
run, using the mean value of the squared differences between
the estimated wind component and the true wind component
over the flight path over 312 values (= 8 km/25 m) and taking
the square root of the resulting value. Figure 6 displays the
results. In Fig. 6a, an example of wind simulated with the von
Karman model is depicted. In Fig. 6b, the green line, which
corresponds to the vertical component retrieved using a lidar
angle of 50°, is closer to the black line, which represents the
real wind, than the red line, which corresponds to the vertical
component reconstructed using a lidar angle of 15°. A total
of 180 simulation runs have been performed, and statistics of
all obtained RMSE values show a mean value of 12.7ms™!
with a 30 error of 0.3 ms™! for the angle of 15° and a mean
value of 7.2 ms~! with a 3¢ error of 0.15 ms~! for the angle
of 50°. This illustrates the improvement achieved with the
optimized lidar angle of 50°. In addition, the result is close
to the theoretical RMSE given in Fig. 5b. This shows that the

For each k, a 3 x 3 sym-
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Figure 5. RMSE between the reconstructed and actual lateral component on the flight path as a function of the lidar angle from the flight

direction 6, for wind measurement at (a) low and (b) high altitude.

motion of the plane during the integration time (i.e., 25 m)
has little effect on the error in the wind reconstruction.

4 Conclusions

A robust UV lidar architecture, including a QMZ interfer-
ometer and a fiber laser, was presented for measuring wind
in the feed-forward GLA system. The end-to-end simulator
was described and utilized to optimize the lidar architecture.
The emission—reception configuration was optimized to en-
sure a complete overlap of the laser and telescope field of
view between 100 and 300 m. PMTs were chosen due to their
high gain, which helps limit the impact of detection noise.
An optimized solar filter size was estimated for each laser
configuration to mitigate the background signal. Three lasers
were selected: a commercial laser, the Merion C, for initial
testing, and two fiber laser models studied at ONERA (Office
National d’Etude et de Recherches Aérospatiales). The error
in the projected wind speed estimated at 150 m on the laser
axis is 0.17ms™! for the Merion C, 0.16 ms™! for the fiber
laser, and 0.09 ms~! for the hybrid fiber laser. The simula-
tions focused on GLA application, but the simulator can be
applied to other lidar instruments performing wind measure-
ments from space or a high-altitude platform. In particular,
we previously used this simulator to calculate lidar perfor-
mance for wind measurement from space using the same ar-
chitecture as Aeolus but replacing the laser with a theoretical
UV fiber laser and the two spectral analyzers with one QMZ
interferometer (Boulant et al., 2023).

The lidar is being assembled, and the first validation will
be performed soon. All the instrument characteristics (differ-
ent noise levels, instrumental transmission, etc.) will be per-
formed and compared with the simulation. In particular, the
contrast with the different channel and the phase differences
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between channels of the QMZ interferometer will be mea-
sured and simulated to evaluate their effect on the lidar per-
formance to refine the calculation of the performance of the
system. Currently we assume a perfect interferometer with
the transmission of the optics equal to 1 and an instrumental
contrast of 1. This will be reevaluated in future studies with
transmission and contrast measured experimentally.

A lidar angle optimization method was presented. This
method evaluates the RMSE between the reconstructed ver-
tical wind component and the actual one on the flight path
for a linear least-squares method. Two contributions are con-
sidered, instrumental noise and noise induced by turbulence.
The angle that minimizes the RMSE in the presence of von
Karman turbulence is approximately 50°, resulting in an
RMSE that is approximately 50 % of the RMSE obtained
with an angle of 15-30°. The method has been validated
through simulations of turbulence and wind reconstruction. It
should be noted that this method can also be applied by con-
sidering only instrumental noise. Additionally, this method
demonstrates that the intuition of using a small lidar angle
to maintain almost homogeneous wind field conditions be-
tween measurement points to minimize error in the vertical
component is misleading. Indeed, the error between the pro-
jections on the lidar axes and those at the point of recon-
struction, induced by turbulence, are amplified by the factor
m for a small angle. In a future work, we plan to experi-
mentally validate the improvement of the precision of the re-
constructed 3D wind with an existing heterodyne wind lidar
at ONERA. The lidar will point-measure the 3D wind along
a central axis using four axes evenly distributed around this
central axis. The reconstructed wind will be compared with
the “true” wind measured with an independent local detector
(anemometer). This comparison will be performed for sev-
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eral angles between the four beams and the central axis to
validate this calculated improvement.

The effect of refraction due to turbulence has not been
taken into account in the 3D wind simulator. In the UV, the
refraction is strong and the beam can be significantly de-
flected as it propagates through the atmosphere. This can lead
to an increase in the size of the probe volume, depending
on the direction of the refraction. This will be addressed in
future studies. In addition, the evolution of the RMSE with
multiple runs of the simulator will be performed in future
work to evaluate the sensitivity of the RMSE with different
turbulence levels.

The lidar angle have been optimized, but the simulator
shows that for high-strength turbulence, the error in the re-
constructed wind is still high (7.4ms~! with an angle of
50°) and does not allow for reaching the GLA requirement of
1 ms~!. This is the limit of the estimator with this measure-
ment geometry. It should be noted that further reconstruction
methods for decreasing the error in the reconstructed wind
speed are being studied at ONERA.

Appendix A: Lidar measurement standard deviation
with speckle noise

For the calculation of the speckle noise contribution of the
standard deviation, we use the method described by Bruneau

and Pelon (2003).

Al Estimation of the projected wind speed from the
four currents

Regarding the output of the four detectors, if we assume that
the same transmission at the four outputs of the QMZ inter-
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ferometer and the interferometer introduces no loss of con-
trast, the signals in the current are

S1= % (1 + Miorcos(@)) + Sbkg + Sdark, (AD)
S = % (1 = Mot sin()) + Sokg + Sdark (A2)
S3= % (1 = Miorcos(@)) + Sbkg + Sdark, (A3)
S4= % (1 + Mo sin(@)) + Svkg + Sdarks (A4)

where Sy is the total current, M,y is the contrast of the inter-
ferences due to the spectral shape of the input light, Spg is
the signal due to the background signal, Sy, is the noise
from the detector, and ¢ is a simpler notation of S¢opp.
The spectrum of the incident light is from two scattering
process, Rayleigh scattering and Mie scattering, so Mo =

RiﬂMm + Rfe—;]Mp, where Rg is the backscatter ratio, M, is
the interference contrast due to the Rayleigh spectrum, and
M, is the interference contrast due to the Mie spectrum.
Considering that the background noise and the detection
noise can be estimated and subtracted from the signals, ¢

can be estimated by

S — S

0= S} - S? = Mioicos(9), (AS)
1 3
S — S

0)= S‘,‘ - S% = Miosin(p), (A6)
4 2

@ = arctan(%), (A7)

where S/ indicates that background and the detection signals
have been subtracted from the signal S;. Doing the same with
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the reference signal (i.e., the laser light), we obtain ¢g and the
projected wind speed is estimated with

v () ©®o0). A8
p dr AL 0

Table Al. Summary of the parameters of the lidar and the simula-
tion.

Reception telescope

Diameter 152.4 mm (61in.)
Focal length 609.6 mm (24 in.)
Aperture fr4
Secondary mirror diameter 38 mm
Focusing distance 155m
Fiber

Core diameter 400 pm
Numerical aperture 0.22
Laser

Beam size after emission telescope 30 mm
M? <8
Beam waist position 100 m
Spectral width (1/¢%) 400 MHz
Pulse duration 10ns
Merion C

Pulse energy 22.5mJ
Pulse repetition frequency 400Hz
Fiber laser

Pulse energy 250 mJ
Pulse repetition frequency 40kHz
Hybrid fiber laser

Pulse energy 750 mJ
Pulse repetition frequency 40kHz
Solar filter

Bandwidth 1nm

Background

Background radiance 0.3Wm?sr~! nm

Parameters in italics are those deduced from simulations.
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Table A2. Summary of the parameters of the lidar and the simula-
tion.

Hamamatsu Si PIN S5971

Quantum efficiency 0.5
Gain 1
Noise factor 1
Dark current 0.7nA
Hamamatsu Si APD S9075

Quantum efficiency 0.5
Gain 5
Noise factor 1.57
Dark current 0.5nA
Hamamatsu PMT R10721-210

Quantum efficiency 0.43
Gain 2 % 109
Noise factor 1.3
Dark current 10nA

Atmosphere

Particle-backscattering coefficient (< 1 km) 8 x 1070 m~1ts!

Measurement parameters

Range gate 25m
Measurement time 0.1 ms

Parameters in italics are those deduced from simulations.

A2 Standard deviation of the wind speed due to the
speckle noise

Note that Q = % and S, = 47){0ACL . The standard deviation
of v, is (neglecting the standard deviation of ¢g because the

reference signal is sufficiently high to have a good SNR)
1

Oy, = =T, (A9)
P S(ﬂ
where o, is the standard deviation of ¢:
0= d—on = cos(go)zaQ, (A10)
dg

where o is the standard deviation of Q. The variance on Q
is (as Q1 and Q5 are uncorrelated)

var(Q1) n Var(Q2)>

07 03 /)
where var(X) is the notation used for “variance of the ran-
dom variable X”. We also define cov(X, Y) as the “covari-

ance of the random variables X and Y. Taking Eq. (AS), we
have

var(Q) = Q2( (Al1)

var(S| —85)  var(S] +S%)
(S|—Sp% (S| +85)?
B cov(S] — 85,51 +5%)
(S] =SS+ 5%

var(Q)) = Q%(

(A12)
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Assuming that S| and S} are uncorrelated, we have

var(S] — S3) = var(S] + S3) = var(S}) + var(S3), (A13)
cov(S] — 85, 8] + S5) = var(S]) — var(S5). (A14)
The variance of Q; is
_ 5. var(S)) + var(S%)
var(Q) =(1+ QI)W
Sy — S!
B 1Var( 1) — var(S83) (AL5)

(5] +53)2

In the case where the speckle noise dominates, we have

” 2
var(S}) = 3 + ¥ with S}, = S (1+ My cos(p)) and

S’ SO” (1 +M cos(<p)) where So,, and Sy, are the in-
tensmes at the input of the interferometer coming from

molecules and particles, respectively. The same is true
2

S5
for var(S3) _ S?m + N" with S3m = SO—'"(l — M, cos(g)) and

S’ SO” (1—- M cos(¢)). Ny, and N, are the number of
speckle patterns obtalned for a given range gate, linked to
the size of the laser beam over the scattering volume, and
the number of temporal speckles, due to the coherence of the
scattered light. The number of spatial patterns is (M)2
where 0giy is the half divergence of the laser beam and Tpup
is the radius of the telescope pupil (Goodman, 1975). The
number of temporal speckle patterns is %, where 87 is
the range gate and .o is the coherence length of the sig-
nal (Cezard, 2008). The coherence length is inversely pro-
portional to spectrum width. Therefore, as the spectrum of
the Rayleigh signal is wider than that of the Mie signal due
to a larger Boltzmann distribution, where the number of time
patterns will be higher for Rayleigh than for Mie.

We obtain for the variance of Qg:

var(Q1) = (1+ 07)

2
(50%4)2 (24 2M2 cos(p)?) + % (2 +2M2 Cos(mz)

(S0/2)?
2 2
%4%" cos(p) + %4% cos(¢)
201 2 (A16)
(S0/2)

We can see that two contributions appear in the expression:
the one from the Rayleigh signal and the one from the Mie
signal. In the following, we only make the calculation for
the Rayleigh signal and consider the calculation to be the
same for the Mie signal. If we note that Q1,, = M,, cos(¢)
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and Q1, = M cos(¢), the variance of Q1 is

var(Q1)
2
ol 24201, + S 207 +20107,)
—80101 ;117(50}(’,,{1 D~ 1 (Mie part)
(S0/2)?

Som

2
_ _ 2
—(—SO) s L1 010w + (21— 01’

Sop\> 1
+(S°”) -[1-0101)° +(@1-0ip?]. A1)
0

For the variance of Q», the calculation is the same:

var(02)
_ Som 2 1 2 2
- (S_o) S (1= 20 + (22~ 0on) }

NEDRE
So 2N

(1= 02002 +(02- 02)7]. (Al8)
p

where Q2 = My, sin(p) and Q2, = M, sin(¢). Considering
that the calculations are the same for the Rayleigh part and
the Mie part of the formula, we have

var(Q1) | var(Q»)
2 + 2
01 03
_<Smn>2 1 [(1—Q1Q1m)2+(Q1—Q1m)2
“ S ) 2Na 02
LU= 0200m)* + (Q2 — Qam)? }
03
+ (Mie part)
t0t|:1 + (Mt%)lM2 4Mt0tMm
) ( Son >2 | +2(Mtot—Mm>2>M}
Sy ) 2N, M, cos(p)? sin(p)?
+ (Mie part). (A19)

Finally, the variance of Q is

var(Q)

_ <S()m ) 1
Sy ) 2N.M2, cos(¢)?

|:1 + (Mt%,tM,%l _4M101Mm +2(Mtol m) )

(Sop>2 1
_l’_ — e —
So ) 2N, M2 cos(p)?

[1 + (Mt%)th

sm(2<p)2 :|

AMiotM p 4 2(Mior —

M,) )S‘“(z“’) ] (A20)

If we assume that atmospheric transmission is almost equal

N Rpg—1
to 1, SO(’)"’\'L nd 22~

R; S TRy . The variance in the pro-
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jected wind due to the speckle noise is

2
oy,
(%)
~\Rg/) 2N, M2,S2
- 2
|:1 + (MtZOtMr%z - 4M101Mm + 2(Iutot - Mm)z) Sln(iw) :|
N (Rﬁ —1 >2 1
Rg ) 2N,M2S?
- 2
[1 + (M2 M2 = 4M M,y +2(Mioy — M,)?) ”m(j“’) ] (A21)

Appendix B: Expression of the mean square error
(MSE) due to the turbulence

For the different winds, we will note that V = (Vy, Vy, V)
for the wind on the flight path at range d, V1=
(Vx1, Vy1, Vz1) for the wind located at the measurement point
of axis 1, and V3= (Vy3, V)3, V;3) for the wind located
at the measurement point of axis 3. Then §V,; = (Vy1 —
Vy)cos(0)—(V,1—V;)sin() and § V3 = (Vy3— V) cos(0)+
(Vz3 — V) sin(0). The variance of § V)1 is

(BV1) = (Vs = Vi)?) cos(6)* + (Vo1 — V2)?)sin(6)?
—2sin(6) cos(O) (Vi1 — Vi) (Va1 — V), (B1)

where ((Vy1 — Vi)?) and (V.1 — V2)?) correspond to the lat-
eral structure function and longitudinal structure function, re-
spectively. The paper of Wilson (1998) gives the formula for
the correlation between two wind components: (V; V;)(r) =
(BrpL(r) — BNN(V))% + Ban(7)dij, where §;; is the Kro-
necker symbol and r; and r; are the components i and j
of the displacement vector r. As r, = 0, the correlation be-
tween two wind components of different directions with one
of them being equal to the x direction is equal to 0, which led
to

(8V 1) = Dxn(r) cos(9) + DyL(r) sin(6)?, (B2)
where Drp(r) =2(BLL(0) — BLp(r)). By symmetry,
(8 le) = (6 V133>' For the correlation between the two
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differences, we have
(8Vp18Vyp3)

= <<(vx1 — Vy)cos() — (Vo — Vo) sin(9)>
((vxa —Viycos(@) + (Vis — V2) sin(9)>>
= cos<9)2<(vx1 — Vo) (Viz = Vi)

—sin(0)* (Vo1 — Vo) (Voz — vz>>

= c0s(0)? (Bxn(2r) + Dan(r) — Ban(0)
—sin(0)*(BLL(2r) + DLL(r) — BLL(0)). (B3)

Here again, passage from the first line to the second line of
Eq. (B3) due to the correlation between two wind compo-
nents of different directions with one of them being equal to
the x direction is equal to 0. Using Eqgs. (B1) and (B3) in the
expression of MSE7 |1 uence» WE Obtain

MSET [turbulence

=— 2 ((8V21> +(8VE) — 2<avp13vp3>)
(25sin(0))? P P
Dnn(2r)  3Bro(0) + BLo(2r)

= -2 . B4
(2tan(0))? 2 Bri(r) (B4)
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