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Abstract. The largest anthropogenic emissions of carbon
dioxide (CO2) come from local sources, such as cities and
power plants. The upcoming Copernicus CO2 Monitoring
(CO2M) mission will provide satellite images of the CO2
and NO2 plumes associated with these sources at a reso-
lution of 2 km× 2 km and with a swath of 250 km. These
images could be exploited using atmospheric-plume inver-
sion methods to estimate local CO2 emissions at the time of
the satellite overpass and their corresponding uncertainties.
To support the development of the operational processing of
satellite imagery of the column-averaged CO2 dry-air mole
fraction (XCO2) and tropospheric-column NO2, this study
evaluates data-driven inversion methods, i.e., computation-
ally light inversion methods that directly process informa-
tion from satellite images, local winds, and meteorological
data, without resorting to computationally expensive dynam-
ical atmospheric transport models. We designed an objective
benchmarking exercise to analyze and compare the perfor-
mance of five different data-driven inversion methods: two
implementations with different complexities for the cross-
sectional flux approach (CSF and LCSF), as well as one
implementation each for the integrated mass enhancement
(IME), divergence (Div), and Gaussian plume (GP) model
inversion approaches. This exercise is based on pseudo-data
experiments with simulations of synthetic true emissions,

meteorological and concentration fields, and CO2M observa-
tions across a domain of 750 km× 650 km, centered on east-
ern Germany, over 1 year. The performance of the methods
is quantified in terms of the accuracy of single-image emis-
sion estimates (from individual images) or annual-average
emission estimates (from the full series of images), as well
as in terms of the number of instant estimates for the city
of Berlin and 15 power plants within this domain. Several
ensembles of estimations are conducted using different sce-
narios for the available synthetic datasets. These ensembles
are used to analyze the sensitivity of performance to (1) data
loss due to cloud cover, (2) uncertainty in the wind, or (3) the
added value of simultaneous NO2 images. The GP and LCSF
methods generate the most accurate estimates from individ-
ual images. The deviations between the emission estimates
and the true emissions from these two methods have similar
interquartile ranges (IQRs), ranging from ∼ 20 % to ∼ 60 %
depending on the scenario. When taking cloud cover into ac-
count, these methods produce 274 and 318 instant estimates,
respectively, from the ∼ 500 daily images, which cover sig-
nificant portions of the plumes from the sources. Filtering the
results based on the associated uncertainty estimates can im-
prove the statistics of the IME and CSF methods but does so
at the cost of a large decrease in the number of estimates. Due
to a reliable estimation of uncertainty and, thus, a suitable
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selection of estimates, the CSF method achieves similar, if
not better, accuracy statistics for instant estimates compared
to the GP and LCSF methods after filtering. In general, the
performance of retrieving single-image estimates improves
when, in addition to XCO2 data, collocated NO2 data are
used to characterize the structure of plumes. With respect to
the estimates of annual emissions, the root mean square er-
rors (RMSEs) for the most realistic benchmarking scenario
are 20 % (GP), 27 % (CSF), 31 % (LCSF), 55 % (IME), and
79 % (Div). This study suggests that the Gaussian plume
and/or cross-sectional approaches are currently the most ef-
ficient tools for providing estimates of CO2 emissions from
satellite images, and their relatively light computational cost
will enable the analysis of the massive amount of data to be
provided by future satellite XCO2 imagery missions.

1 Introduction

Satellite imagery of the column-averaged dry-air mole frac-
tion of CO2 (XCO2) has been identified as an essential
component of a future atmospheric observing system for
monitoring anthropogenic CO2 emissions and, in particu-
lar, for detecting and monitoring hotspot atmospheric plumes
and, thus, emissions in order to verify emission reductions
or assess national budgets (Ciais et al., 2015; Pinty et al.,
2017). The Copernicus CO2 Monitoring (CO2M) mission
has been designed to meet these objectives with a constel-
lation of two to three low-Earth-orbit (LEO) satellites fly-
ing in a sun-synchronous low-Earth orbit, crossing the Equa-
tor at around 11:30 local time. Each satellite will carry an
imaging spectrometer providing images of XCO2 and of
NO2 tropospheric-column densities (referred to as NO2 here-
inafter) along a 250 km wide swath with a resolution of
2 km× 2 km (Sierk et al., 2019). Current satellite missions –
such as the Sentinel-5 Precursor (Sentinel-5P) and the third
Orbiting Carbon Observatory (OCO-3), when targeting spe-
cific sources in its snapshot area mapping (SAM) mode –
already deliver NO2 column density and XCO2 images; how-
ever, the former does so at a resolution coarser than that of the
CO2M mission, and the latter does so over smaller areas and
at a lower frequency compared to the CO2M mission. Up-
coming missions, such as the Global Observing SATellite for
Greenhouse gases and Water cycle (GOSAT-GW; Kasahara
et al., 2020), MicroCarb (in its “city-mode” function; Pascal
et al., 2017), and the Twin ANthropogenic Greenhouse gas
Observers (TANGO) mission (Landgraf et al., 2020), are ex-
pected to increase the number of CO2 and NO2 images of
plumes from emission hotspots.

Operational services, such as the Copernicus CO2 Moni-
toring and Verification Support (CO2MVS) capacity (Pinty
et al., 2017; Janssens-Maenhout et al., 2020), are being de-
veloped both to process these XCO2 and NO2 images for
the monitoring of emissions in a systematic and global way

at spatial and temporal scales relevant for policymakers and
to support emission mitigation actions. Plume inversion sys-
tems are used to derive estimates of CO2 emissions from lo-
cal sources using satellite images of the corresponding at-
mospheric plumes. One of the key elements of operational
services will thus be standard plume inversion methods pro-
viding precise and reliable data in an automated and fast
manner. Various plume inversion approaches and implemen-
tations are now regularly used to process existing spaceborne
atmospheric-plume images (Varon et al., 2018; Zheng et al.,
2020; Kuhlmann et al., 2021; Nassar et al., 2021; Jacob et al.,
2022; Hakkarainen et al., 2023a). Therefore, there is a need
to benchmark, in a quantitative way, plume inversion meth-
ods for the estimation of local emissions of CO2 and, more
generally, greenhouse gases and pollutants.

Monitoring anthropogenic CO2 emissions from point
sources or cities using satellite XCO2 images is challeng-
ing as corresponding column-averaged enhancements are of-
ten small compared to local fluctuations in the background
CO2 field due to biogenic CO2 fluxes and neighboring an-
thropogenic sources, as well as the typical level of errors
in XCO2 retrievals (Buchwitz et al., 2013). Despite this
challenge, the potential of CO2 imagers to estimate an-
thropogenic emissions has been demonstrated, using Ob-
serving System Simulation Experiments (OSSEs) with syn-
thetic data, for power plants (Bovensmann et al., 2010);
for cities (Pillai et al., 2016; Broquet et al., 2018; Wang et
al., 2020); and, in a more general way, at local to national
scales (Santaren et al., 2021). Furthermore, several studies
have shown that the joint analysis of co-located NO2 satellite
observations strongly enhances the ability to detect XCO2
enhancement plumes from sources in XCO2 images and,
consequently, to estimate the corresponding CO2 emissions
(Reuter et al., 2019; Kuhlmann et al., 2021). NO2 observa-
tions are indeed characterized by a better signal-to-noise ra-
tio and a generally small, low-amplitude background field,
due to the relatively short lifetime of nitrogen oxides (NOx).

CO2 emissions of large point sources and cities can be esti-
mated from satellite images by plume inversion systems that
integrate observations with dynamical transport model sim-
ulations of atmospheric CO2 concentrations (e.g., Broquet et
al., 2018; Ye et al., 2020; Santaren et al., 2021). In principle,
the use of such dynamical models could support the anal-
ysis of 3-D dynamical patterns of the observed plume and,
thus, the accuracy of the inversion. They could also support
the derivation of the spatial distribution of emissions within
cities and that of the temporal variation in emissions cor-
responding to a plume in the hours preceding each satellite
overpass. However, they can be strongly impacted by mod-
eling errors, which become critical at local scales when try-
ing to model plumes from emission hotspots over distances
of a few tens to a few hundreds of kilometers (Brunner et al.,
2023). Furthermore, their computational burden hinders their
use for global and routine coverage of sources in an opera-
tional context. Data-driven plume inversion methods appear
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to be currently more suitable for such broad-scale applica-
tions (Ehret et al., 2022). These are computationally light in-
version methods that directly process information from satel-
lite images, along with local wind and meteorological data
(typically from operational weather analyses), without re-
sorting to dynamical atmospheric transport models.

The main data-driven approaches for estimating local
emissions based on satellite images of plumes, which have
been tested and analyzed in a significant number of studies,
are as follows:

1. First, we have the integrated mass enhancement (IME)
approach, which relates the total mass of plumes to the
corresponding emissions. It has been used for retrieving
CH4 emissions from airborne observations (Franken-
berg et al., 2016) or from fine-scale satellite data (Varon
et al., 2018).

2. Second, we have the Gaussian plume approach, which
extracts emissions from the fit of plume shapes using
Gaussian functions and was applied, for instance, to es-
timate power plant CO2 emissions from Orbiting Car-
bon Observatory-2 (OCO-2) satellite data (Nassar et al.,
2017, 2021).

3. Third, we have the cross-sectional flux approach, which
infers emissions from the fluxes passing through cross
sections of the plumes and whose potential to estimate
CO2 emissions from power plants using CO2 and NO2
satellite imagery data was assessed, for instance, by
Kuhlmann et al. (2021).

4. Finally, the divergence (Div) approach is used, which
derives emissions from the application of the divergence
operator to fields of fluxes. This approach was origi-
nally designed to estimate nitrogen oxide (NOx) emis-
sions from NO2 data provided by TROPOMI satellite
imagery (e.g., Beirle et al., 2019, 2021, 2023) and was
more recently adapted for the quantification of CO2
emissions (Hakkarainen et al., 2022). Contrary to the
other methods in this study, the Div method is generally
used to generate annual estimates from average fields
extracted from multiple images.

Against this background, the aim of this study is to bench-
mark these four data-driven plume inversion approaches for
the monitoring of CO2 emission hotspots with CO2M im-
ages. We present a benchmarking framework to objectively
evaluate and compare the performance of different imple-
mentations of the four data-driven approaches (Sect. 2.1) to
estimate local CO2 emissions from such satellite data. For
this purpose, we use synthetic satellite observations collected
over 1 year that closely mimic those expected from the up-
coming CO2M mission (Sect. 2.2). These observations were
generated in the SMARTCARB project, funded by the Euro-
pean Space Agency (ESA), via high-resolution atmospheric
transport simulations (e.g., Brunner et al., 2019; Kuhlmann

et al., 2020). Emissions from the city of Berlin and 15 large
power plants are estimated using these synthetic satellite
data, and the ability of the different inversion methods is
assessed by comparing their estimates to the corresponding
true values used by the atmospheric transport model. The
performances of the different inversion approaches are eval-
uated for (1) single-image estimates that are retrieved from
daily images (Sect. 3) and (2) annual estimates that are com-
puted from the inversion of 1 year of data (Sect. 4). Further-
more, performances are analyzed for different scenarios re-
garding the data used by the inversions, where the impacts
of considering cloud cover in the data, the uncertainties in
the wind, and the use of collocated NO2 data are assessed.
Finally, the results are discussed by analyzing (1) the poten-
tial of ensemble approaches that combine different inversion
methods and (2) the trade-off between overall accuracy and
the number of estimates when the cases are filtered based on
the uncertainties in the estimates computed by the plume in-
version methods (Sect. 5).

2 Data and methods

2.1 Data-driven inversion methods

Five different emission quantification methods are evaluated
in this study: (1) the integrated mass enhancement (IME)
method, (2) the cross-sectional flux (CSF) method, (3) the
light cross-sectional flux (LCSF) method, (4) the Gaussian
plume (GP) method, and (5) the divergence (Div) method.
More precisely, what is studied here are specific configura-
tions of certain methods, as is the case for the CSF and LCSF
methods, which are derived from the same general approach.
However, hereinafter, we will refer to these configurations as
methods to avoid weighing down the text. The general ap-
proaches have been widely used and described in previous
papers, such as Varon et al. (2018) and Beirle et al. (2019,
2021). The specific implementations of the CSF and Div
methods tested here have been used extensively by authors
of previous studies (Kuhlmann et al., 2019, 2020a, b, 2021;
Hakkarainen et al., 2022). They have been slightly upgraded
in the course of this benchmarking exercise to improve their
stability, accuracy, and ability to run in a fully automated
way. Details of the methods are presented in an accompa-
nying study by Kuhlmann et al. (2023). Further details about
the theory of the Div method and its application are given
in Koene et al. (2024) and Hakkarainen et al. (2022, 2023b).
All algorithms and tools used in this work have been inte-
grated into a Python library for data-driven emission quan-
tification (“ddeq”), which has been made publicly available
and is described in Kuhlmann et al. (2024). We provide a
short description of these methods below, with an empha-
sis on their relative advantages and limitations, as well as on
the way they estimate uncertainty. The main features of the
methods are summarized in Table 1 and illustrated in Figs. 1
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and A1. Table 1 also lists the computation times of the meth-
ods calculated for the same inversion example using the same
hardware. As the methods have all been implemented in the
same Python package, the timings are directly comparable.

All methods except the Div method can provide estimates
derived from individual satellite images. The Div approach,
as implemented here, is based on the averaging of informa-
tion contained within multiple images and, hence, typically
delivers annual estimates. We will hereinafter refer to the
IME, CSF, LCSF, and GP methods as single-image meth-
ods. These methods share a common algorithmic sequence
that starts with identifying clusters of enhancements above
a background in satellite images. Subsequently, these clus-
ters are assigned to plumes from specific known sources, and
finally, the emissions of the corresponding sources are es-
timated. The plume detection combines the first two stages
and can be used to discern plumes from unreported sources;
however, the ability of the different approaches to detect un-
known point sources has not been studied here as the pri-
mary focus is to analyze their potential to detect and pro-
cess plumes from known sources using CO2M-like satel-
lite images (see Sect. 2.2). It is worth mentioning that the
divergence, cross-sectional flux, and machine-learning ap-
proaches are particularly well suited for the automatic de-
tection of plumes from unknown sources (Zheng et al., 2020;
Beirle et al., 2021; Schuit et al., 2023). Moreover, as previ-
ously mentioned, a benefit of the CO2M mission is the avail-
ability of co-registered XCO2 and NO2 columns, which can
further benefit the plume detection and emission quantifica-
tion steps.

Obtaining column enhancements over the background can
be achieved with different thresholding techniques, as de-
tailed below. When it comes to NO2, the global background
field is insignificant, but in the case of CO2, its amplitude is
important and can vary significantly in space and time due
to biogenic and other anthropogenic fluxes surrounding the
sources of interest and due to gradients in the background.
Another common feature is the need for defining an effec-
tive wind speed, which describes the average mass transport
of CO2 within the plumes. This a major challenge as wind
speed varies with altitude, whereas satellite images contain
integrated column measurements with no vertical resolution.
Additionally, the horizontal resolutions of wind products are
generally different from those of satellite images. To address
these limitations, the methods determine effective winds in a
more or less sophisticated manner.

Finally, all methods have implemented some quality con-
trol on their estimates. These checks are more or less restric-
tive depending on the methods and may, for example, filter
out cases with overlapping plumes originating from neigh-
boring sources. Further details are provided in Kuhlmann et
al. (2023). It is worth emphasizing the fact that our imple-
mentation of the GP method discards values that are below
0.25 or beyond 4 times the true values averaged 1 h before
the satellite overpass (10:00 to 11:00 UTC); this filtering sta-

bilizes the otherwise underdetermined inversion. Unlike the
other methods, the GP method thus uses a priori information
about the source strength, which artificially improves its per-
formance.

2.1.1 Cross-sectional flux (CSF) inversion method

The cross-sectional flux inversion method has been used in
many studies, such as in the determination of CH4 emis-
sions from point sources using high-resolution satellite data,
where its superiority over other methods was demonstrated
within the framework of the study by Varon et al. (2018). In
brief, this method calculates fluxes through single or multiple
cross sections of plumes as the product of effective winds and
integrals of column mass enhancements along plume tran-
sects (line densities). Under the assumption of steady-state
conditions, these fluxes are equivalent to the emissions. The
CSF method used in this study was used by Kuhlmann et al.
(2020a, b, 2021) for the estimation of CO2 emissions from
CO2 and NO2 images. These studies have demonstrated that
the inclusion of NO2 observations significantly increases the
number and precision of the estimates.

The plume detection module of the CSF approach deter-
mines, in the first stage, the CO2 or NO2 pixels that are sig-
nificantly enhanced above the background using a statistical
z test (Kuhlmann et al., 2021). To perform this, a Gaussian
kernel is applied to average local observation values, and the
background field is computed at this stage by applying a me-
dian filter. The parameters defining the z test were carefully
assessed in order to obtain enough valid pixels to describe
a plume while avoiding false detections (Kuhlmann et al.,
2019). The detected pixels are then grouped by a labeling
algorithm and assigned to a source. Finally, a curve repre-
senting the centerline of the plume is fitted to the detected
pixels.

For the quantification of CO2 emissions, the CSF method
groups the detected plume pixels into sub-polygons along
the curved plume, whose width is ∼ 5 km (2–3 pixels of
CO2M data). All detected pixels within a sub-polygon are
used to construct a single estimate of the line density. Fol-
lowing Reuter et al. (2019), the CSF method assumes that
the plume transect exhibits a Gaussian behavior after remov-
ing the background signal with a normalized convolution. To
obtain the line densities, the integration of the fitted Gaussian
functions does not require any additional computation as the
line integrals are simply equal to the amplitude parameters of
the fitted Gaussian functions. Then, in order to be converted
into fluxes, the line densities are multiplied by the effective
winds, which are the horizontal winds at the corresponding
source locations and times of the satellite overpasses, verti-
cally weighted by the SNAP-11 emission profiles (Brunner
et al., 2019).

1“SNAP” stands for Selected Nomenclature for Air Pollutants.
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Figure 1. Illustrations of different inversion methods for a plume produced by the Jänschwalde power plant on 23 April 2015. In all panels,
pixels with dots indicate the selected enhancements representing the plume. Panel (a) shows the CSF method: blue boxes depict the areas
where Gaussian fits of the plume cross sections are performed, and the black line represents the centerline of the plume. Panel (b) shows the
LCSF method: blue lines represent the domain where Gaussian fits of the plume cross sections are performed, and the black line represents
the along-wind direction at the source. Panel (c) shows the IME method: the blue box outlines the domain over which mass enhancements
are integrated. Panel (d) shows the GP method: blue contour lines correspond to the 2-D Gaussian curve that fits the plume.

Table 1. Summary of the characteristics of the benchmarked methods.

Method Time frame Computational cost∗

Integrated mass enhancement (IME) Single-image estimates Medium (∼ 20 min)
Cross-sectional flux (CSF) Single-image estimates Medium (∼ 25 min)
Gaussian plume (GP) Single-image estimates High (∼ 110 min)
Light cross-sectional flux (LCSF) Single-image estimates Low (∼ 10 min)
Divergence (Div) Averaged estimates from Medium (∼ 23 min)

an ensemble of images

∗ The computation time was estimated by inverting 1 month of cloud-free CO2 and NO2 SMARTCARB data on the
same server using the “ddeq” package (Kuhlmann et al., 2023).

Finally, the CO2 emission of a given source retrieved from
a given satellite image is computed by averaging the es-
timated CO2 fluxes of all the sub-polygons describing the
plume downstream of the source. The uncertainty in the
emission estimate is then computed by propagating the un-
certainties in the line density computation and in the wind;
the uncertainties in the line densities are extracted from the
standard deviation of the sub-polygon estimates and capture
mostly satellite data noise through uncertainty in the Gaus-
sian fitting.

When NO2 data are used in conjunction with CO2, detec-
tions of plumes are first performed for NO2, while the CO2
and NO2 enhancements are fitted simultaneously by Gaus-
sian functions that share the same mean (or central location)
and the same standard deviation. Thus, the fit of CO2 en-
hancements takes advantage of the better signal-to-noise ra-
tio of NO2 data by better constraining the parameters of the
Gaussian functions, which provides more accurate estimates
of CO2 line densities and, hence, CO2 emissions.

2.1.2 Light cross-sectional flux (LCSF) inversion
method

The light cross-sectional flux method shares the same the-
oretical foundations as the CSF method, but its implementa-
tion is largely different. It is derived from a method originally
developed by Zheng et al. (2020) to estimate CO2 emissions
from cities and industrial areas in China that produce atmo-
spheric plumes clearly detectable in transects of OCO-2 data.
These data are characterized by a resolution of a few square
kilometers and a swath about 10 km wide, which is almost 25
times narrower than the ∼ 250 km wide swath of the CO2M
instruments. This method has been applied to routine and
automatic estimations of isolated clusters of CO2 emissions
worldwide (Chevallier et al., 2020) and to studies of temporal
variability in emissions based on several years of OCO-2 and
OCO-3 data (Chevallier et al., 2022). This method has un-
dergone significant modifications in this comparative study,
in which the locations of the emission sources are known, in
order to fully harness the potential of high-resolution satellite
imagery.
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For a given source and satellite overpass, the LCSF
method performs a simple detection of the plume by extract-
ing from the satellite image an area that is 100 km wide in
the across-wind (perpendicular) direction and extends down-
wind of the source over a distance equal to the distance trav-
eled by the wind in 1 h. The method then selects the pixels
from the extracted area where XCO2 or NO2 enhancements
– simply defined as differences between data values and the
average data of the area – are greater than the spatial variabil-
ity, i.e., the standard deviation of the data contained within
the area.

The quantification of the source emission is then per-
formed on each selected enhancement by again extracting a
100 km wide across-wind area centered on the enhancements
and extending 10 km (∼ 5 pixels of CO2M data) downwind
of the enhancements. The sums of linear terms accounting for
large-scale variations in the background fields and Gaussian
functions describing the plume cross section perpendicular to
the wind direction are then fitted to the data contained within
these areas. The plume detection and fitting of the enhance-
ments can be carried out in the same way when NO2 data are
available. Moreover, the standard deviations and means of
the Gaussian functions fitted with NO2 data are then used to
fit CO2 enhancements; CO2 data, in this case, only constrain
the amplitudes of the CO2 Gaussian functions. This allows
for the transfer of information derived from NO2 data when
estimating CO2 emissions from CO2 data.

CO2 line densities are, as with the CSF method, derived
from the Gaussian functions fitted with CO2 data and con-
verted into emission estimates through multiplication with
the effective wind. For the LCSF method, this effective wind
is extracted at the location of the enhancements and at an alti-
tude of 100 m above ground as preliminary tests have shown
that extracting winds at this altitude yields better inversion
results for the LCSF approach compared to when using other
altitudes or alternative methods of computing the effective
winds. This result may reflect a trade-off between the need
to account for emission injection heights higher than 100 m
when considering isolated power plants and the need to ac-
count for those lower than 100 m when considering the mix
of sources within cities, whose emissions are not dominated
by large power plants (Brunner et al., 2023). The automatic
process of selecting sources limits the ability to derive a case-
by-case selection of the height for wind extraction, but a finer
option for future analysis might involve discriminating this
selection as a function of the type of target (considering at
least isolated power plants vs. urban areas).

Finally, under steady-state atmospheric conditions, the
cross-sectional CO2 flux derived at each selected enhance-
ment is equivalent to the upwind source emissions. There-
fore, as several enhancements belonging to the same atmo-
spheric signature of a source are generally processed, the al-
gorithm produces multiple individual estimates of the source
emissions. The estimate computed by the method for a given
source and from a given image is then calculated as the

median value of these individual estimates, with the use of
the median helping to reduce the impact of outliers. More-
over, uncertainties in the individual estimates provided by
the LCSF method are computed by propagating the errors de-
rived by the fitting algorithm when generating the line densi-
ties. Uncertainties in the final estimates are finally calculated
as the median of these uncertainties.

2.1.3 Gaussian plume (GP) inversion method

The Gaussian plume inversion approach assumes that ob-
served plumes can be described with Gaussian plume mod-
els. This approach has been widely used, for example, in the
determination of CH4 point source emissions (Varon et al.,
2018), when employing OCO-2 data to quantify CO2 emis-
sions from power plants (Nassar et al., 2017), and in frame-
works for estimating CO2 emissions from large cities and
point sources at a global scale (Wang et al., 2020). Compared
to previous Gaussian plume inversion methods, the GP inver-
sion method used in this work enables the Gaussian plume
model (similar to the CSF method) to handle curved plumes
(see Sect. 3.2.1 in Hakkarainen et al., 2023b).

The detection of plumes, i.e., CO2 or NO2 enhancements
from the background, is carried out using the same algorithm
as that used for the CSF method. Then, the inversion uses a
Levenberg–Marquardt least-squares optimization to find the
optimal parameters of the Gaussian functions fitting the en-
hancements, as well as those of the Bézier curves describing
the centerlines of the plumes (Hakkarainen et al., 2023b). If
NO2 data and CO2 data are simultaneously available, then
the Gaussian plume model is first fitted to the NO2 obser-
vations, and the optimized parameters regarding the plume
shape are subsequently used as first guesses for fitting the
CO2 observations. These derived parameters are constrained
to remain close to the optimized parameters obtained from
the fitting of NO2 data. Finally, uncertainties in the Gaus-
sian plume estimates are obtained by propagating the uncer-
tainties in the fitted parameters for wind speed and source
strength.

To ensure the convergence of the minimization algorithm,
first-guess values of the fitted parameters need to be carefully
prescribed. Parameters of the centerline curves, for example,
are initialized from the curves retrieved by the plume detec-
tion algorithm, and the initial wind speed is calculated as in
the CSF method (see Sect. 2.1.1). Most importantly, the prior
values of the emission parameters are set to the true sum-
mertime source emission strength. Thus, unlike any of the
other methods studied in this work, the GP method integrates
an important constraint on the emissions, which implies that
the estimated values, i.e., the method’s performance, are not
entirely determined by the information contained within the
synthetic satellite observations. This limitation should be
taken into account when applying this method to invert emis-
sions from real satellite data derived from sources whose am-
plitudes are barely known.
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2.1.4 Integrated mass enhancement (IME) method

The IME method integrates the total mass enhancements
of CO2 or NO2 above the background that can be associ-
ated with detectable plumes. Then, following Frankenberg et
al. (2016), the relationship between IMEs and emissions (Q)
can be approximated by a linear relationship defined by the
residence time (τ ) of the species within the plumes (Eq. 1).

Q=
1
τ

IME (1)

τ =
Ueff

L
(2)

The residence time can, in turn, be expressed as a character-
istic plume length (L) divided by the effective wind speed
(Ueff) (Eq. 2). For example, Varon et al. (2018), who ap-
plied the IME method using CH4 observations, derived Ueff
from 10 m wind speeds using large-eddy simulations (LESs).
Here, the plume detection algorithm, which identifies either
CO2 or NO2 enhancements from the background, is the same
as the one used in the CSF and GP methods, but the detected
area of the plume over which the integration is performed is
dilated using a circular kernel in order to increase the num-
ber of integrated pixels (Hakkarainen et al., 2023b). Missing
values are filled using a normalized convolution, and esti-
mates are rejected when fewer than 75 % of the valid pixels
are available for the detected plume. The characteristic length
(L) is computed as the arc length from the centerline of the
plume to the most distant detected pixel minus 10 km (mea-
suring at least 10 km). Moreover, the effective wind speed
(Ueff) is extracted using the same vertically weighted aver-
age as that used for the CSF method. If NO2 observations
are used in conjunction with CO2 observations, the integra-
tion area is established by applying the plume detection al-
gorithm to NO2 data. Then, to estimate CO2 emissions, the
IME is calculated over this area using CO2 observations. Fi-
nally, the uncertainty in the IME estimates is computed by
propagating the uncertainty from the single-sounding preci-
sion of satellite data and an estimate of the uncertainty in the
wind speed.

2.1.5 Divergence method

The divergence method, initially introduced by Beirle et al.
(2019, 2021), was used to estimate NOx emissions based on
TROPOMI NO2 observations. For this study, this method
has been modified in order to estimate CO2 emissions, as
outlined in Hakkarainen et al. (2022), where a detailed the-
oretical analysis of this approach can be found in the sup-
plementary material. The divergence method is based on the
continuity equation in a steady state (Jacob, 1999), where the
divergence of a vector field, flux (F ), is defined as the differ-

ence between the emissions (E) and sink (S) (Eq. 3).

∇ ·F = E− S (3)
F =

(
Fx,Fy

)
= (1I ·Ueff,1I ·Veff) (4)

Since the CO2 lifetime is extremely long, the sink term can
be neglected. However, before applying the divergence oper-
ator to XCO2 images, the atmospheric background needs to
be removed in order to extract only the XCO2 enhancements.
For this purpose, a median filter is applied to the data, and
the resulting field is subtracted from the original data. More-
over, in order to improve the accuracy of the estimates when
CO2 noise levels are high, the data first undergo a denois-
ing process using a 5× 5 pixel mean filter. The flux field (F )
is then defined at each pixel using Eq. (4), where 1I is the
vertical-column-density enhancement above the background
and Ueff and Veff are the eastward and northward winds, re-
spectively. These winds, interpolated at the location of the
pixel and at the time of the satellite observations, and are ver-
tically averaged using the SNAP-1 emission profiles (Brun-
ner et al., 2019).

Divergence maps are computed from the mass flux field
using a finite-difference approximation. The divergence map
is then averaged over a long period to enhance the emission
signal while reducing the impact of noise and the spatiotem-
poral variations in the CO2 background. Here, divergence
maps are averaged over 1 year. In theory, the divergence
method can also be used to estimate emissions from single-
overpass images, much like the cross-sectional flux method
(as the two methods are theoretically similar; see Koene et
al., 2024). However, we choose, in this study, to focus on
the standard application of this method (e.g., Beirle et al.,
2019, 2021, 2023; Hakkarainen et al., 2022; Sun et al., 2022),
which provides temporally averaged estimates. Appendix A
provides a brief overview of the performance demonstrated
in estimating emissions from individual images with differ-
ent versions of the divergence approach.

For a specific source, the annual estimate of the emissions
is then computed from the enhancement in the averaged di-
vergence field using a peak-fitting approach, which fits the
divergence map with a function that includes both a Gaussian
term and a linear term centered on the source (Beirle et al.,
2021). The emissions – and, more generally, the parameters
– of the peak function are determined by an adaptive Markov
chain Monte Carlo (MCMC), which also provides the uncer-
tainties in the estimates based on the standard deviations of
the sampled posterior distributions of the parameters.

2.2 Synthetic satellite observations of CO2 and NO2

In this study, synthetic satellite observations of CO2 and
NO2 were generated from atmospheric simulations in or-
der to evaluate and compare the ability of the methods
described in Sect. 2.1 to retrieve CO2 or NO2 emissions
from point sources or urban areas using satellite imagery
akin to that provided by the upcoming CO2M mission.
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These simulated satellite data are readable by the “ddeq”
Python library, were produced as part of the SMART-
CARB project, and have been extensively described and used
in previous works (e.g., Brunner et al., 2019; Kuhlmann
et al., 2019, 2020, 2021). They are openly accessible
from https://doi.org/10.5281/zenodo.4048227 (Kuhlmann et
al., 2020b).

Atmospheric concentrations of CO2 and NO2 were sim-
ulated by the COSMO-GHG atmospheric transport model
(Jähn et al., 2020), with a vertical resolution of 60 lev-
els up to an altitude of 24 km and a horizontal resolution
of about 1 km× 1 km for a domain centered over the city
of Berlin. The domain extends about 750 km from east to
west and 650 km from north to south. Simulations provided
hourly outputs for nearly the entire year of 2015. In order
to generate realistic simulations, initial and lateral bound-
ary conditions for meteorological variables and tracers were
extracted from products provided by the European Centre
for Medium-Range Weather Forecasts (ECMWF) and Me-
teoSwiss (Kuhlmann et al., 2019). Furthermore, CO2 emis-
sions included both anthropogenic and biospheric compo-
nents, which were interpolated onto the COSMO-GHG grid
at a temporal resolution of 1 h. Anthropogenic emissions
were largely derived from the TNO_MACC-III inventory
(Kuenen et al., 2014), and biospheric fluxes were simu-
lated with the Vegetation Photosynthesis and Respiration
Model (VPRM; Mahadevan et al., 2008). NOx emissions
were also derived from the TNO_MACC-III inventory, and
atmospheric simulations used a simplified NOx chemistry
with a fixed NOx decay time of 4 h. NOx concentrations were
converted to NO2 concentrations using an empirical equation
for the evolution of NO2 :NOx ratios downwind of emission
sources (Düring et al., 2011).

To generate synthetic satellite observations similar to
CO2M observations, the XCO2 and NO2 column densities
derived from the COSMO-GHG simulations were sampled
at a resolution of 2 km× 2 km along 250 km wide satellite
tracks (Kuhlmann et al., 2019); these tracks were computed
using an orbit simulator and correspond to a hypothetical
constellation of six CO2M satellites. In addition to XCO2
and NO2 column-averaged data, a cloud mask was generated
from the total cloud fraction computed by the COSMO-GHG
model. For CO2 data, all pixels with a cloud fraction larger
than 1 % were removed as CO2 retrievals are strongly im-
pacted by clouds (Taylor et al., 2016). For NO2 data, which
are less sensitive to clouds, a threshold of 30 % on the cloud
fraction was used to select valid pixels (e.g., Boersma et
al., 2011). Figure 2 illustrates a COSMO-GHG simulation
of XCO2 over the SMARTCARB domain, where synthetic
XCO2 data corresponding to a CO2M satellite overpass are
represented.

For the purposes of this benchmarking study, we use the
configuration of the SMARTCARB dataset in which the
CO2M constellation consists of three satellites. By choos-
ing this configuration, we follow the recommendation of

Figure 2. Simulations of XCO2 over the SMARTCARB domain on
23 April 2015. Synthetic XCO2 observations over a 250 km wide
swath are shown in the center of the figure for a low-noise sce-
nario. Missing XCO2 observations due to a cloud fraction larger
than 1 % are shown in white. The 16 emission sources considered
in this study are highlighted, along with their names.

Kuhlmann et al. (2021), who proposed that a constellation
of at least three CO2M satellites is necessary for a proper
estimation of annual emissions from weak sources, particu-
larly in regions such as central Europe, where cloud cover
dramatically reduces the number of estimates. When ignor-
ing clouds, this constellation of three satellites allows for the
observation of each local source within the SMARTCARB
domain once every other day. If we consider that a satellite
image is usable only if there are at least 50 data pixels next to
and downwind of the source, then we can use about 3000 im-
ages to determine the emissions of the 16 local sources con-
sidered in this study. However, if we consider cloud cover,
only 500 images remain usable.

The characteristics of the uncertainties in the synthetic
CO2M observations were computed using three different
uncertainty scenarios (low, medium, and high). Simulated
XCO2 column densities were thus assigned random errors
by employing various levels of instrumental noise in the error
parameterization formula. This formula, used for generating
the errors, takes into account the solar zenith angle (SZA)
and surface albedos (Buchwitz et al., 2013). The NO2 col-
umn densities were assumed to be characterized by random
uncertainties with different constant values depending on the
chosen uncertainty scenario. These values were defined for
clear-sky conditions and increased in the presence of clouds,
nearly doubling for a cloud fraction of 30 %. No system-
atic errors were prescribed for either XCO2 or NO2 column-
averaged data. In this study, the characteristics of the random
uncertainties prescribed to the synthetic data are chosen ac-
cording to the requirements of the CO2M mission (Meijer
et al., 2019). For XCO2 retrievals, random errors are gener-
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ated with the error parameterization formula, using a single-
sounding precision of 0.7 ppm for vegetation albedos and an
SZA of 50°. For NO2 retrievals, a single-sounding precision
under cloud-free conditions of 2× 1015 molec. cm−2 is pre-
scribed.

2.3 Benchmarking scenarios

The relative performance of the different inversion meth-
ods for estimating CO2 emissions is evaluated for the 15
strongest point sources in the SMARTCARB domain and
for the city of Berlin (Fig. 2 and Table 1 in Kuhlmann et
al., 2021). These 16 sources cover a large emission range,
extending from 3.7 Mt CO2 yr−1 for the power plant located
in Chvaletice (Czechia) to 40.3 Mt CO2 yr−1 for the power
plant located in Jänschwalde (Germany), with these values
corresponding to the annual mean emissions at the time
of the satellite overpass (10:30 UTC) used in the COSMO-
GHG simulations. It is worth mentioning that the distribu-
tion of the source emissions is skewed toward the lowest
value as the median emission rate in the collection is around
9.6 Mt CO2 yr−1, with 75 % of the sources emitting less than
14 Mt CO2 yr−1.

In order to thoroughly evaluate the relative performances
of the different methods and the sensitivity of these perfor-
mances to different factors, the benchmarking study is car-
ried out according to several scenarios that share the same
features for the simulated data and the source collection de-
scribed above. The most optimistic or ideal scenario cor-
responds to the application of inversions to CO2 and NO2
images without the removal of pixels associated with cloud
cover, ignoring the clouds modeled with the COSMO-GHG
model (we label such inversions as cloud-free hereafter), and
with perfect knowledge of the wind field, i.e., using the winds
directly from the COSMO-GHG model (denoted SMART-
CARB winds). It is the ideal case because (1) the joint anal-
ysis of NO2 and CO2 images strengthens the estimates com-
pared to the analysis of CO2 images only and (2) ignoring the
potential loss of data due to cloud cover in the CO2 and NO2
images yields full images, whose analysis is more robust than
that of partial images, thus providing a higher number and
precision of estimates. The results derived from this bench-
marking scenario should be seen as an upper limit of what the
inversion methods could achieve in terms of accuracy and the
number of estimates. The most realistic scenarios take cloud
cover into account and use winds extracted from the ERA5
wind product (Hersbach et al., 2020), which is independent
of the inverted data and whose resolution (∼ 0.25°) is much
coarser than that of the SMARTCARB winds (∼ 0.01°). The
results derived from this benchmarking scenario should be
seen as the lower limit for the method’s performance.

The differences between the ERA5 and SMARTCARB
wind products are significant at the 16 sources considered in
this study: the annual mean biases between these two wind
products for 2015 range from 0.1 to 1.5 m s−1 depending

on the source, with an average value across the sources of
0.6 m s−1, while RMSEs range from 1.1 to 2.1 m s−1 depend-
ing on the source, with an average value across the sources
of 1.5 m s−1 (Fig. A2). The biases per source are systemat-
ically positive since SMARTCARB tends to provide larger
winds than ERA5. With such differences, comparing scenar-
ios with the same characteristics but different wind products
allows us to gain insight into each method’s sensitivity to
wind uncertainties. Additional benchmarking scenarios were
designed to test the sensitivity of the methods with respect
to other factors, including the consideration of cloud cover
in satellite data and the use of NO2 for plume detection and
characterization. All benchmarking scenarios are listed in Ta-
ble 2.

2.4 Benchmarking metrics

For a given benchmarking scenario, the performance of the
different inversion methods can be evaluated through the
number of single-image estimates that can be retrieved based
on the number of available satellite images – ∼ 500 or
∼ 3000, depending on whether cloud cover in the data is con-
sidered or ignored, respectively. Performance can also be as-
sessed through the quality of the estimates. The accuracies
of the methods are then assessed by comparing the estimates
retrieved from single satellite overpasses to the correspond-
ing true values that were used to generate the synthetic satel-
lite data. More precisely, inversion results are analyzed in
terms of the distributions of the differences between the es-
timated and true emissions of all the sources considered in
this study. We will refer to these differences in the following
as deviations. More precisely, our analysis will mostly focus
on examining the distributions of relative deviations, calcu-
lated by dividing the differences between estimated and true
emissions by the true emissions, in order to fairly compare
results across sources with significantly different magnitudes
(Sect. 2.3). Furthermore, to properly describe distributions
that may be very different from Gaussian distributions, box
plots are used, in which the median values, the interquartile
ranges (IQRs), and the 10th and 90th percentiles of the dis-
tributions are represented.

The ability of the different inversion methods to estimate
source emissions can also be analyzed by studying the annual
or monthly averages of the single-image estimates. Bench-
marking results are then evaluated for each source in terms
of the relative deviations of the annual (monthly) estimates
from the true annual (monthly) emissions and in terms of
root mean square errors (RMSEs) in order to provide a global
indicator of the accuracy of the annual (monthly) estimates
across all sources.

In this study, the annual (monthly) averages of the single-
image estimates for a given source are computed using three
different methods: (1) using the arithmetic means of all
single-image estimates of the source emissions generated
from inverting 1 year (month) of data; (2) using the means of
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Table 2. List of the different benchmarking scenarios – from the most optimistic (scenario 1), which considers inversions with cloud-free
data and SMARTCARB winds, to the most realistic (scenario 8), which uses cloud-filtered data and ERA5 winds. Note that a cloud fraction
threshold of x% corresponds to the rejection of data pixels if the pixels’ cloud cover exceeds x%, meaning that a cloud fraction of 100 %
yields full images without any loss of data pixels.

Benchmarking Joint use of
scenario Wind dataset Cloud fraction thresholds NO2 and CO2

Scenario 1 SMARTCARB 100 % (no clouds) Yes
Scenario 2 SMARTCARB 1 % for CO2 and 30 % for NO2 No
Scenario 3 SMARTCARB 100 % (no clouds) No
Scenario 4 SMARTCARB 1 % for CO2 and 30 % for NO2 Yes
Scenario 5 ERA5 100 % (no clouds) Yes
Scenario 6 ERA5 1 % for CO2 and 30 % for NO2 No
Scenario 7 ERA5 100 % (no clouds) No
Scenario 8 ERA5 1 % for CO2 and 30 % for NO2 Yes

these estimates, where the means are weighted by the inverse
of their computed variances (Sect. 2.1); and (3) using the
medians of these estimates. The annual (monthly) inverse-
variance-weighted means incorporate the information pro-
vided by the methods on the quality of the estimates when
averaging, whereas the annual (monthly) medians are statisti-
cal indicators that are more robust to outliers than the means.
Moreover, since the Div method is applied by temporally av-
eraging satellite observations over the year, it produces only
a single annual estimate for each source; we will thus con-
sider that the three types of annual (monthly) estimates are
all equal to this single estimate.

It is important to note that the annual and monthly esti-
mates are affected by temporal sampling biases when inver-
sion methods use data filtered by cloud cover. Specifically,
the presence of denser cloud cover during winter generally
results in the overrepresentation of emission estimates during
summer and, hence, could lead to an underestimation of an-
nual estimates as emissions are higher during winter due to
increased fossil fuel consumption, associated with electric-
ity and heat production. Although more advanced methods –
such as fitting periodic curves to capture seasonal cycles, as
demonstrated by Kuhlmann et al. (2021) – could potentially
enhance the accuracy of estimates, they are not included in
this study. However, these temporal sampling biases are inte-
grated into the results as the annual (monthly) estimates are
compared to the true annual (monthly) emissions, which are
computed by considering all the days of the year (month).

3 Results of emission estimates based on individual
images

The following subsections present a comparative study of the
CSF, GP, IME, and LCSF methods for estimating emissions
from single images. In the following, we will refer to these
kinds of estimates as single-image estimates. It is worth men-
tioning that, as these methods use different algorithms for

plume detection and emission quantification, including dif-
ferent rejection criteria (Sect. 2.1), they produce different sets
of estimates.

3.1 Sensitivity to the emission strengths of the sources

In the optimal scenario (cloud-free CO2 and NO2 data with
SMARTCARB winds), all methods tend to provide more ac-
curate estimates for strong sources than for weak sources,
and this trend is particularly noticeable for the IME and CSF
methods (Fig. 3). The median values of the absolute relative
deviations for weak sources (with emissions ranging from
0 to 6.9 Mt CO2 yr−1, as shown in the first row of Fig. 3)
are 207 % (IME method) and 54 % (CSF method). In con-
trast, for strong sources (with emissions ranging from 15.6
to 53.2 Mt CO2 yr−1, as shown in the fourth row of Fig. 3),
these values are approximately 47 % (IME) and 28 % (CSF).
The inversion methods are also more prone to producing
unrealistic values for weak sources as the distributions are
strongly skewed for this type of source. Indeed, the 95th-
percentile accuracy indicator is 1128 %, 584 %, 172 %, and
178 % for the IME, CSF, GP, and LCSF inversion models, re-
spectively (first row of Fig. 3). For strong sources, this indica-
tor is significantly lower, decreasing to 200 %, 108 %, 90 %,
and 76 %, respectively (fourth row of Fig. 3). Atmospheric
signals generated by strong sources are more distinct from
the background than those generated by weak sources, and,
as a result, the signal-to-noise ratio in the XCO2 and NO2
images is better, which helps to reduce uncertainties in the
determination of the emissions of XCO2 and NO2. For low-
emitting sources, the performance of the inversion methods
can be degraded by the limited number of enhanced pixels
that are detected in images with noise; this limitation makes
the identification of plume centerlines by the CSF, IME, and
GP methods challenging (Sect. 2.1). This problem could have
impacted the GP method, but its current implementation in-
corporates prior knowledge, filtering out estimates that fall
outside the 25 % to 400 % range of the prior. This filter-
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Figure 3. Performance when estimating CO2 emissions from in-
dividual images obtained using the different single-image inversion
methods (columns) across different ranges of true emissions (rows),
with SMARTCARB winds and cloud-free CO2 and NO2 data ap-
plied. The distributions of relative deviations (in blue) and relative
absolute deviations (in orange) are illustrated using violin plots. The
interquartile ranges are represented by the boxes, while the whiskers
indicate the 5th and 95th percentiles, and the medians are indicated
by the lines inside the boxes. The numbers alongside the boxes show
the number of estimates corresponding to the ranges of true emis-
sions (True Emis.) and inversion methods.

ing process is expected to improve the accuracy of the GP
method, especially for weak sources.

Biases in the emission estimates may also depend on
the strength of the source, as observed in the IME and
CSF methods, which strongly overestimate the emissions of
weak sources compared to those of strong sources. For weak
sources, the median of the deviation distributions for the IME
and CSF models (blue plots in the first row of Fig. 3) is
+116 % and +50 %, respectively, compared to +16 % and
+11 % for strong sources (blue plots in the fourth row of
Fig. 3). This discrepancy is probably due to the plume de-
tection algorithm, which, for weak sources, may wrongly at-
tribute enhancements from other sources in the vicinity to the
source of interest and thus artificially increase the amplitude
of the detected emissions. Conversely, the LCSF approach
tends to underestimate the emissions of strong sources while
slightly overestimating those of weak sources, with the me-
dian of the deviation distribution being −26 % (blue plot in
the fourth row of Fig. 3) and +12 % (blue plot in the first
row of Fig. 3), respectively. The underestimation of source
emissions could be attributed to the tendency of the method
to overestimate the amplitudes of the background for non-
isolated sources: contrary to the other methods, the LCSF
method does not remove the influence of neighboring plumes
when computing the background around a given source. An-
other explanation could lie in the fact that this method uses
100 m winds as effective winds, while, especially for high-
emitting sources, these winds are lower than the SNAP-1-
averaged winds used by the other methods.

Figure 4. Performances of the inversion methods when estimating
emissions from single images for different benchmarking scenar-
ios: cloud-free CO2 and NO2 data with SMARTCARB winds (in
blue), cloud-free CO2 data only with SMARTCARB winds (in or-
ange), cloud-filtered CO2 and NO2 data with SMARTCARB winds
(in green), and cloud-filtered CO2 and NO2 data with ERA5 winds
(in red). Bold text in the legend indicates the elements of the bench-
marking scenarios that differ from those of the ideal benchmarking
scenario. Distributions of the relative deviations (a) and relative ab-
solute deviations (b) are illustrated using violin plots. The boxes
represent the interquartile ranges of the distributions, the whiskers
indicate the 5th and 95th percentiles, and the lines within the boxes
represent the medians. The numbers in the interquartile-range boxes
indicate the number of estimates for each benchmarking scenario
and inversion method.

3.2 Impact of the use of NO2 images for the detection
of plumes

The use of NO2 data to identify and characterize plumes in-
creases the number of estimates for all inversion methods
compared to when CO2-only inversions are used, as shown in
Fig. 4 (blue vs. orange plots). The increase is significant for
the IME and GP methods (∼ 93 % and∼ 70 %, respectively),
moderate for the CSF method (∼ 34 %), and slight for the
LCSF method (∼ 4 %). The IME, GP, and CSF methods rely
on a plume detection algorithm that is less reliable when us-
ing only CO2 observations (Kuhlmann et al., 2019). Of these
three methods, the CSF method requires fewer pixels to de-
tect and quantify plumes, resulting in a larger proportion of
still-quantified plume cases compared to the IME and GP
methods when using CO2 data alone. Detection of plumes
by the LCSF method is performed on data slices whose pix-
els are relatively close to sources, where XCO2 enhancement
signals due to emissions are thus relatively strong. This may
explain the small benefit of this method in using joint CO2
and NO2 images to better determine the shape of the plumes.

When using CO2 and NO2 data, the maximum number of
estimates obtained from each inversion method varies sig-
nificantly: the IME method produces the smallest number of
estimates, with 1661, while the LCSF method produces the
largest, with 2722. The GP and CSF methods, based on the
same plume detection algorithm as the IME method, produce
up to 1776 and 2012 estimates, respectively. These differ-
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ences can be attributed to the differences in the number of de-
tected pixels below which the algorithm rejects plumes and to
differences in the emission quantification algorithms used by
the different methods. In addition, the overall complexity of
the IME, CSF, and GP methods, which use a relatively large
number of rejection criteria, likely explains why these three
methods deliver far fewer estimates than the LCSF method.
The relative efficiency and robustness of the plume detec-
tion algorithm of the LCSF method are evidenced when us-
ing CO2 data only to determine emissions: the number and
accuracy of estimates are hardly changed compared to when
the inversions are performed with CO2 and NO2 data. This is
in contrast to the other methods, whose algorithms are more
sensitive to uncertainties in XCO2 data and which need NO2
data to accurately fit a plume coordinate system to the data.

The inclusion of NO2 data does not appear to significantly
improve the overall performance of the GP and LCSF meth-
ods in terms of the accuracy of the CO2 emission estimates
(Fig. 4b). However, for the LCSF method, there is a notable
reduction in the 95th percentile of the relative absolute devia-
tions – from 175 % without NO2 to 115 % with NO2. For the
CSF method, the use of NO2 data strongly improves its over-
all performance as, for example, the third quartile and the
median of the absolute residuals are significantly decreased,
from∼ 127 % to∼ 74 % and from∼ 54 % to∼ 36 %, respec-
tively. As the CSF method rejects fewer estimates when us-
ing CO2 data only compared to the GP method, its accuracy
decreases because, with more permissive filtering, it may in-
clude complex cases for which emissions are difficult to esti-
mate. This may also explain why the CSF estimates are less
biased, with a significantly lower median relative deviation,
in cases where inversions also use NO2 data (Fig. 4a).

In contrast, the precision of the IME method decreases
when using NO2 data, but this fact could be related to a nu-
merical artifact: the IME method performs much better with
high-emitting sources than with low-emitting sources (see
Sect. 3.1), and the use of NO2 data likely allows us to con-
strain small sources more efficiently than when using CO2
data only. Therefore, when adding NO2 data, the number of
low-emitting sources that are estimated increases more than
the number of high-emitting sources, meaning the overall
performance degrades. This bias, associated with the rela-
tively poor estimation of low-emitting sources, is confirmed
when deviations are used to assess performance instead of
relative deviations: the absolute deviations associated with
the IME estimates globally decrease with the use of NO2
data, with the median error, for example, decreasing from
∼ 15 to ∼ 11.5 Mt CO2 yr−1.

3.3 Impact of cloud cover

The impact of clouds is studied by comparing inversions with
cloud-free images to inversions with cloud-filtered images
(Sect. 2.3). When cloudy pixels in the XCO2 and column-
averaged NO2 data are disregarded, the number of estimates

Table 3. Number of estimates for each inversion method when data
with or without clouds are used. Inversions are performed with CO2
and NO2 data and with SMARTCARB winds.

Inversion Cloud-free Cloud-
method data filtered data

IME 1661 96
CSF 2028 302
GP 1776 266
LCSF 2722 313

from all the methods is considerably reduced, with decreases
of 94 %, 85 %, 85 %, and 88 % for the IME, CSF, GP, and
LCSF methods, respectively (Table 3). The number of esti-
mates that can be provided for the cloud-filtered configura-
tion with SMARTCARB winds reaches a maximum of 313
(LCSF) and decreases to 96 for the IME method, which can
only provide robust estimates for cloud-free images as it re-
quires integrating enhancements over the full extent of the
plumes. As sources are characterized by different levels of
cloud cover, the number of estimates per year and per source
ranges from 1 to 12 (IME), 6 to 28 (CSF), 8 to 23 (GP), and
15 to 26 (LCSF).

Furthermore, filtering data pixels to remove those with sig-
nificant cloud cover not only affects the number of estimates,
but also impacts the performance of the methods, albeit to a
much lesser extent. When comparing results obtained from
the same images, cloud-free inversions produce slightly bet-
ter results than cloud-filtered inversions (Fig. A3). This is be-
cause, in images partially masked by cloud cover, some pix-
els containing useful information are likely removed, which
can lead to a less accurate determination of emissions. Simi-
larly, if the threshold of cloud cover above which XCO2 im-
ages are discarded from the analysis is increased from 1 % to
2 % or 5 %, the performance of the methods does not signif-
icantly increase, unlike the number of estimates, which can
increase, for example, by 12 % and 29 %, respectively, when
using the LCSF method (Fig. A4).

3.4 Impact of uncertainty in the wind

As mentioned above, in order to assess the impact of poten-
tial uncertainties in the wind, a series of inversions is carried
out using a different wind product than the one used to gen-
erate the synthetic XCO2 and NO2 data. For this purpose,
the SMARTCARB winds are replaced by ERA5 winds, and
the differences between these two wind products are charac-
terized at the sites of this study by random and systematic
components (Sect. 2.3 and Fig. A3). Notably, ERA5 winds
show systematically lower values.

For all inversion methods, the global accuracies of the es-
timates, evaluated in terms of relative absolute deviations,
are only slightly reduced when using ERA5 winds instead of
SMARTCARB winds (green vs. red plots in Fig. 4b). There
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are a few possible explanations for this: the temporal or spa-
tial uncertainties in wind components are only a minor source
of uncertainty compared to other factors impacting the de-
termination of estimates by the different inversion methods,
such as uncertainties in the XCO2 and NO2 column densities
(Sect. 2.2) or oversimplified assumptions in plume detection
or quantification algorithms. Kuhlmann et al. (2020, 2021)
showed, for instance, that the determination of the CO2 back-
ground field could introduce significant uncertainties into the
estimates. Furthermore, as indicated by Reuter et al. (2019),
one of the important benefits of satellite imagery is that un-
certainties related to meteorological variables likely average
out when emission estimates are sampled along significant
areas of plumes.

However, the fact that ERA5 wind values are systemati-
cally lower than values of SMARTCARB winds has an im-
pact on the median values of the relative deviations, i.e., the
biases in the estimates. While the accuracies in terms of rel-
ative absolute deviations are slightly affected when using ei-
ther of the wind products (green vs. red plots in Fig. 4b), bi-
ases may be significantly increased, as in the cases of the GP
and LCSF methods, whose estimates are, on average, under-
estimated if inversions use ERA5 winds instead of SMART-
CARB winds. The lower amplitudes of the ERA5 winds also
explain why the results for the IME and CSF methods im-
prove, especially regarding the 95th percentiles of the ab-
solute deviation distributions, which decrease from around
504 % and 411 % to 370 % and 286 %, respectively. The sys-
tematic overestimation of the estimates evidenced above for
the CSF and IME methods is therefore mitigated when using
ERA5 winds (Fig. 4a).

As mentioned previously (Sect. 2.3), the benchmarking
scenario in which inversions are performed with ERA5 winds
and data filtered for cloud cover is the closest approximation
to real conditions for monitoring emissions from data images
delivered by satellites. In this scenario with CO2 and NO2
data, the GP and LCSF methods show the best performances
in terms of global accuracy, with IQRs of 25 %–62 % and
17 %–55 %, respectively, for the distributions of the absolute
relative deviations (red boxes in Fig. 4). It is interesting to
note that the overall accuracies of these methods are simi-
lar for this realistic scenario and the ideal scenario, where
inversions are performed with cloud-free data and SMART-
CARB winds. Conversely, the number of estimates strongly
decreases when inversions are performed with cloud-filtered
data – for example, from 2722 to 318 estimates for the LCSF
method (see Table 3).

4 Results of the annual and monthly emission averages

4.1 Annual estimates

To evaluate how well an inversion method performs on an
annual basis, we include all image estimates generated by

the method, regardless of their uncertainty. We calculate an-
nual estimates for a given source using the following three
methods, as described in Sect. 2.4: (1) taking the average of
all available image estimates for the source over the entire
year, (2) taking the weighted average of these image esti-
mates based on their uncertainty, and (3) taking the median
value of these image estimates. Because the Div method only
provides one estimate per year, its annual estimates are the
same, irrespective of the calculation method used. In order
to compare, for a given source, the three estimated annual
values to the true emissions, we define the latter as the arith-
metic mean of the true emission values for the source over
all 365 days of the year.

As noted earlier (Sect. 2.1.5), the Div method computes
an annual emission estimate for a given source by averag-
ing the divergence map from all available overpasses corre-
sponding to 2015. However, the other methods select over-
passes that succeed in detecting plumes, likely increasing the
reliability of their estimates. These selections generally cor-
respond to conditions – in terms of wind, background vari-
ability, or emission strength – that should be favorable to all
methods, including the Div method. The lack of selection,
and thus the use of unfavorable overpasses when applying
the Div method, may therefore hamper the comparison be-
tween the annual estimates from the Div method and those
from the other methods.

When annual estimates are calculated as arithmetic means
or medians of individual image estimates, the GP and LCSF
methods generally outperform the other methods. Indeed, for
cloud-free inversions with CO2 and NO2 data, the median
deviations for the annual arithmetic means (solid lines in the
second column of Fig. 5) are 8 % (GP), 14 % (LCSF), 73 %
(IME), 35 % (CSF), and 64 % (Div), and the median devia-
tions for the annual medians (dotted lines in the second col-
umn of Fig. 5) are 14 % (GP), 21 % (LCSF), 54 % (IME),
13 % (CSF), and 64 % (Div). However, if annual estimates
are calculated as the means of image estimates weighted
by their uncertainty, the relative performance of the meth-
ods changes. In this case, the median deviations for the an-
nual weighted means (dashed lines in the second column of
Fig. 5) are 28 % (GP), 48 % (LCSF), 46 % (IME), and 12 %
(CSF). Thus, using weighted means to calculate annual es-
timates significantly improves the performance of the IME
and CSF methods, especially for low-emitting sources, while
having a negative impact on the GP and LCSF methods. This
finding indicates the reliability of the uncertainties in the es-
timates produced by the IME and CSF methods compared to
those of the other methods, and if we use weighted means to
compute the annual estimates, the accuracies of the IME and
CSF methods increase significantly.

Figure 6 displays the inversion results for the annual es-
timates in a different but complementary way compared
to Fig. 5: the estimated annual emissions are represented
with respect to the true ones, which, in particular, highlights
whether annual estimates are over- or underestimated for a
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Figure 5. Performance of the inversion methods for annual estimates of CO2 emissions. The markers represent, for a given source, the
relative absolute deviations from the true annual emissions of the arithmetic means (squares), the weighted (w.) means (diamonds), and
the medians (circles) of the estimates over a year. The lines represent the median values of the annual estimates over the entire set of
sources. The inversions are performed using cloud-free CO2 data and SMARTCARB winds (first column), cloud-free CO2 and NO2 data
and SMARTCARB winds (second column), cloud-filtered CO2 and NO2 data and SMARTCARB winds (third column), and cloud-free CO2
and NO2 data and ERA5 winds (fourth column). Note that “(1)” indicates that for the divergence method, the inversions in the third and
fourth columns are performed using CO2 data only. The marker color indicates the true annual CO2 emissions of the corresponding source.

certain type of source and by a given inversion method. In or-
der to consider the best performance for each method accord-
ing to what has been shown above, the annual estimates rep-
resented in Fig. 6 and used in the analysis of the results below
are the arithmetic means of single-image estimates for the
LCSF and GP methods, while they are the weighted means
for the IME and CSF methods. Furthermore, Fig. 6 illustrates
more clearly than Fig. 5 that, when weighted averages are
used as annual estimates, the latter methods produce annual
estimates whose precision is comparable for both weak and
strong sources, whereas the global precision of estimates de-
rived from single images by these methods is significantly
lower for weak sources (Fig. 3). Averaging single-image es-
timates weighted by their uncertainty thus strongly increases
the performance of the IME and CSF methods at the an-
nual scale for low-emitting sources. However, even though
the amplitudes of the relative deviations are similar between
strong and weak sources, they have opposite signs: annual
estimates for strong sources are generally underestimated,
while annual estimates for weak sources are generally over-
estimated.

Contrary to the results for the estimates retrieved from
single images (Fig. 4), the CSF, GP, and LCSF approaches
show similar performance, with a slight advantage for the GP
method when estimating annual emissions and considering
the ensemble of the benchmarking scenarios. For example,
in the case of inversions from cloud-filtered CO2 and NO2
data with SMARTCARB (ERA5) winds, the relative RMSEs
are 18 % (27 %) (CSF), 20 % (20 %) (GP), and 17 % (31 %)
(LCSF). The analysis in Fig. 3 shows that the LCSF method
produces single-image estimates that are slightly more ac-
curate but more biased than those of the GP method. Thus,
compensating for errors when averaging single-image esti-
mates over a year may be less effective for the LCSF method
than for the GP method, leading to similar global accura-
cies for both methods. For instance, the LCSF method has
a greater tendency to underestimate high emissions (fourth
row of Fig. 3), which likely explains why, contrary to the GP
method, it systematically underestimates the emissions from
the high-emitting power plant located in Jänschwalde, re-
gardless of the inversion scenario used (Fig. 6). With respect
to its results for single-image estimates, the CSF method
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Figure 6. Estimated vs. true annual emissions for four inversion
scenarios (titles of the panels). For the IME and CSF methods, an-
nual estimates are calculated as weighted means of the single-image
estimates, while they are calculated as arithmetic means for the GP,
LCSF, and Div methods. Each marker represents a given emission
source, and each color indicates a given inversion method. The un-
filled markers represent the median values of all the estimates for
each source. The divergence inversion method uses CO2 data for
all the inversion scenarios. The plain line represents the 1:1 line. In
each panel, the legend in the bottom-right corner displays, for each
inversion method, the relative RMSE, which is calculated by di-
viding the RMSE between the estimated and true annual emissions
by the median of the true annual CO2 emissions from all sources
(∼ 9.6 Mt yr−1).

shows significantly better results at the annual scale when
annual estimates are computed as weighted averages of the
single-image estimates.

Even when annual estimates are computed for the IME
method as weighted averages of the single-image estimates,
this method still shows lower accuracy compared to the CSF,
GP, and LCSF methods. For example, the median values of
the deviations for the annual estimates are 39 % (IME), 20 %
(CSF), 11 % (GP), and 21 % (LCSF) when considering the
best scores for the inversions performed with ERA5 winds
and cloud-filtered data (fourth column of Fig. 5). The relative
performance of the IME method is even worse when analyz-
ing performance in terms of RMSE because, despite weight-
ing estimates according to their quality or uncertainty in the
annual averages, this method produces annual estimates that,
for some sources, strongly deviate from the actual values, as
seen in the cases of the Boxberg and Schwarze Pumpe power
plants (Fig. 6). Moreover, the deviations of the Div method
compared to those of the CSF, GP, and LCSF methods are
higher for most of sources, except for strong sources (with
true annual emissions exceeding 15 Mt CO2 yr−1), when in-
versions are performed using cloud-filtered data and ERA5
winds (fourth column of Fig. 5).

It is noteworthy that annual estimates for most inversion
methods are comparable between inversions using data with
clouds and those using data without clouds (cf. the second
and third columns in Fig. 5), and, surprisingly, the devia-
tions of the IME and Div approaches are even smaller for
inversions with cloud-filtered data. Despite significant dif-
ferences in the number of image estimates between the two
inversion configurations (i.e., cloud-filtered and cloud-free),
annual estimates are, on average, only slightly affected when
cloud cover is considered in the data, at least with respect
to the year and sources examined in this study. However,
even though the relatively small number of image estimates
in the inversion configuration with clouds does not hinder
most methods from determining annual emissions for most
sources, discrepancies can be high for some sources when
estimates do not correctly sample the entire year, thus in-
troducing a significant temporal bias. For example, the GP
method mostly estimates emissions during summer for the
Jänschwalde power plant when it uses the cloud-filtered in-
version setup, explaining the strong underestimation of the
annual emissions of this source compared to the cloud-free
case (top-left vs. bottom-left panels of Fig. 6). This also
explains why the RMSE increases significantly for the GP
method (from 13 % to 20 % when inversions use SMART-
CARB winds) when cloud cover limits the number of single-
image estimates. The IME method is also impacted by this
temporal bias when the number of estimates is too small to
properly capture the seasonal cycle of the emissions, as in
the case of the Boxberg power plant. Moreover, regardless of
the benchmarking scenario, most inversion methods produce
annual estimates for all the sources studied in this work, with
the notable exception of the Div approach, which estimates
annual emissions for only 10 out of 16 sources. This limita-
tion, also present for cloud-free data configurations, is related
to the fact that some sources do not produce strong enough
divergence peaks from which annual estimates can be made
using this method.

As for the results concerning single-image estimates, the
use of ERA5 winds instead of SMARTCARB winds has, on
average, a very low impact on the annual estimates delivered
by the IME, CSF, GP, and LCSF methods. For emissions esti-
mated from cloud-free CO2 and NO2 data, the median devia-
tions obtained when inversions use SMARTCARB winds are
46 % (IME), 12 % (CSF), 8 % (GP), and 14 % (LCSF), and
when inversions use ERA5 winds, they are 46 % (IME), 12 %
(CSF), 9 % (GP), and 12 % (LCSF), as shown in the compar-
ison between the second and fourth columns of Fig. 5. On the
other hand, the overall accuracy of the Div method improves
when inversions use ERA5 winds rather than SMARTCARB
winds to estimate emissions. In this case, annual estimates
are less prone to overestimation due to the generally lower
amplitude of ERA5 winds compared to that of SMART-
CARB winds (Fig. A2). This also explains the stronger un-
derestimation of the emissions of strong sources by the LCSF
method, resulting in a decrease in the accuracy of the an-
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Figure 7. Annual and monthly estimates of true and estimated emis-
sions for different sources and different inversion methods. Each
panel is associated with a given source. Plain lines and markers rep-
resent annual averages and monthly averages, respectively. Colors
and markers are associated with different inversion methods (true
emissions are represented by black circles). Annual and monthly
estimates for the IME and CSF methods are the weighted means
of image estimates. Annual and monthly estimates for the GP and
LCSF methods are the means of image estimates, while for the di-
vergence method, we also use the annual estimates for monthly esti-
mates. All inversion methods use cloud-filtered CO2 and NO2 data
(with only CO2 data used for the Div method) and ERA5 winds.

nual estimates for these types of sources when this method
uses ERA5 instead of SMARTCARB winds (bottom-left vs.
bottom-right panels of Fig. 6).

The overall precision of the annual estimates computed by
the IME, CSF, GP, and LCSF methods is, for all the bench-
marking scenarios, significantly higher than the overall pre-
cision of their single-image estimates. For example, when in-
versions are performed with ERA5 winds and cloud-filtered
data, which is the benchmarking scenario with the poorest
results, the median deviations of the annual estimates are
39 %, 20 %, 11 %, and 21 % for the IME, CSF, GP, and LCSF
methods, respectively, whereas the median deviations of the
single-image estimates are 73 %, 35 %, 46 %, and 37 %, re-
spectively. Despite the biases that can hamper the image esti-
mates, compensating for errors when averaging across a year
allows us to generate annual estimates that are more precise,
and this positive effect is amplified when error-weighted av-
erages are used, as in the cases of the IME and CSF methods.

4.2 Monthly estimates and seasonal cycles

Monthly estimates can be computed using the same three
methods as those used for the annual estimates, but, accord-
ing to the results analyzed in the previous section, we choose
to estimate monthly emissions using the method that leads
to the best performance at the annual scale. Monthly esti-
mates are thus calculated as arithmetic means for the GP
and LCSF methods and as weighted means for the CSF and
IME methods. Accordingly, considering the distributions of
image estimates month by month allows us to study how

well inversion approaches capture the seasonal cycle of the
true emissions. The analysis in Fig. 7, however, shows that
none of these approaches are able to do this when the cloudy
pixels are masked: the seasonal cycle of the actual monthly
emissions, i.e., the maximal/minimal emissions for winter/-
summer months, is not reproduced by the inversion methods,
whose estimates are characterized by an erratic monthly evo-
lution, leading to inconsistent seasonal cycles. Even when
a method correctly estimates annual emissions, some of its
monthly estimates may be in significant disagreement with
the true monthly emissions, as is the case for the CSF method
using the Heyden source and the LCSF method using the
Dolna Odra source (Fig. 7). Moreover, the methods gener-
ally fail to produce estimates for the winter months of the
year due to the temporal sparsity of data when the impact of
cloud cover is taken into account.

If the number of estimates is higher, i.e., when clouds
are not considered in the data, seasonal cycles derived from
monthly estimates are in better agreement with those of the
observations for most of the inversion methods, and the am-
plitude of the seasonal cycle of the data can be well repro-
duced, as is the case for the Jänschwalde and Dolna Odra
sources, for example (Fig. A5). However, the averaged values
of the seasonal cycles of the monthly estimates, i.e., the an-
nual estimates, can still be in strong disagreement with those
of the data, even when the number of estimates is higher. This
fact supports the presence of systematic biases in the esti-
mates, which were evidenced for most of the methods in the
analysis of the results for single-image estimates (Sect. 3.1).

5 Discussion

5.1 Accuracy vs. number of estimates

For a given benchmarking scenario, the analysis conducted
in Sect. 3 evaluated the performance of the different meth-
ods in inferring estimates from individual images by con-
sidering all the estimates provided by each method for this
scenario. In other words, the analysis did not integrate any
diagnostics regarding the quality of the estimates from these
methods. However, we demonstrated in Sect. 4.1 that com-
puting annual means of estimates weighted by their uncer-
tainties can significantly improve the accuracy of the annual
estimates when uncertainties are effectively characterized, as
in the cases of the IME and CSF methods. Therefore, a study
of the performance of the inversion methods in generating
single-image estimates from synthetic XCO2 images should
also integrate a characterization of the quality of these es-
timates. More precisely, different performance indicators or
error estimates can be derived from the application of the in-
version methods, and such indicators can be used to identify
and select the most reliable estimates. Nevertheless, there are
no objective criteria for imposing a threshold on the quality
of the estimates; higher-quality thresholds come with smaller
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sets of estimates, and optimal values depend on the inversion
method. Indeed, not only do the different inversion methods
calculate uncertainties in the estimates in different ways, but
these computed uncertainties also reflect only part of the to-
tal/actual uncertainties, focusing on subsets of sources of un-
certainties that differ across the different methods.

For a given inversion method, we attempt to create an ef-
fective quality indicator (QI) that would allow us to select es-
timates in such a way that the global accuracy of the method
increases as the QI increases and that would provide indi-
cations of the actual/total errors. We assume that the uncer-
tainties in the estimates derived from the methods provide
the best basis we can obtain from the algorithms described
in Sect. 2.1 for the derivation of such an indicator. In princi-
ple, since we are dealing with sources of quantitatively dif-
ferent amplitudes (see Sect. 2.3), we should derive the QI
in terms of relative uncertainty. Moreover, if we define the
QI as a threshold, selecting the estimates whose relative un-
certainties are below it, we should select the most reliable
estimates, regardless of the strength of the source they are
associated with. However, this would be true if the methods
operated independently with respect to the amplitudes of the
emissions, and this is not the case for most methods, as il-
lustrated in Sect. 3.1. The CSF and IME methods, for exam-
ple, strongly overestimate low-emitting sources compared to
high-emitting sources, which implies that the relative uncer-
tainties in weak sources are underestimated by these methods
(Fig. 3). Therefore, if the threshold value of relative uncer-
tainty were decreased, we would tend to select more bad es-
timates than good ones, and the overall performance would
decrease. Therefore, for these methods, we prefer to select
estimates based on their uncertainties rather than their rela-
tive uncertainties, which mitigates the impact of bias on the
estimation of low-emitting sources.

In any case, determining whether a QI should be based
on absolute or relative uncertainties depends on whether
the overall performance of the method improves when es-
timates with decreasing absolute or relative uncertainties are
chosen. Preliminary tests (not shown here) have established
that the overall accuracy of the IME and CSF methods in-
creases when the absolute uncertainty below which estimates
are selected decreases. For the GP and LCSF methods, this
behavior is observed when relative uncertainties are used to
discriminate estimates. Consistently, for all methods, an in-
crease in performance is associated with a reduction in the
number of estimates, and, in order to obtain a significant
number of high-quality estimates, the value of uncertainty
corresponding to the maximal accuracy of the method is ar-
bitrarily set to the 10th percentile of the distribution of the
absolute or relative uncertainties. Then, by varying the QI
between this value and the maximal uncertainty in its esti-
mates, each method can be associated with a range of accu-
racies and the respective number of estimates for a specific
benchmarking scenario (e.g., the cloud-filtered or cloud-free
configuration). In other words, inversion results can be rep-

Figure 8. Accuracy of inversions vs. the number of single-image es-
timates. The inversion methods shown here use cloud-free CO2 and
NO2 data and SMARTCARB (SMARTC.) winds. The filled areas
represent the interquartile ranges of the distributions of the relative
absolute deviations, based on the number of estimates. The 95th
percentiles of the distributions are represented in the inset. Points
belonging to the same curve are associated with different QIs, and
from left to right along the curves, points are associated with a de-
creasing QI. The points at the left and right ends of the curves are
associated with the maximal and minimal QIs, respectively.

resented by curves illustrating accuracy vs. the number of es-
timates, which provides, for each inversion method, a com-
plete overview of its performance in terms of accuracy and
the number of estimates.

To assess the inherent performance of the methods with-
out considering the impact of cloud cover or uncertainty in
the winds, inversion results are analyzed with respect to the
inversion configuration using cloud-free XCO2 and NO2 data
and SMARTCARB winds, i.e., the same winds used to gen-
erate the synthetic XCO2 and NO2 observations. Figure 8
illustrates that the overall accuracies of the CSF and IME
methods are highly dependent on their selection of estimates
and are therefore strongly correlated with the number of esti-
mates they provide. For instance, the IME and CSF methods
exhibit large increases in the third quartiles of their deviation
distributions when the QIs of their estimates decrease, rising
from 81 % to 231 % (IME) and from 43 % to 75 % (CSF).
For these methods, selecting estimates based on their qual-
ity indicators appears to be effective as the third quartiles
and 95th percentiles, which indicate the proportion of poor
estimates, significantly decrease with an increasing quality
index, i.e., with a decreasing number of estimates. There-
fore, the IME and CSF methods are very likely to produce
reliable uncertainty estimates in the individual emission es-
timates, and the definition and derivation of their QIs reflect
the level of accuracy of their estimates.

The LCSF and GP methods display a slight correlation be-
tween most of their accuracy indicators and the number of es-
timates. For instance, the third quartiles of the distributions
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of relative absolute deviations remain relatively stable, vary-
ing only from 46 % to 56 % and from 51 % to 59 % for the
LCSF and GP methods, respectively, over the entire range of
the number of estimates. For these methods, the trade-off be-
tween precision and the number of estimates is not a critical
issue, and retrieving a significant number of estimates does
not imply a significant deterioration in accuracy. On the other
hand, this also indicates that the current quality indicators for
the GP and LCSF methods do not reflect the total/actual un-
certainties in their estimates.

As the methods present different sensitivities of accuracy
to the number of estimates, the relative performances of the
methods in terms of accuracy change according to the num-
ber of estimates. In other words, as is the case for the LCSF
and CSF methods (Fig. 8), one method may outperform an-
other method depending on the number of estimates we con-
sider. Indeed, when considering fewer than 1000 estimates,
the CSF method is characterized by better precision than the
LCSF method for all statistical indicators and, in particular,
for the 95th percentile of the deviation distribution. The best
performance of the CSF method in terms of precision is then
reached when using ∼ 400 estimates, where the median of
the deviations is ∼ 25 % compared to ∼ 29 % for the LCSF
method. However, if the number of estimates increases be-
yond 1000, the LCSF method starts outperforming the CSF
method with respect to the 95th percentile, and when esti-
mates are not filtered by their QI (right ends of the curves
in Fig. 8), it totally outperforms the CSF method, not only
in terms of precision, but also in terms of the number of
estimates. If all estimates are considered, the LCSF (CSF)
method generates 2722 (2028) estimates, whose deviations
from the truth are characterized by an IQR of 17 %–56 %
(17 %–75 %). Furthermore, the LCSF method discards out-
liers much more efficiently than the CSF method, insofar as
the 95th percentile of the deviation distribution is much lower
for the former method (118 %) than for the latter method
(341 %).

Selecting one method over another involves making a
trade-off between precision and the number of estimates ob-
tained. Taking the example from Fig. 8, if the primary ob-
jective of an application is to obtain as many estimates as
possible, the LCSF method is the preferred choice as it can
provide 2722 estimates, with the IQR of the deviations rang-
ing from 17 % to 56 %. On the contrary, if the main prior-
ity is to obtain estimates with the highest precision, the CSF
method is more suitable, providing approximately 400 esti-
mates, with the IQR of the deviations ranging from 11 % to
45 %. The trade-off between accuracy and the number of es-
timates in the choice of method is even more accentuated in
the case where inversions are made with ERA5 as the use of
this wind product increases the accuracy of the CSF method
by compensating for biases (Sect. 3.4). In this case, using
the CSF method, maximum precision can be obtained, with
an IQR ranging from 11 %–42 % for 650 estimates. If, on the
other hand, the LCSF method is used, a maximum number of

estimates (2670) can be obtained with an IQR of 18 %–55 %
(Fig. A6).

The difficulty in achieving the best possible precision for
a given method lies in determining an appropriate QI for its
estimates. Here, we adopted a relatively simple approach by
defining high-quality estimates as those with relative or ab-
solute errors below the 10th percentile of the distribution rel-
ative to all the uncertainties in the estimates. However, as
seen in the curves in Fig. 8, the highest precision may not
be achieved at this value but at a higher one, as seen in the
examples of the IME and CSF methods. This is because mis-
leading estimates, such as those resulting from the overlap
of plumes from two sources, can be characterized simultane-
ously by both very small uncertainties and significant devia-
tions from the truth, and their impact on the results becomes
significant when the number of estimates is relatively small.
More generally, the QIs defined in this study reflect the actual
uncertainties in the estimates to varying degrees, and the def-
inition of a more reliable QI that ensures increased accuracy
with higher index values and delivers the maximum achiev-
able precision for all of the methods is beyond the scope of
this study as it likely requires extensive research in order to
provide a common and accurate characterization of the total
uncertainties in the estimates for all the inversion methods.
Finally, we note that all the qualitative insights stated above
about the relationships between accuracy and the number of
estimates are also valid when considering inversions using
cloud-filtered data and ERA5 winds (Fig. A7).

5.2 Single methods vs. ensemble approaches

In this study, we create ensemble approaches by averaging
the single-image estimates – for the same source and from
the same individual image – produced by different inversion
methods. The aim is to obtain more robust and reliable pre-
dictions when individual biases and errors associated with
each approach compensate for one another. We thus want
to analyze whether an ensemble method, although more ex-
pensive from a computational point of view, would perform
quantitatively better than any single method among the CSF,
GP, and LCSF approaches, with these methods clearly out-
performing the IME method in terms of accuracy and the
number of estimates.

Four sets of ensemble approaches are considered: the first
one integrates the CSF, GP, and LCSF inversion methods,
and the remaining three integrate pairs of methods (CSF and
GP, CSF and LCSF, and GP and LCSF). Moreover, in or-
der to assess the impact of the QIs of the different inver-
sion methods on the performance of the ensemble meth-
ods, results are analyzed by considering (1) all estimates and
(2) only the best estimates produced by each method. As
results are assessed for inversions using ERA5 winds and
cloud-filtered data, which provide a relatively small num-
ber of estimates, we consider the best estimates to be those
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Figure 9. Performance of the inversion methods and ensemble ap-
proaches when estimating emissions with cloud-filtered CO2 and
NO2 data and ERA5 winds. The distributions of the relative abso-
lute deviations for all inversion results (in blue) and for the best
estimates (in orange), provided by each method (see the text), are
illustrated using violin plots. The boxes represent the interquartile
ranges of the distributions, the whiskers indicate the 5th and 95th
percentiles, and the lines within the boxes represent the medians.
Numbers in the interquartile-range boxes represent the number of
estimates for each benchmarking scenario and inversion method.

whose relative/absolute errors are below the 25th percentile
of their respective error distributions.

The ensemble approaches do not provide clear improve-
ments in terms of estimate accuracy over the individual meth-
ods from which they are derived (Fig. 9), except with regard
to the significant number of outliers produced by the CSF
method when estimates are not filtered: the 95th percentile of
the deviation distribution corresponds to 286 % for the CSF
method only, while it decreases to 160 % for the ensemble
approach combining the CSF, GP, and LCSF methods. On
the other hand, the skewness of the CSF distribution of devi-
ations leads to an increase in the 95th percentile of the devi-
ations of the ensemble approaches compared to the 95th per-
centiles of the deviations of the LCSF and GP methods. Oth-
erwise, the IQR of the deviations is similar for all the ensem-
ble and individual approaches, roughly ranging from 15 %
to 65 % when estimates are not selected based on their un-
certainty and from 15 % to 60 % when the best estimates are
selected. Therefore, errors and biases in the estimates pro-
duced by a given method are generally not compensated for
by the estimates of other inversion methods, which suggests
that, in general, for the same images and sources, the esti-
mates produced by other inversion methods may also present
larger errors or similar biases.

The great benefit of using ensemble approaches lies in the
significant increase in the number of estimates, which is a
crucial issue in the real world when the amount of satel-
lite data is strongly limited by cloud cover. The ensemble
approach combining the CSF, GP, and LCSF methods can
supply a maximum of 412 estimates over the year analyzed
in this study, representing a 30 % increase compared to the
LCSF method, which is the individual method that supplies

the most estimates (318). This result indicates that the CSF,
GP, and LCSF methods can provide estimates from differ-
ent images; i.e., if one method does not provide an estimate
from a given image, another method in the ensemble may,
conversely, provide one (Fig. A8). This allows the ensemble
method to produce a maximum number of estimates (412)
that is close to the number of usable satellite images (∼ 500).
When only the best estimates are considered, the ensemble
approach generates more than twice as many values com-
pared to the LCSF method (195 vs. 80), whereas the other
ensemble approaches (CSF and GP, CSF and LCSF, and GP
and LCSF) only provide about 140 estimates.

While combining the estimates generated by the CSF, GP,
and LCSF methods seems to be the optimal choice for an
ensemble approach, providing the largest number of predic-
tions, the computational cost of using these methods together
may not outweigh the benefits in terms of the number of es-
timates produced compared to when using a single method.
For example, in the most realistic scenario of inversions con-
ducted with cloud-filtered data and ERA5 winds, the com-
putational time required for the CSF–GP–LCSF ensemble
method is more than 3 times that of the LCSF method alone
(see Sect. 2.1), whereas the overall precision of the LCSF
method is better, and the increase in the number of estimates
is only 30 % when using the ensemble approach. Therefore,
if the performance of computer systems remains an impor-
tant factor to take into account, one would prefer to use the
LCSF method, which is the fastest method in this study, in-
stead of an ensemble approach.

In order to investigate the benefit of using ensemble ap-
proaches for the estimation of annual emissions, we use the
same three individual methods (i.e., the LCSF, GP, and CSF
approaches), which produce much better results than the IME
and Div methods (see Sect. 4.1). However, we consider dif-
ferent definitions of the annual estimates depending on the
inversion method: annual estimates are calculated as arith-
metic means of image estimates for the LCSF and GP meth-
ods, whereas they are computed as weighted means for the
CSF method. This choice corresponds to the best perfor-
mance at the annual scale found in this study for each method
(Sect. 4.1.) Besides, no selection of the estimates was per-
formed to compute the annual estimates, although the quality
of the estimates is integrated within the annual estimates of
the CSF method, which are averages weighted by the errors
in the estimates. Among the ensemble methods considered
here, for most of the benchmarking scenarios, only the ap-
proach combining the CSF and GP methods yields better re-
sults than the best individual method included in it (Fig. A9).
For example, when inversions are performed with cloud-
filtered data and SMARTCARB winds, the CSF method, the
GP method, and their ensemble approach are characterized
by relative RMSEs equal to 18 %, 20 %, and 16 %, respec-
tively. The benefit of using ensemble methods for estimating
annual estimates is thus questionable, especially considering
that the gain in accuracy, if any, is very small compared to the
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accuracy of the individual methods, which, depending on the
inversion scenario, produce more accurate annual estimates.
This is due to the fact that the inversion methods generate
annual estimates that are generally biased in the same way:
emissions from strong sources are generally underestimated,
while emissions from weak sources are generally overesti-
mated (see the median values in Fig. 6).

6 Conclusions

In this paper, we tested and benchmarked several lightweight
data-driven inversion methods for estimating local (city and
power plant) emissions from XCO2 and NO2 satellite im-
ages. The five methods studied were the integrated mass
enhancement (IME), cross-sectional flux (CSF), Gaussian
plume (GP), light cross-sectional flux (LCSF), and diver-
gence (Div) methods, with the latter generating only an-
nual estimates. Using a domain centered over the city of
Berlin, extending about 750 km from east to west and 650 km
from south to north, inversions were performed with almost
1 year of synthetic SMARTCARB XCO2 and tropospheric-
column NO2 satellite observations, featuring characteristics
similar to those of the upcoming CO2M mission. The abil-
ity of the inversion methods to estimate emissions was as-
sessed by comparing the deviations of the estimates from the
corresponding true values used in the simulations across 16
sources, including the city of Berlin and 15 power plants.
To obtain a complete overview of the performance, several
benchmarking scenarios were considered in order to analyze
the benefits of using auxiliary NO2 data, as well as the im-
pacts of cloud cover on the data and uncertainties in wind
data.

In terms of quantifying emissions from single satellite im-
ages, the implementations of the CSF, GP, and LCSF meth-
ods used in this study outperform that of the IME method.
Furthermore, we have demonstrated that the performance, in
terms of accuracy and the number of estimates, varies to a
greater or lesser extent depending on the method, with the se-
lection of the estimates based on their relative or absolute un-
certainty. The overall accuracy of the IME and CSF methods
is significantly enhanced when a strict screening for high-
quality estimates is applied, but this is at the cost of a no-
table decrease in the number of estimates. The GP and LCSF
methods, on the other hand, perform more robustly, show-
ing only a variation in their global precision with increasing
quality screening. This behavior highlights the need for these
methods to better characterize the uncertainties in the esti-
mates. When estimates are filtered, the CSF method yields
the best results in terms of accuracy, whereas when estimates
are not filtered, the LCSF method provides the highest num-
ber of estimates, with a slight decrease in accuracy. Overall,
the CSF, GP, and LCSF methods show similar accuracies for
all the benchmarking scenarios, and when the less reliable
estimates of the CSF method are removed, most of IQRs of

the absolute deviations range from 15 % to 60 %, with the
average of the median values being around 35 %. Moreover,
for the most realistic benchmarking scenario, i.e., for the in-
versions using cloud-filtered NO2 and CO2 data and ERA5
winds, the IME, CSF, GP, and LCSF methods generate, on
average, 6 (IME), 18 (CSF), 17 (GP), and 20 (LCSF) esti-
mates per source per year, with great differences observed
between sources (see Sect. 3.3). This is equivalent to a maxi-
mum number of estimates of 96 (IME), 295 (CSF), 274 (GP),
and 318 (LCSF) for all 16 sources. These figures are signif-
icantly lower than the number of usable images (∼ 500) that
a hypothetical constellation of three satellites can provide, as
analyzed here. This suggests that methodological improve-
ments could increase the number of estimates.

The accuracy of the CSF and IME methods was found to
depend on the strength of the sources, with significant er-
rors occurring when determining low emissions; the GP and
LCSF methods, in contrast, showed similar performances
across different ranges of emissions. Moreover, the advan-
tage of using co-located NO2 signals for plume detection
and quantification appeared to be clear for the CSF, IME,
and GP methods, for which the number of single-image es-
timates significantly increased, whereas this advantage was
rather weak for the LCSF method. When a cloud cover mask
was applied to the data, the number of estimates significantly
decreased for all the inversion methods, with an average re-
duction of 85 %. The global precision, however, hardly de-
creased and even improved for the IME method. For all the
inversion methods, the sensitivities of the results to wind un-
certainties were surprisingly found to be insignificant when
replacing the SMARTCARB winds (used in the simulation)
with ERA5 reanalysis winds. Finally, if we do not take com-
putational cost into account, the interest in using ensemble
approaches instead of a single method lies mainly in the in-
creased number of single-image estimates as the available es-
timates from the different methods complement each other.

Part of the effectiveness of the implementations of the
cross-sectional flux method may come from the generation of
multiple estimates of cross-sectional fluxes along plumes and
subsequent averaging in order to obtain a unique emission es-
timate for a given source and satellite overpass. It is probable
that errors in the satellite data or in the simplifying assump-
tions of the cross-sectional approaches partly cancel each
other out when averaging. The CSF implementation uses a
complex algorithm for plume detection, which makes it pos-
sible to use the total detectable plume, probably leading to
estimates more accurate than those of the LCSF implementa-
tion, which only uses observations near the source. However,
plume detection and the computation of the curved center-
line can fail for weak sources (i.e., short plumes), resulting
in a large number of outliers. In contrast, the LCSF imple-
mentation uses a simpler but more robust algorithm that em-
ploys the wind vector to estimate the location of the plume,
which likely explains why this method generates more es-
timates and does so without the need for NO2 data, unlike
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the CSF implementation. However, efforts should be made
to correct the systematic underestimation of strong emissions
by the LCSF implementation. A way forward could involve
merging the CSF and LCSF methods into a single algorithm
that leverages the advantages of both approaches.

When compared to other methods, the relative ability of
the GP method in estimating emissions probably relies on the
use of a Gaussian function, whose optimization determines
the emissions while taking into account the entire structure
of the plumes, and on calculating effective winds that are
consistent with those of the plumes. However, this optimiza-
tion – and thus the performance of the GP method – highly
depends on the first-guess values assigned to its parameters
(not shown). Moreover, in this study, the first-guess values of
the emissions correspond to the summer average emissions
for each source; this could serve as a strong constraint on the
estimated values and may lead to an overestimation of the
GP method’s performance in this benchmarking study. Fi-
nally, the GP method is computationally expensive due to its
“heavy” plume detection algorithm and the multi-parameter
optimization required for the Gaussian fitting of the plumes
(Table 1).

The IME method also integrates information retrieved
from the entire structure of the plumes, but, unlike the GP
method, it does not use this information when computing ef-
fective winds. Therefore, these winds may be inconsistent
with the characteristic lengths of the plumes used in the IME
method to estimate CO2 emissions (Sect. 2.1.4), which could
explain the relatively poor performance of the IME method
in this study. Varon et al. (2018) probably found that the IME
method was adapted to estimate CH4 emissions from high-
resolution plumes because they inferred a relationship be-
tween the effective winds and characteristic lengths through
LESs. Another drawback of the IME method is that it is very
sensitive to missing data as it requires complete coverage
of the plume area by data to efficiently integrate the total
mass enhancement. Other single-image methods (GP, CSF,
and LCSF) are less sensitive to missing data as they fit func-
tions to the data and can handle data gaps; this explains why
these methods provide a much larger number of estimates
when the impact of cloud cover on data is considered (see
Sect. 3.3).

In this study, we chose not to analyze the potential of the
divergence method for estimating instant emissions from sin-
gle satellite overpasses due to the lack of studies on such
an application of this method. As highlighted in the Intro-
duction, our aim is to compare proven approaches for the
local-scale estimation of strong sources (such as the appli-
cation of the divergence method to time averages of satellite
images). Moreover, the strong spatial variability in the diver-
gence fields derived from single images suggests that only
averaged fields could be processed properly with the version
of the divergence approach used here for annual estimates,
which relies on the peak fitting of temporally averaged diver-
gence fields. However, we conducted some preliminary anal-

ysis on a version of the divergence method that integrates
the divergence signal spatially (over disks centered on the
sources). The results, documented in Appendix A, demon-
strate that with a range of integration radii close to that of
the spatial resolution of the image, this approach could yield
estimates that would be comparable in terms of accuracy and
quantity to those of the best inversion methods in our bench-
mark evaluation for single-image-based estimates. A better
understanding of the behavior of this approach as a function
of the integration radius, as well as an assessment of the esti-
mation errors, is needed to conduct a proper comparison with
the other methods. This deserves further investigation. How-
ever, these preliminary results raise optimistic perspectives
regarding the potential of using the divergence method for
estimating instant emissions from single-overpass images.

When estimating annual emissions, the CSF, GP, and
LCSF methods outperform the Div and IME methods when
annual estimates are computed as error-weighted means of
single-image estimates for the CSF method and as arithmetic
means of these estimates for the GP and LCSF methods.
Across the different benchmarking scenarios, the GP method
shows better precision in its annual estimates because its
single-image estimates exhibit similar absolute deviations
from the truth but are less affected by biases compared to
the CSF and LCSF methods (see Fig. 3). However, despite
biases, errors in the single-image estimates provided by the
CSF, GP, and LCSF methods are likely compensated for
when averaging, and these methods also generate annual es-
timates with better precision compared to that used to gener-
ate single-image estimates. In the most realistic benchmark-
ing scenario – where inversions use cloud-filtered XCO2 and
NO2 data and ERA5 winds (and where performance is the
lowest compared to other scenarios) – the relative RMSEs
for the annual emissions of the 16 sources are 20 % (GP),
27 % (CSF), 31 % (LCSF), 55 % (IME), and 79 % (Div). The
relatively weak performance of the Div method could be ex-
plained by the fact that this method was originally developed
for the estimation of NOx emissions and by how the fields of
this chemical species are generally characterized by stronger
divergence peaks compared to those of CO2 fields. Its per-
formance may also be hindered by the fact that our imple-
mentation of this method does not select the overpasses from
which the annual divergence maps are derived (see Sect. 4.1).
Further investigation is needed to determine whether filter-
ing the overpasses, which could be favorable to the method,
would strongly increase the accuracy of the method’s annual
estimates. The performance of ensemble approaches, which
combine several inversion methods with respect to annual es-
timates, is not better – and in some cases, even worse – than
the individual methods. Finally, none of the methods were
able to correctly reproduce the monthly seasonal cycle of the
emissions when the data underwent cloud filtering, i.e., when
data were not available for some months, which highlights
the need for extensive temporal coverage of the observations
when aiming to capture the monthly variability in emissions.
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In addition to the technical improvements that could be
made to the algorithms of the methods, further developments
could extend this study, such as the integration of new data
streams for estimating CO2 emissions. These include satel-
lite data of co-emitted gases other than NO2, e.g., CO data
provided by TROPOMI. A companion paper (Hakkarainen
et al., 2024) analyzes the ability of the inversion methods
to determine NOx emissions from synthetic and TROPOMI
NO2 satellite data derived from the Matimba and Medupi
power plants in South Africa. The synthetic NO2 data are
extracted from the high-resolution MicroHH large-eddy sim-
ulations (LESs) (van Heerwaarden et al., 2017) and are used,
in particular, to study the NO2-to-NOx scaling factors that
are required for satellite-based estimations of NOx emis-
sions. Moreover, the capacity of the inversion methods to
estimate city emissions has been analyzed in this study us-
ing the single example of the city of Berlin, and, as most of
the methods provided correct estimates for its emissions, it
would be interesting to expand this study to other cities and
other local sources. Finally, this benchmarking study has not
integrated the new and promising inversion methods derived
from deep learning techniques (e.g., Lary et al., 2016). After
a potentially complex training phase, deep learning methods
could quickly process large amounts of data and provide esti-
mates with similar or better accuracy than those generated by
the methods studied here (Dumont le Brazidec et al., 2024).
They could also complement these methods by enabling finer
differentiation of the plumes from the background using ad-
vanced image segmentation techniques.

The aim of this study is to contribute to the development of
the CO2 Monitoring and Verification Support system, which
will use satellite data from the upcoming CO2M mission.
Moreover, although this benchmarking study was performed
using synthetic observations, the methods studied here can be
easily adapted for the analysis of real satellite observations
and to deal with sources of unknown locations, as demon-
strated in Hakkarainen et al. (2024).

Appendix A: Potential of the divergence approach for
estimating local CO2 emissions from single-overpass
satellite images of XCO2 and NO2

In this study, the performance of the divergence approach in
estimating local CO2 emissions from synthetic satellite im-
ages of XCO2 and NO2 is assessed using a standard version
of this approach (e.g., Beirle et al., 2021; Hakkarainen et al.,
2022), which provides temporally averaged estimates. Thus,
in the main part of this paper, results concerning the diver-
gence approach are analyzed in terms of annual means. How-
ever, following the suggestions of a reviewer (Steffen Beirle),
we also tested the potential of this method for estimating in-
stant emissions using single-overpass images. For this pur-
pose, we used two versions of the divergence approach that

Figure A1. Illustration of the divergence method used for the Jän-
schwalde power station in 2015, based on the synthetic SMART-
CARB dataset (see the text). The panels represent the annual fields
of the computed CO2 divergence (a) and the modeled CO2 diver-
gence (b), as well as the difference between both quantities (c). The
sink terms are considered negligible for CO2, while the divergence
fields are considered equal to the emission fields for CO2.

Figure A2. Norms of the ERA5 winds vs. norms of the SMART-
CARB winds at the sources considered in this study for all the
days of 2015. Black lines each represent the 1 : 1 agreement line.
Mean biases of the SMARTCARB norms minus the ERA5 norms,
as well as the RMSEs, are noted in the top-left corners of the panels.
MB: mean bias.

were modified for single-image geometry, as described in
Beirle et al. (2023).

For both versions, the computation of the divergence fields
is performed by only considering the advective term (106

·

Mair·U ·∇(VCD)) of the full expression of the horizontal flux
divergence (∇(106Mair∗U∗VCD)), where Mair is the dry-air
mass, U is the wind vector, and VCD is the vertical column
density (expressed in parts per million). Such reformulation
of the divergence method, which does not compute the diver-
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Figure A3. Performance of the inversion methods when using data
with or without clouds for emissions estimated from the same im-
ages. The inversion methods use CO2 and NO2 data and SMART-
CARB winds. The boxes represent the interquartile ranges of the
distributions of the absolute relative deviations, the whiskers indi-
cate the 5th and 95th percentiles, and the lines within the boxes
represent the medians. Note that “percent.” stands for percentile.

Figure A4. Performance of the LCSF method when estimating
emissions from single images of CO2 and NO2 without consider-
ing clouds (in red) and for different cloudiness thresholds (1 % (in
blue), 2 % (in orange), and 5 % (in green)). Distributions of the rela-
tive deviations (a) and relative absolute deviations (b) are illustrated
using violin plots. The boxes represent the interquartile ranges of
the distributions, the whiskers indicate the 5th and 95th percentiles,
and the lines within the boxes represent the medians. Numbers in
the interquartile-range boxes represent the number of estimates for
each benchmarking scenario.

gence of the wind term, was also used by Beirle et al. (2023)
for NO2. The advantage of this reformulation for CO2 is that
the background (e.g., a constant offset of 400 ppm) is implic-
itly removed.

These versions of the divergence approach differ from
each other in how they compute emissions from the diver-
gence maps associated with single-overpass images. The first
version integrates the divergence fields over disks centered
on the sources (Fig. A10). Moreover, to mitigate the impact
of the uncertainties in the observations, the emission estimate

Figure A5. Annual and monthly estimates of true and estimated
emissions for different sources and different inversion methods.
Each panel is associated with a given source. Plain lines and mark-
ers represent annual averages and monthly averages, respectively.
Dashed lines represent the fits of the monthly estimates by a second-
order polynomial. Colors are associated with different inversion
methods (true emissions are shown in black). Annual and monthly
estimates for the IME and CSF methods are the weighted means
of image estimates. Annual and monthly estimates for the GP and
LCSF methods are the means of image estimates, while for the di-
vergence method, we also use the annual estimates for monthly es-
timates. All inversion methods use cloud-free CO2 and NO2 data
(with only CO2 data used for the Div method) and ERA5 winds.

for a given satellite overpass and source can be computed as
the average of the estimates when integrating the divergence
signal over disks of different radii. This version of the diver-
gence approach will be referred to hereinafter as the integral
divergence method. The second version proceeds in a sim-
ilar way to the one used in the main part of the article and
fits a 2-D Gaussian function to the divergence maps in order
to retrieve source emissions (e.g., Beirle et al., 2020). The
modified peak-fitting model is similar to the original model
but has a reduced number of estimated parameters. Namely,
the parameters related to the background and those related
to the location correction are removed from the model. This
version of the divergence approach will be referred to here-
inafter as the peak-fitting divergence method.

For both versions, potential peaks are detected using NO2
fields, which are integrated over disks with a 6 km radius cen-
tered on the sources. If the integral of the divergence map on
the disk is larger than the integral of the area outside the disk,
then the enhancement, related to a given source and satellite
overpass, is considered strong enough, and the emission es-
timation can be carried out. Many sources in the SMART-
CARB dataset are weak, and enhancements may be barely
visible, which causes challenges for both versions.

To evaluate the potential of these two versions of the diver-
gence approach, we use the SMARTCARB dataset described
in Sect. 2.2, which provides about 3000 images, to deter-
mine the emissions of the 16 local sources that are consid-
ered in this study (if we take cloud cover into account, only
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Figure A6. Accuracy of inversions vs. the number of instant esti-
mates. The inversion methods shown here use cloud-free CO2 and
NO2 data and ERA5 winds. The filled areas represent the interquar-
tile ranges of the distributions of the relative absolute deviations,
based on the number of estimates. The 95th percentiles of the dis-
tributions are represented in the inset. Points belonging to the same
curve are associated with different QIs, and from left to right along
the curves, points are associated with a decreasing QI. The points at
the left and right ends of the curves are associated with the maximal
and minimal QIs, respectively.

Figure A7. Accuracy of inversions vs. the number of instant esti-
mates. The inversion methods shown here use CO2 and NO2 data,
ERA5 winds, and either cloud-free (a, c) or cloud-filtered data (b,
d). Results are shown for cases where true CO2 emissions from
sources are below (a, b) or above (c, d) 10 Mt yr−1. The filled areas
represent the interquartile ranges of the distributions of the relative
absolute deviations, based on the number of estimates. The 95th per-
centiles of the distributions are represented in the insets. Each point
belonging to the same curve is associated with a different QI, and
from left to right along the same curve, points are associated with
a decreasing QI. “True Emis” stands for true emissions, “perc.” for
percentile, and “quart.” for quartile.

Figure A8. Estimates produced by the IME, CSF, GP, and LCSF
methods across the days of 2015 (x axis) for CO2 emissions from
eight sources (y axis). For a given day, the availability of an esti-
mate from a given inversion method is illustrated by a color bar (for
an explanation of the colors, see the figure legend). Inversions use
cloud-filtered CO2 and NO2 data and ERA5 winds.

Figure A9. Estimated vs. true annual emissions for four inversion
scenarios (titles of the panels). Results are displayed for the CSF,
GP, and LCSF methods, as well as for the ensemble methods, which
combine two or three of these individual methods (e.g., CSF_GP).
For the CSF method, annual estimates are calculated as weighted
means of the instant estimates, while they are calculated as arith-
metic means for the GP and LCSF methods. Each marker represents
a given emission source, and each color indicates a given inver-
sion method. The divergence inversion method uses CO2 data only
for all the inversion scenarios. The plain line represents the 1 : 1
line. In each panel, the legend in the bottom-right corner displays,
for each inversion method, the relative RMSE, which is calculated
by dividing the RMSE between estimated and true annual emis-
sions by the median of the true annual emissions from all sources
(∼ 9.6 Mt CO2 yr−1).
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Figure A10. Divergence map estimated around the Jänschwalde
power station on 12 January 2015. Dashed circles indicate differ-
ent radii (3, 5, and 7 km) that define integration disks that can be
used by the integral divergence method.

500 images remain usable). Furthermore, we consider two
benchmarking scenarios where inversions are performed us-
ing CO2 and NO2 data with SMARTCARB winds (see Table
2 and Sect. 2.3). In one case, we use cloud-free data, while
in the other, we use cloud-filtered data.

An analysis of the deviations from the truth of the in-
stant estimates shows that the integral divergence approach
is strongly sensitive to the radius of the integration disks
(Fig. A11). No clear trend appears; however, errors increase
sharply for radii greater than 10 km, with a significant pres-
ence of outliers. Below this value, the absolute relative devi-
ations (Fig. A11b) may increase or decrease, depending on
the value of the radius. Furthermore, the integral divergence
approach may underestimate or overestimate emissions, de-
pending on whether the radius is smaller or greater than
∼ 4 km. A possible explanation for this behavior could be
that the impacts of the two main sources of errors in the diver-
gence method – namely, the uncertainties in the observations
and the influence of additional, but unwanted, sources on the
background of the divergence fields – evolve in opposite di-
rections as the integration radius increases. The impact of
the uncertainties is mitigated when the area of the integration
disk increases because errors are more likely to cancel each
other out. Conversely, the impact of neighboring sources on
the background of the divergence field intensifies as the inte-
gration radius increases because the likelihood of capturing
features in the divergence maps that are not directly related
to the emissions of the targeted sources grows. This impact
consistently introduces a positive bias into the estimates (as
we capture more sources) and is likely more important than
the one related to the uncertainties as the overall performance
degrades when the integration radius increases.

The peak-fitting divergence method is characterized by
poor performance compared to the integral divergence
method across the ensemble of integration radii considered

Figure A11. Performances of the different versions of the diver-
gence inversion method when estimating emissions from 1 year
of single images for different benchmarking scenarios: cloud-free
CO2 and NO2 data with SMARTCARB winds (in blue) and cloud-
filtered CO2 and NO2 data with SMARTCARB winds (in orange).
Distributions of the relative deviations (a) and relative absolute de-
viations (b) are illustrated using violin plots. The boxes represent
the interquartile ranges of the distributions, the whiskers indicate
the 5th and 95th percentiles, and the lines within the boxes represent
the medians. Numbers in the interquartile-range boxes represent the
number of estimates for each benchmarking scenario and inversion
method. The methods “DIV_Int_R= x km” and “DIV_PeakFit”
are the integral version (for an integration radius of x km) and
peak-fitting version of the divergence approach, respectively. For
a given overpass and source, the emission estimate of the method
“DIV_Int_R= x–y–z km” is the average of the estimates when in-
tegrating over circles with radii of x, y, and z km around the source.

here (Fig. A11). Estimating low-emitting sources may be
more difficult for the peak-fitting version as the fit of the 2-D
Gaussian function to the data associated with these sources
often fails and does not provide optimal and reliable pa-
rameter combinations, yielding poor and often overestimated
emission estimates. Therefore, even though the peak-fitting
divergence method is generally more efficient at the annual
scale, these results suggest that this is not the case when es-
timating instant emissions from single-overpass images.

The configuration of the integral divergence method,
which averages estimates across the integration radii of 2,
3, and 4 km, shows the best performance amongst the con-
figurations that we have tested. This is probably due to how
the impacts of the data uncertainties and the background are
well balanced for this range of radii and the fact that aver-
aging estimates across three different radii further reduces
the influence of the data uncertainties on the results. When
compared to other inversion methods analyzed in this study,
the performance of this configuration of the integral diver-
gence method is similar to that of the best inversion meth-
ods (Fig. A12). For the benchmarking scenario considering
cloud-free data, the relative absolute deviations are charac-
terized by a median value of ∼ 38 % and an interquartile
range (IQR) of ∼ 19 % to ∼ 64 %; these values are compa-
rable to deviations associated with the light cross-sectional
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Figure A12. Performances of the inversion methods when estimat-
ing emissions from 1 year of single images for different bench-
marking scenarios: cloud-free CO2 and NO2 data with SMART-
CARB winds (in blue) and cloud-filtered CO2 and NO2 data with
SMARTCARB winds (in orange). Distributions of the relative de-
viations (a) and relative absolute deviations (b) are illustrated us-
ing violin plots. The boxes represent the interquartile ranges of the
distributions, the whiskers indicate the 5th and 95th percentiles,
and the lines within the boxes represent the medians. Numbers in
the interquartile-range boxes represent the number of estimates for
each benchmarking scenario and inversion method. The methods
“DIV_Int_R= 2–3–4 km” and “DIV_PeakFit” are the integral and
peak-fitting versions of the divergence approach, respectively. For
a given overpass and source, the emission estimate of the method
“DIV_Int_R=2–3–4 km” is the average of the estimates when inte-
grating over circles with radii of 2, 3, and 4 km around the source.

flux (LCSF) method, which has a median value of ∼ 32 %
and an IQR of ∼ 15 % to ∼ 56 %. Notably, the integral di-
vergence method generates fewer estimates (2174) than the
LCSF method (2722) but more than the Gaussian plume (GP)
method (1776).

These preliminary results regarding the potential of the
integral divergence method for estimating local CO2 emis-
sions from single-overpass images of XCO2 and NO2 appear
promising, especially since this method allows for the detec-
tion of plumes from unknown sources (Beirle et al., 2021).
However, further investigation is required to properly assess
factors such as the integration radius based on data resolution
and to generalize this method with respect to various types
of satellite data. Additionally, a thorough quantitative error
assessment would be essential for evaluating the accuracy
of the estimates, enabling their classification and selection,
which would enhance the method’s overall performance.

Code and data availability. The code for the “ddeq” Python li-
brary (version 1.0) is available in the supplement of Kuhlmann
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