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Abstract. This paper presents an extensive investigation of
the signal fringe profile for the Fizeau interferometer used
in the first spaceborne wind lidar Aeolus and considers the
fundamental implications for the wind measurement accu-
racy in Aeolus and future systems. The early Aeolus de-
sign phase considered that the basic fringe would be made
up of a Fizeau instrumental component of ≈ 100MHz (full
width at half maximum, FWHM), folded with the laser pulse
spectral width of ≈ 50MHz (FWHM), both of Lorentzian
form. Fringe anomalies observed before the mission and
related to surface defects in the interferometer plates trig-
gered the development of wave-optic methods for analysis
of the fringe formation. These methods, herein described
in an instructional appendix, were subsequently found to
be essential for rigorous modelling of complex fringes for
different physical and optical arrangements. Initial signal
returns from Aeolus suggested that the Fizeau fringe pro-
file was in fact broadened with a large Gaussian compo-
nent. The laser pulse was subsequently shown to have a
profile close to Gaussian of ≈ 45MHz (FWHM) and thus
provided a partial contribution. However, detailed exam-
ination of experimental Aeolus fringes constructed from
ground return signals showed a large Gaussian component
up to ≈ 130 MHz (FWHM). Wave-optic modelling estab-
lished that Fizeau “aperture broadening”, of this form and
magnitude, would be generated for the input signal beam
of 500µrad field of view (FOV) set at a large angle of in-
cidence (AOI) of 300µrad. These findings have strong im-
plications for fringe shift and wind measurement accuracy,

as given in the quantum-limited Cramér–Rao expression and
the paramount importance of minimizing line width. Exten-
sive modelling and simulation for the broadened profiles cal-
culated above shows good agreement with measured Aeolus
global wind measurement accuracies and indicates that loss
of signal could be due to beam clipping at the field stop for
such a large AOI. It is established that optimization of the
present Aeolus Fizeau parameters could lead to a factor of
2.5 improvement in wind measurement precision. Future up-
grades of the Fizeau interferometer and the laser within rea-
sonable parameters suggest the potential for an factor of 7.6
improvement on the in-orbit performance.

1 Introduction

On 22 August 2018, the European Space Agency (ESA)
launched the first-ever spaceborne Doppler wind lidar,
Aeolus, into a sun-synchronous orbit at about 320km alti-
tude, with an orbit repeat cycle of 7 d (ESA, 2008; Schillinger
et al., 2003). Aeolus carried the Atmospheric Laser Doppler
Instrument (ALADIN) as a single payload and operated
successfully until April 2023 while additional instrument
tests were performed until the completion of the mission in
July 2023. ALADIN provided global profiles of the wind
component along the instrument’s line-of-sight (LOS) di-
rection from the ground up to about 30km altitude (ESA,
1999; Stoffelen et al., 2005; Reitebuch, 2012; Kanitz et al.,
2019; Reitebuch et al., 2020; Straume et al., 2020), mainly
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aiming to improve numerical weather prediction (NWP) and
medium-range weather forecasts (Weissmann and Cardinali,
2007; Tan et al., 2007; Marseille et al., 2008; Horányi et al.,
2015; Rennie et al., 2021). Especially wind profiles acquired
over the Southern Hemisphere, the tropics, and the oceans
contribute to closing gaps in the availability of global wind
data, which represented a major deficiency in the global ob-
serving system before the launch of Aeolus (Baker et al.,
2014).

For the use of Aeolus observations in NWP models, a de-
tailed characterization of the data quality as well as the min-
imization of systematic errors is crucial. Thus, several sci-
entific and technical studies have been performed and pub-
lished in the meantime, addressing the performance of AL-
ADIN and the quality of the Aeolus data products. In partic-
ular, NWP model data (Rennie et al., 2021), airborne wind
lidar measurements (Lux et al., 2020, 2022; Witschas et al.,
2020, 2022a), radiosonde observations (Martin et al., 2021;
Baars et al., 2020; Borne et al., 2024), and various different
ground-based instruments have been used to characterize the
quality of Aeolus horizontal LOS winds for different periods,
different geolocations, and different data products. In addi-
tion to that, the ALADIN instrument performance in space
was characterized by investigating the laser frequency stabil-
ity (Lux et al., 2021), the spectral performance of the Fabry–
Perot interferometers used to measure wind from the light
backscattered from molecules (Witschas et al., 2022b), and
the performance of the used detectors (Weiler et al., 2021;
Lux et al., 2024).

In this paper, we concentrate on the ALADIN Fizeau
spectrometer channel that is used to measure wind from
atmospheric Mie scattering, which mainly originates from
aerosols and clouds, leading to narrow-band backscattering
signals. Particularly in the last 2 years, significant advances
have been made in the detailed understanding of the spec-
tral performance of the Fizeau instrument and the many fac-
tors that contribute to its resultant spectral line shape, shift,
and width. This understanding has enabled the recent devel-
opment of two analytic algorithms based on a pseudo-Voigt
fitting method and the high-speed four-channel intensity ra-
tio technique R4, both discussed in Witschas et al. (2023b).
These algorithms provide significant advances in both statis-
tical accuracy and valid data gathering compared with the
currently available techniques originally developed before
launch. Additionally, at a more fundamental level, this de-
tailed understanding permits critical evaluation and review of
the many design and experimental parameters of the Fizeau
interferometer itself and the overall system.

The paper is thus structured as follows: the basic optical ar-
chitecture of the Aeolus spectrometers is outlined in Sect. 2,
with a summary of the Fizeau design parameters. Significant
anomalies of the Fizeau interference pattern, the so-called
fringe, found in early tests on ground, could not be explained
by classical ray optics and could only be replicated by rigor-
ous wave-optic modelling. Such wave-optic analysis has not

previously been applied to Fizeau interferometry and permits
rigorous investigation of all aspects of its optical science and
performance. For the benefit of readers, this material is pre-
sented in a semi-tutorial Appendix with programmatic guid-
ance. Section 3 then describes successive studies of the ex-
perimental line shape of Aeolus atmospheric and ground re-
turn signals. These proved to be notably different from the
simple Lorentzian profiles supposed in the original design
and development studies. The observed profiles are well ex-
plained by wave-optic modelling, presented in Sect. 4, with
detailed consideration of the illumination conditions, includ-
ing the field of view (FOV) and the angle of incidence (AOI).
These results are important for detailed signal-to-noise ra-
tio (SNR) and quantum-limited statistical accuracy. These as-
pects are summarized in the final section (Sect. 5), together
with guidance for future systems of improved performance.

2 The Fizeau spectrometer on Aeolus

2.1 Instrumental design

The instrumental architecture of ALADIN is sketched in
Fig. 1. In this paper, attention is directed to the Fizeau in-
terferometer and the optical components that can have an
impact on its performance. The setup of the rest of the in-
strument is only touched upon. A more detailed description
of the ALADIN instrument itself is given in ESA (2008)
and Reitebuch et al. (2018). The laser transmitters, and their
frequency stability, are discussed by Lux et al. (2020, 2021)
and the ALADIN spectral performance, and corresponding
instrumental drifts are discussed in Witschas et al. (2022b).

ALADIN carried two fully redundant laser transmitters,
referred to as flight models A (FM-A) and B (FM-B), emit-
ting laser pulses at a wavelength of 354.8nm (vacuum)
and which are switchable by means of a flip-flop mecha-
nism (FFM). After passing through a beam splitter (BS),
a half-wave plate (HWP) used to define the polarization
of the laser light, a polarizing beam splitter (PBS) used to
separate transmitted and received light, and a quarter-wave
plate (QWP) setting the transmitted laser light to circular po-
larization, the laser beam is expanded and coupled out us-
ing a 1.5m diameter Cassegrain telescope. To monitor the
frequency of the outgoing laser pulses and to characterize
the frequency-dependent transmission functions of the inter-
ferometers, a small portion of the laser radiation that leaks
through the beam splitter is further attenuated and used as
internal reference signal (Fig. 1, internal reference path).
The backscattered radiation from the atmosphere and the
ground is collected by the same telescope that is used for
emission (monostatic configuration) and is returned to the
transmit–receive optics (TRO), where a laser chopper mech-
anism (LCM) is used to protect the detectors from the sig-
nal returned during laser pulse emission, after a narrow-
band interference filter (IF) with a width of about 1nm has
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Figure 1. Sketch of the ALADIN optical receiver layout reproduced from Lux et al. (2021). QWP: quarter-wave plate; HWP: half-wave
plate; PBS: polarizing beam splitter; PBSB: polarizing beam splitter block; PBC: polarizing beam combiner; FFM: flip-flop mechanism;
BS: beam splitter; HR: high-reflectance mirror; LCM: laser chopper mechanism; FS: field stop; IF: interference filter; LT: light trap; ACCD:
accumulation charge-coupled device.

blocked the broadband solar background light spectrum. Fur-
thermore, the TRO contains a field stop (FS) with a diameter
of 88µm to set the FOV of the receiver to be only 18µrad,
which is needed to limit the influence of the solar background
radiation and the range of angles incident the spectrometers.

Behind the TRO, the light is directed to the interferome-
ters that are used to analyse the Doppler frequency shift of
the backscattered light to finally derive the wind speed along
the LOS direction of the laser beam. The light is first directed
to the so-called Mie channel via a polarizing beam split-
ter block (PBSB). After increasing its diameter from 20 to
36mm using a beam expander, which reduces its divergence
from 1mrad to 555 µrad, the light is directed to the Fizeau
interferometer, which acts as a narrow-band filter with a full
width at half maximum (FWHM) of 58 fm (138MHz) to
analyse the frequency shift of the narrow-band Mie backscat-
ter from aerosol and cloud particles. The Fizeau interferome-
ter spacer is made of Zerodur to benefit from its low thermal
expansion coefficient. It is composed of two reflecting plates,
separated by 68.5mm, corresponding to a free spectral range
(FSR) of 0.92 fm (2191MHz), which is chosen to be a fifth of
the FSR of the Fabry–Perot interferometers (FPIs) used in the
Rayleigh channel. The plates are tilted by 4.77µrad against
each other, and the space in between is evacuated. The resul-
tant interference patterns (fringes) are imaged onto the im-
age zone of an accumulation charge-coupled device (ACCD)
detector which has 16× 16 pixels (Weiler et al., 2021; Lux
et al., 2024). Different laser frequencies interfere at different
lateral positions along the tilted plates; therefore the hori-

zontal position of the fringe on the detector is a measure of
the frequency of the light incident on the Fizeau. The ACCD
does not image the entire spectral range covered by the aper-
ture but only a part of 0.69 fm (1.6GHz), which is called the
useful spectral range (USR). This so-called fringe imaging
technique using a Fizeau interferometer (McKay, 2002) was
specially developed for ALADIN (ESA, 1999).

The accumulated detector signal is converted into a volt-
age at the ACCD output and afterwards amplified and dig-
itized. Before digitization, an electronic offset voltage – the
so-called detection chain offset (DCO) – is applied to prevent
negative values in the signal (Lux et al., 2024).

The light reflected from the Fizeau interferometer is di-
rected towards the so-called Rayleigh channel on the same
beam path and linearly polarized in such a direction that the
beam is now transmitted through the PBSB. The Rayleigh
channel is based on the double-edge technique (Chanin et al.,
1989; Flesia and Korb, 1999; Gentry et al., 2000), where the
transmission functions of two FPIs are spectrally placed at
the points of the steepest slope on either side of the broad-
band Rayleigh–Brillouin spectrum originating from molec-
ular backscattered light. Further details on the FPI specifi-
cations for operation principles are given in Witschas et al.
(2022b). For the sake of completeness, the main specifica-
tions of the Fizeau interferometer are listed in Table 1.
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Table 1. Specifications of the Mie spectrometer of the ALADIN
instrument.

Parameter Value

Material Zerodur
Aperture 36mm
Plate spacing 68.5mm, vacuum gap
Free spectral range 0.92pm, 2191MHz
Wedge angle 4.77µrad
Plate reflectivity (in air) 0.85
Plate reflectivity (in vacuum) 0.88
Useful spectral range 0.69pm, 1.6GHz∗

Fringe FWHM 0.058pm, 138MHz∗

Input divergence 555µrad full angle∗

∗ Value taken from Reitebuch et al. (2009).

2.2 Initial findings for the Aeolus Fizeau
interferometer from on-ground characterization

In the Fizeau interferometer, light is successively reflected
between the surface coatings of the two plates set at the
required wedge angle. Multiple interference occurs, ideally
leading to straight-line fringes parallel to the wedge vertex.
Unlike the FPI, these fringes are localized close to the plate
surfaces and are often described as fringes of equal thickness.
In the ray-optic approximation the fringes may be considered
to trace out the loci of constant path separation between the
plates – thus giving straight-line fringes for ideally flat plates.
In practice, plates are not perfectly flat; however, minor de-
fects of order λ/100 across the plates are usually considered
to add to the fringe width to a relatively minor and accept-
able degree. Detailed analysis of Fizeau fringes has long been
carried out by techniques of ray optics, as given for exam-
ple in the classical text of Born and Wolf (1980) drawing on
the analysis of Brossel (1947) and developed by many sub-
sequent authors (Meyer, 1981; Kajava et al., 1993; McKay,
2002).

The plates selected for the ALADIN spectrometer were
polished in the early 2000s by the relatively new technique
of magneto-rheological finishing (MRF) (Jacobs et al., 1995;
Harris, 2011); the impact of this polishing technique on the
Fizeau interferometer performance was extensively investi-
gated by Vaughan and Ridley (2013) and Vaughan and Rid-
ley (2016). In the MRF technique, the surface is polished by
tracing over the optical element with a comparatively small
region of magnetically stiffened cutting medium. For the cir-
cular Fizeau plates, the cutting medium was traced in a spiral
pattern across the surface. Using the MRF technique, a sur-
face finish/roughness of less than 1nm is expected. Optical
examination and tests confirmed that the overall flatness and
smoothness of the plates fell within the specification of better
than λ/100, equivalent to ≈ 4nm. However, a detailed inter-
ferometric examination showed clear evidence of a regular
character to the defects with a circular, ring-like structure.

These successive rings/spirals appear to be centred approxi-
mately at the centre of the plates. Initial estimates suggested
that the pitch, which describes the radial distance between the
rings, was≈ 1mm with a depth of≈±4nm. This 1mm pitch
is consistent with the cutting interval of the MRF polishing
technique as it spirals over the plate (Vaughan and Ridley,
2016). In contrast, classical polishing techniques are differ-
ent. Here, defects of λ/100 might be expected but spread
in a single cycle across the full area of the plates to give a
weak departure from flatness – often described as “dishing”
or “bowing”. In the MRF technique, however, the plate sur-
face is much more rapidly corrugated with a peak-to-valley
distance for the defects of order 0.5mm, which corresponds
to half of the pitch.

Initial examination in the laboratory of the Fizeau fringes
revealed two rather unusual findings (Francou et al., 2017).
First, the fringes, rather than being generally uniform and ap-
proximately straight lines, were strongly modulated and ap-
peared to be broken up along their length into regions of high
and low intensity. Second, as the input frequency was varied,
meaning the fringe moved laterally across the plates, these
regions of high and low intensity traced out what appeared to
be equispaced circular rings with a centre close to the centre
of the plates. It thus became imperative to examine the po-
tential impact of these findings on the spectroscopic perfor-
mance of the Fizeau interferometer. The immediate concern
was the potential distortion of the vertically integrated fringe
profiles and resultant frequency shifts, which could lead to
significant errors in the frequency measurement and the wind
velocity accuracy. It was rapidly established that classical
techniques of ray-optic analysis, which do not account for
diffraction and changes of local slope at the plate defects,
could not explain the observed fringe anomalies. Accord-
ingly, a novel wave-optic technique (see e.g. Jakeman and
Ridley, 2006) was introduced and shown to accurately repro-
duce the observed fringes. The development of these meth-
ods and extension to the optical science and performance of
Fizeau interferometers is detailed in the Appendix and pro-
vides an underlying framework for the following sections.

3 Examination and analysis of Aeolus Fizeau fringes

From the most basic consideration of the Aeolus Fizeau in-
terferometer, the form of the raw signal fringe profile PRaw,
as it emerges from the detector, may be derived from

PRaw = PLas∗PFiz∗PDet, (1)

where ∗ denotes the convolution by the folding integral, PLas
the laser pulse profile, PFiz the Fizeau instrument profile,
and PDet the detector channel spectral profile. Equation (1)
gives a continuous profile. The actual discrete detector out-
puts can be found by evaluating it at locations corresponding
to the centres of the detector pixels. Note, also, that if the fre-
quency of the input laser light is varied in small steps, values
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of PRaw can be found at sub-pixel intervals (see e.g. Mark-
steiner et al., 2018, 2023).

The ALADIN laser transmitters were developed and built
by the company Selex Galileo (today Leonardo), who charac-
terized PLas by early laboratory measurements to be smaller
than 50MHz (FWHM) with a supposed Lorentzian spectral
shape (Cosentino et al., 2012, 2017). The Fizeau interferom-
eter was manufactured by the company Thales SESO (Fran-
cou et al., 2017). Its design specifications, notably plate re-
flectivity and wedge angle, were selected to minimize the in-
herent asymmetry of the Fizeau fringes (see also Sect. 2).
It was thus considered that the basic instrumental profile for
monochromatic input would be close to the Airy form (see
also Eq. 8), which can be conveniently written as a sum
of successive Lorentzians, spaced by the free spectral range
0FSR. With the specification of 0FSR = 2191MHz and a
plate reflectivity R = 0.88 (in vacuum), the equivalent single
Lorentzian profile representing PFiz would have a width of
0FSR ·(1−R)/(π R1/2)≈ 90MHz. Further, with the selected
fringe imaging lens, the 16 detector channels closely approx-
imate a rectangular “top-hat” function PDet with a width of
≈ 100MHz. On this analysis, with PLas and PFiz both hav-
ing a Lorentzian spectral shape, their combined profile would
also be Lorentzian with a width given by their linear sum
equal to ≈ 140MHz. The folding integral of a Lorentzian
and a top-hat function has a width given by the root sum of
squares, which leads to a resultant FWHM for the full raw
profile PRaw of ≈ 172MHz. These considerations have pro-
vided the basis for the original analytical algorithm, which
was developed for the analysis of Aeolus fringes and which
has been refined through successive improvements and up-
grades (Reitebuch et al., 2018). In essence, it applies a best-
fitting procedure of a pixelated Lorentzian to the measured
fringes after the signal has been corrected for the DCO and
the solar background signal.

In summary, the foregoing parameters immediately indi-
cate the problems of reliable, unbiased analysis. The actual
observed channel contents from the detector are highly av-
eraged representations (resolution of ≈ 100MHz) of the in-
cident fringe profile (width of ≈ 140MHz). Inevitably, any
fine detail is irretrievably lost, and any analytic technique
for derivation of frequency shift and width will have some
bias and inaccuracies depending on the assumed model of
the fringe profile and how closely representative it is of the
true fringe. These errors are likely to be reduced for model
profiles that most accurately match the actual profile. This
provides an additional underlying rationale for the present
investigations.

3.1 Further contribution to the Fizeau fringe profile

Several other factors can make a greater or lesser contribution
to the Fizeau interferometer output profile PRaw and need to
be considered. A partial listing would include, for example,
the spectral character of the incoming light field, such as spu-

rious background and laser frequency instability and jitter.
Other important considerations are the physical characteris-
tics of the incoming beam including AOI, FOV, and speckle
effects; the non-uniform illumination of the Fizeau plates;
and the impact of plate defects. Additionally, residual asym-
metries in the interferometric Fizeau profile may require cor-
rection, while detector performance issues – such as pixel
width non-uniformity, quantum efficiency variations, edge
effects, spill-over, and charge transfer efficiency – can also
impact results. These factors are discussed in greater detail
in the following sections where relevant. However, one factor
has an overall influence on PRaw, namely the non-uniformity
of plate illumination. Unlike FPI fringes, the Fizeau fringe is
localized in the plane of the Fizeau plates, which must then
be focused onto the detector plane. Thus, the precise form of
the Fizeau fringe registered by the detector is strongly im-
pacted by any lack of uniformity of the incident illumina-
tion at the plates. The Aeolus internal reference beam is well
established as non-uniform (see e.g. Witschas et al., 2022b)
and, without considerable post-detection correction, leads to
distorted fringes (Francou et al., 2017).

In comparison, Aeolus ground and atmospheric returns
should provide uniform illumination at the entrance to the
telescope, but this is, of course, subject to obscuration within
the telescope optics, most notably the secondary mirror and
its support structures. Various early analyses based on sim-
ple geometrical considerations of the obscuration were at-
tempted but are now superseded by the more soundly based
EMSR (effective Mie spectral response) correction (Wang
et al., 2024; Reitebuch et al., 2024). In this derivation, it is
considered that the broadband background signal, following
a Rayleigh–Brillouin (RB) spectral distribution (Witschas
et al., 2010; Witschas, 2011a, b), is close to spectrally uni-
form (i.e. flat) across the Fizeau spectral range. Hence, by
averaging and comparing Fizeau channel contents from ar-
eas dominated by pure RB signals, a good characterization
of the obscuration in the Fizeau telescope optics was derived
and used for correction. Subsequent wave-optic modelling of
the overlap of orders for the RB spectrum established that the
background across 1 order was indeed completely flat (see
also Sect. 4.5). It is worth mentioning that the EMSR cor-
rects not only for the obscuration but also for the actual illu-
mination of the Fizeau interferometer and its temporal evo-
lution. The EMSR correction thus provides the possibility
of retrieving the Fizeau fringe spectral shape with high ac-
curacy. This is particularly important for strong ground re-
turns which should be essentially monochromatic with no
additional Mie or Rayleigh response. Based on this, fringes
from ground return signals were acquired during instrument
response calibration (IRC) measurements. An IRC is per-
formed with the instrument LOS pointing in nadir direction
and changing the laser frequency in steps of 25MHz over a
spectral range of 1000MHz (Marksteiner et al., 2018, 2023).
The resulting ground return signals of such IRC measure-
ments enabled the construction of prototype Fizeau fringes

https://doi.org/10.5194/amt-18-2149-2025 Atmos. Meas. Tech., 18, 2149–2181, 2025



2154 M. Vaughan et al.: Spectral performance of Aeolus

and the detailed analysis of their spectral characteristics, as
is discussed in the following sections.

3.2 Fizeau fringe characterization by non-linear fit
procedures

To analyse the spectral characteristics of the Aeolus Fizeau
fringes in detail, internal reference signals (INT) as well as
atmospheric and ground return signals (ATM) from an IRC
measurement performed on 4 July 2019 are used as shown in
Fig. 2. To avoid the influence of broadband RB background
in the ATM signal, only the four fringes with the highest sig-
nal intensities were chosen and averaged as shown by the
black circles in Fig. 2b. Panel (a) shows the corresponding
fringe from the INT signal, which was also EMSR-corrected
using the illumination function as it is for instance charac-
terized by instrument spectral registration (ISR) measure-
ments (Witschas et al., 2022b). As the illumination charac-
teristics are different for the ATM and the INT path, differ-
ent EMSR corrections have to be applied. Furthermore, both
signals are corrected for the DCO, and the ATM signal is ad-
ditionally corrected for the solar background signal.

As described above, the Fizeau instrument function PFiz
as well as the laser profile PLas can be approximated by a
Lorentzian peak function according to Born and Wolf (1980),
Vaughan (1989), and Witschas et al. (2023b):

L(x)=
2IL
π
·

0L
4(x− x0)2+0

2
L
, (2)

where IL denotes the area under the peak, 0L the FWHM,
and x0 the centre position. The raw fringe profile, as given
by Eq. (1), has additionally been convolved with the detector
profile PDet, which can be described by a top-hat function
according to

PDet =
1
0TH
·H(x) ·

(
1
4
−

(
x

0TH

)2
)
, (3)

where H(x) is the Heaviside step function, and 0TH de-
notes the width of the top hat. The convolution of Eqs. (2)
and (3) can be derived analytically and results in a pixelated
Lorentzian Lpx(x) according to

Lpx(x)=
ILpx

π ·0TH
·

(
arctan

(
−2x0+0TH+ 2x

0L

)
+ arctan

(
2x0+0TH− 2x

0L

))
, (4)

where ILpx denotes the area under the peak. Now, Eq. (4) is
applied in a least-square fit procedure to the measured pro-
totype fringes, as shown by the dashed blue lines in Fig. 2.
The resulting fit parameters are given in the inset. It is ob-
vious that the accordance of the fit with the measured fringe
is not good, especially in the wings of the fringe, and this is
most pronounced for the ATM fringe (Fig. 2b). The resulting

widths are ≈ 160MHz for the INT and ≈ 185MHz for the
ATM signal, which is close to the estimate of ≈ 172MHz as
given above, when considering a laser pulse profile of width
≈ 50MHz and a Fizeau profile of width≈ 90MHz, both hav-
ing a Lorentzian shape. However, the poor accordance of the
fit reveals that the actual contributions to the fringe profile
are of different nature.

In light of this, it was investigated if a Voigt function V(x),
defined as the convolution of a Lorentzian L(x) (Eq. 2) and
a Gaussian peak profile G(x), represents the prototype fringe
with better accuracy:

V(x)= (L∗G)(x), (5)

where ∗ denotes the convolution of the folding integral, and

G(x)=
(√

4ln2
π
·

1
0G

)
· exp

(
−4ln2 ·

(
x− x0

0G

)2
)
, (6)

with 0G being the FWHM.
Although the Voigt function cannot be represented in an

analytically closed form, or rather without using special
functions, its FWHM 0V can be approximated with an ac-
curacy of better than 0.02% according to Olivero and Long-
bothum (1977) by

0V = 0.53460L+
√

0.21660L2
+0G2. (7)

Equation (5) is used to perform a numerical least-square fit to
the prototype fringes as shown by the purple lines in Fig. 2.
The resulting fit parameters are given in the inset. It is ob-
vious that there is excellent accordance between the proto-
type fringes and the fit for both the INT and the ATM sig-
nals. Both the slopes and the wing intensity are reproduced
very well. The fit yields an FWHM 0V of (1.69± 0.02)px
or (169± 2)MHz for the INT and 0V = (2.10± 0.01)px
or (210± 1)MHz for the ATM signal. For the INT sig-
nal, 0L = (0.86± 0.05)px and 0G = (1.17± 0.05)px and
for the ATM signal 0L = (0.72±0.06)px and 0G = (1.68±
0.04)px. From this, interesting characteristics of the fringes
can be derived. First, it can be seen that the width of the INT
fringe (169MHz) is close to expectations; however, the ATM
fringe is significantly broader (210MHz). Furthermore, it can
be realized that a large Gaussian component has to be consid-
ered in order to describe the prototype fringes with sufficient
accuracy, which is in contrast to all original expectations.
Wave-optic analyses, as later discussed in Sect. 4.2, have re-
vealed, that, for the ATM path, an off-axis illumination of the
Fizeau interferometer of ≈ 400µrad with a divergent laser
beam (≈ 500µrad) can explain the observed Voigt-shape and
width of the Aeolus Mie fringes.

The foregoing discussions outline the complexities of
Fizeau fringe formation and raise questions about how to
usefully resolve them. In order to answer these questions, the
underlying components PLas and PFiz and the impact of PDet
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Figure 2. Averaged Aeolus Fizeau fringes (EMSR-corrected and background-signal-corrected) depicted by the black circles for the internal
reference signal (a) and the ground return signal (b), retrieved from the instrument response calibration (IRC) measurement performed on
4 July 2019. The blue line indicates a best fit of a pixelated Lorentzian according to Eq. (4), and the purple line indicates a best fit of a Voigt
profile according to Eq. (5). Details of the fit results are given in the inset. See text for explanation of the symbols.

are examined in Sect. 3.3, leading to a better understanding
of the physical/optical nature and the implications for future
design.

3.3 Calculation of the basic components of the Aeolus
Fizeau interferometer fringe

In the framework of a pre-development programme that was
conducted in the early phase of the Aeolus preparation (Du-
rand et al., 2004), laboratory tests of the receiver breadboard
were performed, including the characterization of the Fizeau
interferometer. These measurements also defined the Fizeau
parameters as summarized in Table 1.

Initial laboratory measurements in air suggested experi-
mental line widths of 105MHz, in reasonable agreement with
a reflectivity finesse ofNR = 20.8 and consistent with a plate
reflectivity of R ≈ 0.85. However, in later measurements in
vacuum, line widths somewhat less than 100MHz were ob-
served. As shown by Stolz et al. (1993), reflectivity changes
of≈ 3% to shorter wavelengths can appear when going from
air to vacuum, due to changes in the dielectric coating lay-
ers. Reflectivity versus wavelength curves for a pair of plates
were available and showed that the reflectivity in vacuum,
for such a 3% wavelength shift, was closer to 0.88. This lat-
ter value has accordingly been used as a good representative
value for further investigations discussed in this study.

Furthermore, the Fizeau plates received a detailed exami-
nation of surface characteristics, revealing not only the semi-
regular fine-scale defects due to MRF finishing but also struc-
tures across a larger scale. Wave-optic modelling for these
measured defects showed fluctuations of frequency response
across the plate in the range of−10 to 2MHz, compared with

the input frequency (Vaughan and Ridley, 2013; Vaughan
and Ridley, 2016). The apparent FWHM also varied over
105± 7MHz. Later examination of the fringe profile shapes
indicated a Gaussian component that could approach up to
20MHz induced by the aforementioned plate defects.

Before the mission, the spectral pixel width was character-
ized in different laboratory tests to be in the range of 95 to
105MHz. Some of this variation was attributed to uncertain-
ties in the precise optical magnification between the detector
plane and the Fizeau instrument. Precise investigations of the
Aeolus system based on regular IRC measurements (Mark-
steiner et al., 2023) support a spectral pixel width of 94 to
95MHz throughout the entire mission time. For the sake
of simplicity and without impacting the drawn conclusions,
a spectral pixel width of 100MHz is used throughout this
study.

The uncertainties of the fringe position and the spectral
profile of these findings are relatively small, of order 10MHz
or less. As such, they are unlikely to explain the considerably
larger magnitude of the ATM prototype fringe FWHM of
2.10px (≈ 210MHz), as discussed in Sect. 3.2. This would in
fact require an input Lorentzian of ≈ 182MHz, to be folded
with the top hat of 100MHz (1px). And even then, the over-
all fringe profile cannot be described accordingly as shown
in Fig. 2.

The following three subsections describe techniques that
attempt to analyse the prototype fringe and to quantify
the profiles and magnitude of the individual contributions
(laser, Fizeau, detector). These techniques rely on the eval-
uation and comparison of the pixel contents across the
prototype fringe, namely from the total energy within the
fringe (Sect. 3.3.1), from the relative pixel content around
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the fringe peak (Sect. 3.3.2), and from consideration of the
pixel content in the outer region of the fringe (Sect. 3.3.3). It
may be noted that, for a large detector function with a width
comparable to the one of the input fringe, distortion of the
output fringe is large. Commonly applied ratio techniques,
using profile widths at different relative intensities, proved
liable to error and unpromising. Hence the preference for ex-
amination of channel content is detailed below.

3.3.1 Calculation of fringe components from total
fringe content

From the prototype fringe as shown in Fig. 2, the total con-
tent Ifringe is numerically determined to be Ifringe = 2.505,
where the fringe has a peak normalized at unit intensity
(Ipeak = 1). The corresponding FWHM is determined by a
best fit of Eq. (5) to the data (Fig. 2a, purple line) and us-
ing Eq. (7), resulting in 0V = 2.10px. In order to quantify
the respective Lorentzian and Gaussian contribution to the
Voigt-shaped profile from these values, the Voigt profile ta-
ble provided by Tudor Davies and Vaughan (1963) is used.
This table characterizes the Voigt profile regarding intensity
and width for various Lorentzian-to-Gaussian ratios. Hence,
using the respective values from the prototype fringe as men-
tioned above, the Lorentzian and Gaussian contribution can
be read from this table. For instance, the total fringe content
is expressed as Ifringe = p ·Ipeak ·0V , where p is a numerical
value for any specific Voigt function.

From the parameters retrieved for the prototype fringe, the
value of p = 2.505/(1 · 2.10)= 1.19. Referring to the Voigt
tables, the corresponding fractional values of the compo-
nents can be read to be Lfraction = 0.30 and Gfraction = 0.83.
Given a FWHM of 2.10px, the corresponding components
are LFWHM = 0.63 px and GFWHM = 1.74px. With 1px≈
100MHz, this initial estimate of LFWHM ≈ 63MHz appears
slightly smaller than anticipated, while the G component is
somewhat larger. However, this outcome is reasonable as the
procedure essentially “force-fits” the prototype fringe using a
Voigt profile composed solely of pure L and G components.
The pixelated detection introduces the large extra component
of a top hat (1px wide). Effectively, this top hat may be con-
sidered to operate as a “super Gaussian” with zero wings.
When folded with other functions, notably L and G, the top
hat serves to reduce the apparent L component, and enlarge
the G component, in the subsequent force fit to a pure Voigt
function. It is in fact possible to introduce first-order cor-
rections to the above calculation, taking account of the rel-
ative changes of peak height and width due to folding with a
top-hat function. With these corrections, the components are
given by LFWHM ≈ 0.85px and GFWHM ≈ 1.47px.

In summary, this straightforward procedure provides
strong evidence that the fringe output from the Fizeau in-
strument has a large Gaussian component of about 147MHz.
Most notably the Lorentzian component of about 85MHz ap-

Figure 3. Plots of fractional fringe content for the pixels around
the peak for the experimental prototype fringe built up from Aeolus
ground returns (black circles) (see also Fig. 2b), compared with a
pixelated Lorentzian according to Eq. (4), with 0L = 1.82px and
0TH = 1px (light-blue line), and with a pixelated Voigt function,
with 0L = 0.985px, 0G = 1.28px, and 0TH = 1px (purple line).

pears to be close to that calculated for the finesse-limited line
width of the Fizeau interferometer itself (≈ 90MHz).

3.3.2 Calculation of components from individual
channel contents close to the peak

In a next step, the individual channel contents in the pro-
totype fringe are examined in terms of their fractional con-
tent compared with the content of the full fringe (i.e. the
22 channels of a full FSR). From the prototype records, the
content of the individual channels is calculated as a fraction
of the total content across the complete fringe. This sum-
mation requires that the fringe is considered across the full
FSR (closely equivalent to 22 channels, corresponding to
0FSR = 2191MHz) as compared with the 16 channels of the
detector (USR). Simple estimations of the content in these
six outer channels amount to≈ 1.9% of the complete profile.
The resultant corrections across the channel contents close to
the peak are less than 0.01 (fractional unit). The fractional
single channel contents, as averaged for the two symmet-
ric, nominally equal channels on either side of the centre,
are plotted in Fig. 3.

As a first comparison, the pixelated Lorentzian input
fringe with 0L = 1.82px, convolved with a top-hat function
of 0TH = 1px width, is considered (light-blue line) accord-
ing to Eq. (4), resulting in a total width of ≈ 2.1px. For this
pixelated Lorentzian, although the width is equal to the one
determined for the experimental prototype fringe (black cir-
cles), the calculated fractional contents are obviously differ-
ent. Most notably, the two central pixels of the prototype
fringe are about 0.05 (fractional unit) greater. Correspond-
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ingly, the two outer pixels are more than 0.015 smaller. The
second comparison (purple line) is based on a Voigt func-
tion, with 0L = 0.985px and 0G = 1.28px, giving a FWHM
of 0V = 1.89px (Eq. 7), numerically folded with a top-hat
function of width 0TH = 1px, to result in a total width of
2.1px. The close correspondence of this profile with the pro-
totype fringe values provides further strong confirmatory ev-
idence that the Fizeau fringe before detection is made up of a
Lorentzian of about 1px (100MHz) and a Gaussian of about
1.3px (130MHz).

3.3.3 Analysis of the outer part of the fringe

For a detailed analysis of the outer part of the prototype
fringe, the Lorentzian formula (Eq. 2) is no longer a good
approximation, and the Fizeau fringe is better described by
the classical Airy formulation according to (see e.g. Hernan-
dez, 1986; Vaughan, 1989)

IT = I0 ·
T 2

(1−R)2
·

1

1+F sin2 (ϕ/2)
, (8)

where F = 4R/(1−R)2 is the finesse coefficient, R and
T the plate reflectivity and transmission terms, and ϕ

the phase lag per optical transit of the plate separation.
Note the difference to the commonly used reflectivity fi-
nesse, which is given byNR = (π/2)·F 1/2

= πR1/2/(1−R).
The Airy function A(ϕ) is accordingly given by A(ϕ)=[
1+F sin2 (ϕ/2)

]−1
, with typical values of NR ≈ 24.6 and

F ≈ 244, for a mean plate reflectivity of R ≈ 0.88. In the
outer part of the fringe, i.e. ϕ/2 & π/3,A(ϕ) can be closely
approximated by F−1[sin2(ϕ/2)

]−1
. As discussed by means

of Eq. (1), the detector raw signal is additionally impacted
by the laser pulse profile (e.g. a Gaussian) and the detector
channel spectral width (e.g. a top hat). The impact of these
contributions on the outer part of the fringe profile is illus-
trated in Fig. 4, which shows the fringe development of a ba-
sic Airy profile of unit height and FWHM of 1px (black),
convolved with a Gaussian function of width 1.2px (ma-
genta) and further broadened by the top-hat detector function
of width 1.0px (light blue). All three curves are normalized
to unit area.

It can be readily observed that the convolution of the Gaus-
sian and the top hat results in negligible changes in the outer
part of the fringe. This is due to the fact that the Gaussian
and top-hat functions do not have extended wings that would
redistribute energy into the outer regions.

In a next step, the Airy profile A(ϕ) is compared to the
outer part of the ATM prototype fringe. From the prototype
fringe data, F−1 is determined to be (4.22 ± 0.20)× 10−3,
which equates to F = 237 ± 11 and NR = 24.2 ± 0.6. The
corresponding Airy profile (light-blue line) and the ATM pro-
totype fringe data (black circles) are plotted in Fig. 5.

The reflectivity finesse NR = 24.2 would suggest that the
basic Airy function has a width of 0.91px, and the associ-

Figure 4. Basic Fizeau Airy type fringe (black) convolved with a
Gaussian function of width 1.2px (magenta) and the top-hat detec-
tor function of width 1.0px (light blue). The total energy (i.e. the
area) is conserved. The y axis is in log scale.

Figure 5. Airy fringe according to Eq. (8) over pixels 4 to 11 (ϕ >

0.35π ) for F = 237 (light-blue line). The 16 values (black dots) of
the ATM prototype fringe (see also Fig. 2b) were averaged to give
a best representative fit for F .

ated Gaussian width would be≈ 1.3px to make up the output
fringe from the Fizeau, which is then detected as the proto-
type fringe. It would, of course, be possible to repeat this
evaluation in an iterative procedure, with the new starting
point of an Airy profile of width 0.91px. However, it does
not appear particularly worthwhile. All evidence indicates
that the observed fringe initially exhibits a comparatively
narrow Airy-type profile, close to Lorentzian form, with a
width slightly less than 1px (100MHz). This profile is then
broadened by successive physical processes that approximate
Gaussian and top-hat functional forms.

In summary, the various investigations across the proto-
type fringe clearly establish that the output fringe from the
Fizeau is close to a Voigt function, with a large Gaussian
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component of about 1.3px. So, the obvious questions are as
follows: what are the physical mechanisms which have led
to this unexpected result, and what lessons can be drawn for
system performance and improvement?

The outcome of this study further triggered the update
of the Aeolus processor, which was still using a pixelated
Lorentzian fit to derive the Fizeau fringe positions and the
corresponding wind speeds by means of the Mie-core 2 al-
gorithm (Reitebuch et al., 2014). As the Voigt function has
no simple analytical solution without special functions, the
new Mie-core 3 algorithm will be based on the pseudo-Voigt
approximation, which is a linear combination of L(x) and
G(x), with identical widths (0L = 0G). Based on Aeolus
Airborne Demonstrator data, which have similar character-
istics to Aeolus data, Witschas et al. (2023b) demonstrated
the much better performance of the pseudo-Voigt fit com-
pared to the Lorentzian fit. In particular, 50 % more data
points could be reached while keeping the resulting random
errors equally sized. In addition, a novel algorithm (R4) has
been developed by Witschas et al. (2023b), which is based
on a ratio constructed from the four central pixel channels
around the fringe peak. After calibration, the R4 algorithm is
demonstrated to provide similar quality as the pseudo-Voigt-
fit-based algorithm but with a computation time that is faster
by 2 orders of magnitude.

4 Modelling and analysis of contributory factors to the
Fizeau fringe profile

The previous section has established that the Aeolus Fizeau
fringe, prior to detection, is primarily made up of a
Lorentzian component of ≈ 100MHz (≈ 1.0px) FWHM,
folded with a Gaussian component up to ≈ 130MHz
(≈ 1.3 px) FWHM. This present section investigates the
physical/optical basis of these terms and particularly the
somewhat unexpected magnitude of the Gaussian compo-
nent.

4.1 The laser pulse profile

The pulse duration 1τ of Aeolus laser pulses was char-
acterized to be 1τ ≈ 20ns (Lux et al., 2021; Cosentino
et al., 2012). Depending on the actual pulse spectral shape,
this corresponds to a Fourier-transform limit of the pulse
spectral width (FWHM) of 1ν ≥ 0.441/1τ ≈ 22MHz
for a Gaussian-shaped laser pulse and 1ν ≥ 0.142/1τ
≈ 7.1 MHz for a Lorentzian-shaped laser pulse (Koechner,
2013). However, heterodyne measurements of the ALADIN
Airborne Demonstrator laser transmitter, which is based on
a similar configuration with comparable specifications, re-
vealed that the actual line width was approximately twice
the Fourier-transform limit (Schröder et al., 2007). This spec-
tral broadening is attributed to a frequency chirp, most likely
caused by changes in population inversion during pulse evo-

lution. As the same effect is assumed for the Aeolus lasers,
the spectral width is expected to be larger than the Fourier-
transform limit.

A careful analysis of the intensity spectrum published by
Schröder et al. (2007) by width ratio techniques and tables
of Voigt integrals revealed a spectral width of 15.6MHz (for
the infrared beam at 1064nm), dominated by a large Gaus-
sian component of (14.7± 0.5)MHz, folded with a much
smaller Lorentzian component of (1.7±0.9)MHz. These are
derived from the fractional components Gfracction = 0.94±0.3
and Lfraction = 0.11± 0.6, where the errors are indicative
“limit” errors from the ratios. The measurement of such small
Lorentzian fractions is towards the limit of available accu-
racy.

In conclusion, on frequency tripling from 1064nm to the
operational Aeolus wavelength at 355nm, one would thus ex-
pect the laser pulse profile to be dominated by a Gaussian
component of ≈ 45MHz FWHM, with a Lorentzian compo-
nent of less than ≈ 5MHz.

4.2 Wave-optic modelling of FOV and AOI

In the period prior to launch, extensive wave-optic modelling
of speckle-type signals and their equivalent optical FOV was
carried out (Vaughan and Ridley, 2013; Vaughan and Ri-
dley, 2016). This work largely concentrated on small AOI
and questions of apparent frequency shift relative to the in-
put frequency. For single speckle patterns, so-called “frozen
speckle”, shifts of a few tens of megahertz (MHz) were ev-
ident. With appropriate temporal and spatial averaging of
speckle, as would be expected for most practical operations,
these fringe shifts are reduced by the square root of the num-
ber of independent speckle patterns, with small increases in
fringe width. These values, evaluated for small AOIs, were
thus considered within acceptable bounds.

After launch, evidence steadily accumulated that op-
erational AOIs were indeed considerably larger. For the
ALADIN FPIs, AOIs greater than 400µrad were required
to explain the measured fringe widths and shifts, as exten-
sively discussed by Witschas et al. (2022b), particularly in
their Sect. 6. This prompted extensive modelling of Fizeau
fringes at such larger AOI. Successive steps in this procedure
are illustrated in the following diagrams.

Figure 6a shows fringe profiles for plane-wave illumina-
tion with the nominal Aeolus fringe parameters as given
in Table 1. At normal incidence (AOI = 0µrad), the re-
sultant fringe is reasonably symmetric (black line). How-
ever, at AOI = 300µrad, the fringe is considerably broad-
ened and distorted with a small distinct secondary maxi-
mum at the side (purple line). Here, the AOI is defined to
be positive when the incoming radiation is tilted towards the
apex of the Fizeau wedge. Note that the bottom x axis is
given in millimetres, and the top x axis indicates the cor-
responding frequency considering the conversion factor of
59.2 MHz mm−1, as used in the wave-optic model.
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Figure 6. Modelled fringe profiles for Aeolus Fizeau nominal parameters, as given in Table 1. (a) Plane wave illumination at nominal
incidence (black line) and with AOI= 300µrad (purple line). (b) Illumination with FOV = 500µrad at different AOI values, as given in the
inset.

The adjacent Fig. 6b, for a cone angle illumination FOV
= 500µrad, used as an approximation of the actual FOV of
555µrad (see also Table 1), shows model fringes for AOIs
up to ±300µrad in x tilt, with y tilt = 0. These have been
calculated in a physically realistic way, by starting with an
input field consisting of randomly phased components with
a specified angular distribution, i.e. a speckle pattern. Aver-
aging of many uncorrelated fringe intensity patterns mimics
temporal integration and produces the final fringe profile. A
number of 100 averages in total are typically sufficient for
a fringe spatially integrated along its vertical axis, i.e. the y
direction. Here, we are assuming a Gaussian-profiled FOV,
which corresponds to an illuminating beam with a TEM00
Gaussian profile. This is a smooth, uniform laser spot which
neglects any fine-scale structure that might exist on the beam,
caused by the telescope obscuration, for example. However,
any fine-scale structure, if present, would not change the
width of the Fizeau fringe because it would be smoothed out
by the Fizeau response function. What would have an im-
pact on the fringe width would be a laser spot that is wider
than expected or one with sidelobes outside of the central
spot. We note, however, that light backscattered from side-
lobes would be blocked by the field stop and not lead to an
increase in fringe width. Further details are discussed in the
Appendix A3 and A4.

On examination, the fringes for FOV = 500µrad (Fig. 6b)
are all reasonably symmetric. Most notably, the secondary
maximum shown for the comparable plane-wave fringe at
AOI= 300µrad has been completely smoothed out (compare
the purple fringes in Fig. 6a and b). Increased broadening and
peak shift for large AOI is evident and particularly strong for
positive AOIs, as shown in Fig. 7.

Note that the width is FWHM and the shift is calculated as
the mid-point of the width, which provides a good measure of
the centre of energy for a fringe having any slight asymmetry.
Note also that the energy within the fringes is essentially con-
stant for different AOI values: the calculated changes across
the full range are less than 1%. For both width and shift,

the minimum values occur at an AOI close to −100µrad and
not normal incidence. This characteristic has been discussed
by Langenbeck (1970) and summarized by McKay (2002),
who showed that the optimum angle for illuminating a Fizeau
wedge is tilted away from the apex (negative sign). Equiv-
alent investigations for variation of y tilt, with x tilt = 0,
showed similar results although, in this case, independent of
the sign of tilt angle, with frequency shifts and broadening
smaller by a factor of ≈ 0.6.

Extensive analyses, by ratio techniques and subsequent
profile matching, showed that the fringes shown in Fig.6b
are well fitted by Voigt functions. The two examples for the
optimum position with AOI = −100µrad (x tilt = y tilt
= 0) and for AOI = 300µrad are shown in Fig. 8a and b,
respectively, together with fits of a Lorentzian according to
Eq. (2) (light-blue line) as well as a Voigt profile according to
Eq. (5) (purple line). The respective FWHM values derived
from the Voigt fit are given in the insets.

The better quality of the Voigt fit is particularly notable
for AOI = 300µrad (Fig. 8b). It can also be seen that an
increase in the AOI increases the overall width by mainly in-
creasing the Gaussian component of the Voigt profile. In par-
ticular, for AOI = −100µrad, the Voigt profile has a width
of 0V ≈ 98.2MHz, being composed of 0G ≈ 27.4MHz and
0L ≈ 90.0MHz. On the other hand, for AOI= 300µrad, the
Voigt profile has a width of 0V ≈ 150.8MHz, being com-
posed of 0G ≈ 89.7MHz and 0L ≈ 95.3MHz.

The evolution of the respective Lorentzian and Gaussian
contributions depending on AOI is illustrated in Fig. 9 for
the full set of fringes shown in Fig. 6b.

Notably, the Lorentzian component (magenta) remains al-
most constant within the range 95 to 100MHz FWHM,
whereas the Gaussian component (blue) increases from
≈ 20MHz at AOI =−200µrad to 90MHz for AOI =
300µrad (see also Fig. 8b). Typically, the error limits on these
values are less than≈ 2MHz but somewhat larger for smaller
Gaussian components of < 30MHz.
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Figure 7. Fringe shift (a) and FWHM (b) for the modelled fringes shown in Fig. 6b. Note the minima for both curves close to AOI =
−100µrad.

Figure 8. Modelled fringes (dots) for FOV = 500µrad and x tilt AOI = −100µrad (a) and AOI = 300µrad (b). Corresponding best fits of
a Lorentzian (Eq. 2) and a Voigt profile (Eq. 5) are indicated by the light-blue and purple lines, respectively. The FWHM obtained from the
Voigt fit are given in the inset. The y axes are in log scale to visualize the improved fit of the Voigt profile to the strongly Gaussian broadened
fringe in panel (b).

Figure 9. The Lorentzian (magenta) and Gaussian (blue) compo-
nents derived by Voigt profile analysis of the modelled fringes
shown in Fig. 6b.

It is thus clear that the increase in overall fringe width
from ≈ 100 to 150 MHz is due to the increasing Gaussian
component at larger AOIs, for the given FOV. Indeed, an
AOI approaching 400µrad (as evident for the Aeolus Fabry-
Perot channel Witschas et al., 2022b) would give a full fringe
width of about 175 MHz FWHM, with a Gaussian compo-
nent somewhat greater than ≈ 115MHz. Note that these val-

ues have still not incorporated the laser Gaussian pulse width
of 45MHz, as discussed in the following subsection.

4.3 Incorporation of laser pulse into Fizeau profile

The underlying rationale of the present investigation is to
develop a more complete physical understanding of the
Fizeau fringe and its composition. The two previous subsec-
tions have established, somewhat unexpectedly, the dominant
Gaussian nature of two large contributions – the laser pulse
and the impact of the AOI and FOV. There would be every
expectation that, on folding these contributions into the com-
plete Fizeau profile, their respective elements would com-
bine together in the usual manner for Gaussians, i.e. by the
root sum of squares. Nevertheless, it was considered valuable
and constructive to investigate this and to both test the mod-
elling/analytic procedures and promote confidence therein.

The laser pulse was considered a Gaussian profile with
0G = 45MHz and with unit power. This was convolved in
the modelling process with two fringe profiles drawn from
Fig. 6b, with AOI =−100µrad and AOI = 300µrad and
FOV = 500µrad. The resultant profiles are shown in Fig. 10,
with the originals shown in black and the convolved fringe
shown in magenta. The y scale of intensity is normalized
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against I0 as the incident intensity on the plates and incor-
porates a representative value for plate absorption of 0.006
(together with R = 0.88).

As expected, the slight increase in FWHM, along with the
decrease in peak height, for the convolved fringe is apparent.

4.4 Plate defects and fringe skewness

Early wave-optic modelling of ideal sinusoidal circular plate
defects (±0.5 to ±4nm on both plates) showed cyclic fre-
quency shifts of up to ±2nm and gross fringe asymme-
try as well as secondary maxima for defects larger than
≈ |2nm|. Somewhat later, an interferometric map of one set
of plates became available and showed small-scale cyclic
variations (in optical path separation) in the range from±0.5
to ±1.5nm, which were furthermore overlaid on large-scale
changes of up to 5 nm.

This measured topography was modelled, and a set of
three representative fringes are shown in Fig. 11.

Analysis shows small-scale frequency shifts of ±1MHz
and, in addition, larger-scale variations of up to ≈ 14MHz.
On further examination, the two broadened fringes in Fig. 11
are not precisely vertical (i.e. are skewed), with equivalent
frequency shifts from top to bottom of ≈ 63MHz (a) and
≈ 31 MHz (b). It is readily shown that this skewness would
give an equivalent width “top-hat” broadening function, with
impact that closely matches the increased widths of pro-
files (a) and (b) compared with (c). The skewness shift of
≈ 63MHz is also consistent with a shift of resonant fre-
quency given by (2∂d/λ) ·0FSR ≈ 60MHz, for a large-scale
plate separation defect of ∂d ≈ 5nm, compared with the
plate separation of 68.5mm. This in turn leads to the fact
that the Aeolus Fizeau fringe width changes with wedge po-
sition, i.e. with frequency. The impact of the fringe skewness
on the wind retrieval of the Aeolus Airborne Demonstrator
was also discussed by Lux et al. (2022).

4.5 The impact of Rayleigh–Brillouin scattering

At low levels of aerosol Mie scattering, the signal output
from the Fizeau interferometer is increasingly dominated by
broadband molecular RB scattering. Such scattering is typi-
cally of width in the range from 3.4 to 4.3GHz FWHM, de-
pending upon altitude, or rather pressure p and temperature
T , and is of near Gaussian spectral shape (Witschas et al.,
2010; Witschas, 2011a, b, 2012). In consequence, the mea-
surement accuracy of Doppler shifts from small aerosol sig-
nals is strongly impacted by the broadband background sig-
nal for low-level aerosol signals. It is thus important to have
good knowledge of the spectral distribution and strength of
this background as it appears in the Fizeau output.

Figure 12a shows a Gaussian profile of representative
width 3.8GHz (p = 100hPa, T = 274K, λ= 355 nm), to
be convolved at mid-order with the Fizeau instrument of
100MHz FWHM and 0FSR = 2.2GHz. Full account is taken

of the overlap from successive orders at ±1 FSR, ±2 FSR,
etc. It is instructive to consider this overlap of orders a little
further. In Fig. 12b, the central peak of zero order (black) is
shown with first order (purple) and second order (light blue).
Their successive summation is shown in figure Fig. 12c,
where the purple line indicates the summation of zero and
first order, and the light-blue line indicates the further addi-
tion of the second order. It is important to notice that the re-
sultant background (light blue) is essentially flat with relative
intensity of 1.84, compared with the zero-order peak.

4.6 Summary of line broadening factors

From the extensive analysis of actual Aeolus fringe pro-
files in Sect. 3, and the modelling and simulation studies
of the present section (Sect. 4), it is evident that two pri-
mary factors determine the width and spectral shape of the
Fizeau fringe. These are firstly the Gaussian shape of the
laser pulse and secondly the interaction at the Fizeau inter-
ferometer of the large AOI and FOV that contribute large
Lorentzian and Gaussian spectral components. The follow-
ing section (Sect. 5) investigates, at a fundamental theoret-
ical level and from the evaluation of characteristic Aeolus
fringes, how the actual width and spectral shape affect the
measurement accuracy.

5 Impacts on the wind measurement accuracy

5.1 Impact of line broadening on fringe shift and
Doppler wind measurement accuracy

5.1.1 Quantum-limited accuracy and SNR analysis of
fringes

We consider, first, the accuracy of frequency estimation in the
case of a fringe where there is no background light and the
only noise source is shot noise on the signal photoelectrons.
The following result for the standard deviation of frequency
estimates δf was derived by Vaughan (1989, Appendix 10):

δf =
C ·1f

〈NS〉1/2
, (9)

where1f is the FWHM of the ultimate signal profile emerg-
ing from the instrument before detection, and the term in the
denominator is the square root of the signal energy within
the profile, expressed as the mean number of electron-counts
〈NS〉 for a measurement ensemble. C is a constant of order
1, which depends on the actual spectral shape of the fringe.
The derivation of Eq. (9) was based on determining the me-
dian position of the fringe (i.e. with equal numbers of pho-
todetections on either side). By doing so, the constant C was
shown to be CL = π/4≈ 0.785 for a Lorentzian profile and
CG = [π/(16 · ln2)]1/2 ≈ 0.532 for a Gaussian profile (see
also Eqs. A94 and A95 in Vaughan, 1989). Note that there
is an error in this reference, whereby the values given are
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Figure 10. Fringe profiles modelled before (black) and after (magenta) convolution with a Gaussian laser pulse profile of 45MHz FWHM.
(a) AOI =−100µrad and FOV = 500µrad. (b) AOI =+300µrad and FOV = 500µrad.

Figure 11. Modelled Fizeau fringes using the measured plate topography for a set of plates, as shown in the top-row images. Note the breakup
of the fringes, characteristic of small-scale, semi-regular, groove defects and the fringe tilt (skewness) most evident in fringe (a), attributable
to larger-scale defects from top to bottom of the plates. The corresponding vertically integrated fringe profiles as well as their FWHM are
shown in the bottom row.

greater than they should be by a factor of
√

2, as only one part
of the fringe was considered for the derivation. The correct
values are the ones we use here. The constant for a Voigt-
shaped fringe CV lies between the two values given above,
depending on the respective Lorentzian and Gaussian contri-
butions.

Now, Eq. (9) has the same functional form as the Cramér–
Rao lower bound (CRLB) for this frequency estimation sce-
nario, the only difference being the value of the multiply-
ing constant. The CRLB is a value of the standard deviation
which cannot be bettered by any unbiased frequency estima-
tion method. The CRLB for a Gaussian profile is given in
Rye (1998) by their Eq. (18). After converting their Gaus-
sian 1/e2 radius to a FWHM, it is found that the CRLB
multiplying factor is 0.425. If one does the same calcula-
tion for a Lorentzian profile, the result is a multiplying fac-

tor of
√

2≈ 0.707. It is not surprising that these multiply-
ing factors are somewhat lower than those given by Vaughan
(1989), since the former represent an ultimate limit and the
latter come from an analysis of an actual frequency estima-
tion algorithm. We use the latter approach here and, as will
be seen, find good agreement with frequency estimation us-
ing least squares fitting to a defined profile.

In the ideal formulation given by Eq. (9), it is supposed
that the electron counts NS are free of spurious noise, dark
current, and additional background signal. Consequently, the
Poisson quantum-limited noise for the mean signal is equal to
〈NS〉

1/2. In Eq. (9), the final term may be usefully considered
as the SNR of the system, i.e.

SNR=
〈NS〉

〈NS〉1/2
= 〈NS〉

1/2, (10)
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Figure 12. (a) Gaussian profile of 3.8GHz FWHM (p = 100hPa, T = 274K, λ= 355nm), as representative of a Rayleigh–Brillouin spec-
trum, for convolution with the Fizeau instrument function of 100MHz FWHM and FSR = 2.2GHz, sketched by the light-grey line. (b) Il-
lustration of the overlap across one FSR for successive Gaussian profiles set at the centre, i.e. zero order (in black), ±1 FSR (magenta), and
±2 FSR (light blue). The respective regions are also highlighted in panel (a). (c) Summation of successive orders. For all three orders this is
essentially flat (light blue). Note the intensity ratio for the summed orders is 1.84 times the central order.

and hence, Eq. (9) can be transformed to

δf =
C ·1f

SNR
. (11)

Inspection of Eqs. (9) and (11) implies the paramount im-
portance of the spectral line width 1f for the measurement
accuracy and the evaluation of δf . As a simple example, a
2-fold spectroscopic reduction in 1f would be equivalent,
in terms of accuracy, to a 4-fold energy increase in 〈NS〉,
requiring either an increase in the telescope diameter by a
factor of 2 or an increase in the laser pulse energy by a factor
of 4.

5.1.2 Fizeau fringe modelling and simulation

In Fig. 13a, two Fizeau fringes following an ideal Lorentzian
profile according to Eq. (2) with 0L = 100MHz (1.69mm)
are shown. A total of 800 photoelectrons (black dots) and
3200 photoelectrons (light-blue dots) are distributed across
512 sampling points. The number of 512 points was cho-
sen to give a much larger number of pixels across the fringe
profile, so that the results can be compared with expressions
such as Eq. (9), which are derived on the assumption of neg-
ligibly small pixels. The mean number of photoelectrons is
proportional to the fringe profile shown by the solid line. The
sample contents, i.e. the ordinates NS , are random numbers
taken from generated Poisson distributions. For the analysis
of the simulated fringes, a non-linear square fit of Eq. (2) was
applied, using the centre position x0, the FWHM 0L and the
area under the peak IL as free fit parameters.

The statistical variations in the centre frequency esti-
mate were investigated for 1000 different realizations of
the Poisson-distributed shot noise. The resultant histograms,
with bin widths of 1.5MHz, are shown in Fig. 13b. The zero-
frequency point is taken to be the centre of the fringe. Note
that the plotted histogram is a discretized version of the prob-
ability density, where the probability of a value lying within
a given histogram bin is the height of the bin multiplied by

its width. Thus, the width of the histogram gives a measure
of the accuracy of the frequency estimates. For the shown
data, the root mean square (rms) and, hence, the standard
deviations of these frequency estimates is 2.7MHz (black,
800 photoelectrons) and 1.4MHz (light blue, 3200 photo-
electrons), which corresponds to a wind velocity error in
horizontal LOS (HLOS) direction of 0.79 and 0.41ms−1,
considering the conversion of 1ms−1 HLOS wind speed
to 3.43MHz frequency shift, as resulting from the Doppler
equation and considering a off-nadir angle of 37.6°.

This calculation, with 1000 estimations per set, was re-
peated for eight different values of the mean number of
electron counts 〈NS〉 = (1,2,4,8,16,32,64,128)×102. The
rms values δfrms of the eight resultant histograms of fringe
centre (per Fig.13c) were closely proportional to 〈NS〉−1/2.
Expressed in terms of fringe width, 1f , the best-fitted curve
according to Eq. (9) (Fig.13c, black line) yields aCV value of
0.788, which is in close agreement with the numerical value
for a Lorentzian profile (0.785), as mentioned above.

5.2 Impact of Rayleigh–Brillouin background signal on
the SNR and the measurement accuracy

5.2.1 Fringe simulation and modelling with significant
background

In reality, the aerosol Mie peak in the Fizeau will sit on top
of a pedestal of Rayleigh background. Even if this back-
ground is entirely uniform, shot noise on the background
photoelectrons will degrade the performance of the fringe
measurement. This situation was modelled by adding a flat
pedestal to the fringe pattern and then calculating mean
photo-electron numbers and shot noise realizations as before.
The size of the pedestal was characterized by the mean num-
ber of background photoelectrons Nped per pixel column.
With 16 columns across the detector, the total number in the
background is obviously 16×Nped. The simulation analysis
includes the impact of the detector pixelation, and the fre-
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Figure 13. (a) Example of two Fizeau fringes (ideal Lorentzian profile) with 0L = 100MHz and shot noise (points). A total of 800 pho-
toelectrons (black dots) and 3200 photoelectrons (light-blue dots) are distributed across 512 sampling points, and the solid lines indicate
corresponding best fits of a Lorentzian. (b) Histogram for 1000 different realizations of centre frequency for the individual fitted Lorentzians.
(c) Root mean square of the frequency estimates given for the frequency (left y axis) and HLOS wind speed (right y axis). The black line
indicates a best fit of Eq. (9) to the data (1f = 100MHz).

quency estimation algorithm was modified to account for a
background pedestal of unknown height, adding and offset
term to Eq. (2) as a free fit parameter. The number of realiza-
tions used to analyse the statistics was increased to 10000.
This early investigation was made as realistic as possible by
selecting fringe parameters close to those expected for Ae-
olus at the time. These values have now largely been super-
seded, but the study itself proved very instructive and pro-
duced valuable guidelines for much of the following work.

The modelled Fizeau fringe was of width 1f =

158.7MHz, made up of a Lorentzian with 0L ≈ 148MHz
(close to the expected sum of Fizeau instrumental and laser
pulse width), and a small Gaussian component, due to FOV
speckle broadening, estimated at 0G ≈ 25MHz.

The main signal NS was set at 1600 photoelectrons, and
a wide range of Nped up to 6750 photoelectrons per detec-
tor column were examined. Figure 14a shows a set of 10000
frequency estimates for the pedestal Nped = 6400 photoelec-
trons (black) and for Nped = 1600 photoelectrons (blue). In
panel (b), the corresponding histograms are shown in sets
of width 5ms−1 (bars); the blue and black curves indicate
each Gaussian fit, establishing that the frequency estimates
are close to a normal distribution. In panel (c), the stan-
dard deviations of the frequency estimates for 10 different
pedestal levels are depicted. Note that for Nped = 1600, the
simulated SD value of small δfsim = 7.7MHz is equivalent
to an HLOS Doppler velocity accuracy of δvHLOS ≈ 2.2ms−1.
For Nped = 6400, the simulated SD value of small δfsim =

13.8MHz is equivalent to an HLOS Doppler velocity accu-
racy of δvHLOS ≈ 4.0ms−1. This means that background sig-
nals of this order could in principle explain the random error
as obtained for Aeolus. However, the actual Nped levels are

in fact more than 40 times smaller than the large 6400 pho-
toelectrons considered in this example.

5.2.2 Fringe calculations

This section presents an analytical framework that seeks to
complement the extensive simulation and computations of
the previous sections, as illustrated in Figs. 13 and 14. When
there is a significant background pedestal present, a very ba-
sic SNR may be simply defined as

SNRbasic =
NS(

NS+m ·Nped
)1/2 , (12)

with m set equal to the total number of detector channels
(m= 16); the noise term (denominator) in the bracket is the
total number of photoelectrons recorded across the detector.
Simple calculation of Eq. (12), comparable to the simulations
and computation of Fig. 14, with similar large values ofNped,
illustrates its relative crudity. In particular, for 〈NS〉 = 1600
photoelectrons and Nped = 1600 photoelectrons, SNRbasic =

9.7, equivalent to a error of δf = 12.4MHz. For the case
with the even larger background signal of Nped = 6400 pho-
toelectrons, SNRbasic = 5.0, equivalent to an error of δf =
24.2MHz.

These values are notably larger errors than those values
shown in Fig. 14b of 7.7 and 13.8MHz, respectively. On re-
flection, this is hardly surprising: the bulk of the signal is
contained within a small number of central channels, while
the outer channels are dominated by the pedestal noise back-
ground. This simply illustrates the well-known spectroscopic
principle of minimizing any analytic or search bandwidth
fAB in order to maximize SNR and improve signal accuracy.
The question then is as follows: what analytic formulation
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Figure 14. (a) Set of 10000 frequency estimates for a pedestal of 6400 background photoelectrons per detector column (black) and of 1600
background photoelectrons per detector column (blue) simulated with a fringe of width 1f = 158.7MHz and a signal level of NS = 1600.
(b) Corresponding histogram of the data shown in panel (a) (bars) and related Gaussian fits (lines). The standard deviation of the data is
indicated by the inset. (c) Standard deviation of frequency estimates versus mean number of pedestal photoelectrons per detector column.
The mean number of signal photoelectrons for all cases is 1600.

of SNR would provide accuracy values closer to those of the
simulation and computation procedures of the previous sec-
tions? A physically reasonable refined SNR, for insertion in
Eq. (11), is

SNRrefined =
kr ·NS(

kr ·NS+ n ·Nped
)1/2 , (13)

where kr is the fraction of NS contained within an effective
analytic bandwidth fAB, selected for purposes of calculation
as fAB = r ·1f = n ·0TH, with n being the number of pix-
els covered by the analytical bandwidth. Hence, r is the ratio
of the analytical bandwidth fAB and the fringe width 1f .
It is worth mentioning that the SNR calculation by means
of Eq. (13) differs from the one used in the Aeolus processor.
However, it provides a good method for investigating the Mie
wind performance evolution for varying instrumental param-
eters as it is shown in the following.

Calculated values of SNRrefined obviously depend on the
selected values of r . For best accuracy, the optimum choice
would provide the largest possible SNRrefined, using the ex-
perimentally defined values NS, Nped, and 1f . By inserting
typical Aeolus parameters, it is readily shown forNS ≈Nped,
that plots of SNRrefined versus r exhibit a broad profile, typi-
cally peaking in the range r ≈ 1.5 to r ≈ 2.3, with SNRrefined
remaining within ≈ 4% of the maximum over the much
broader range (r = 1.2 to r = 3.0).

The utility of SNRrefined for relatively large Nped is simply
demonstrated in reference to the data of Fig. 14. As noted,
this profile of 158.7MHz (FWHM) has a small Gaussian
component. It is estimated that approximately 90% of the
full Voigt width is due to the much larger Lorentzian compo-
nent. Extensive analysis and modelling shows that the equiv-
alentC coefficient results inCV = 0.755, for this case; a near
optimum value of r is ≈ 1.6, i.e. an analytic bandwidth of

≈ 250MHz, equivalent to n= 2.5 for 0TH = 100MHz. The
resultant value of kr is ≈ 0.67.

Insertion of these values in Eqs. (11) and (13)
gives SNRrefined = 15.0 equivalent to δf = 8.0MHz (NS =
1600 photoelectrons and Nped = 1600 photoelectrons) and
SNRrefined = 8.2 equivalent to δf = 14.6MHz (NS = 1600
photoelectrons and Nped = 6400 photoelectrons). Obviously
these analytic values of δf in Eq. (13) are much closer to
the simulated values shown in Fig. 14 than those due to
SNRbasic shown in Eq. (12). The small residual discrepan-
cies of ≈ 5% is readily accounted for by uncertainty in the
precise Lorentzian fraction. For a better comparison, the re-
sulting SNRbasic and SNRrefined as well as the corresponding
error for the two cases discussed in Fig. 14 are summarized
in Table 2.

The foregoing analytic procedure, which will be described
in detail and applied in a forthcoming publication, offers
a relatively simple, easily calculated representation of the
quantum-limited accuracy for direct detection spectroscopic
systems. It thus provides a useful metric for comparison of
potential performance for variation of instrumental parame-
ters. However, caution is needed in comparing different ana-
lytic techniques, via their apparent SNRs.

5.3 Measurement accuracy with the Aeolus Fizeau
interferometer and potential improvements for
future applications

5.3.1 Aeolus experimental performance

For over 4 years in orbit, the Fizeau instrument, primarily
intended as a technical demonstrator, has in fact provided
an enormous volume of wind data of great value for mete-
orological analysis (Rennie et al., 2021; Rennie and Isaksen,
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Table 2. Comparison of derived SNRbasic (Eq. 12) and SNRrefined (Eq. 13) and corresponding δf (Eq. 12) for different 〈NS〉 and Nped
values (1f = 158.7MHz, CV = 0.755, m= 16, n= 2.5, kr = 0.67).

SNRbasic δf SNRrefined δf δf from Fig. 14

〈NS〉 = 1600 photoelectrons, Nped=1600 photoelectrons 9.7 12.4 MHz 15.1 8.0 MHz 7.7 MHz
〈NS〉 = 1600 photoelectrons, Nped=6400 photoelectrons 5.0 24.2 MHz 8.2 14.6 MHz 13.8 MHz

2024). The principle experimental main findings of the Ae-
olus Fizeau system throughout its operation may be summa-
rized as follows.

1. The estimated precision of the HLOS winds varied
considerably during the mission and with geoloca-
tion, season, processing software version, and range-
bin settings, particularly for the Rayleigh-clear HLOS
winds but to a much smaller extent for the Mie-
cloudy winds with random errors varying from 2.5 to
3.6ms−1 (HLOS) on horizontal scales of about 10 to
20km (Rennie and Isaksen, 2024). It is worth noting
that HLOS winds are the LOS winds projected to hori-
zontal direction. Considering the Aeolus pointing angle
of 37.6°, 1ms−1 HLOS wind corresponds to 3.43MHz
Doppler frequency shift.

2. A significant fraction of the valid Mie-cloudy wind
data resulted from strong backscatter from ice and wa-
ter clouds, including cloud top and more diffuse thin
clouds.

3. There were few measurements that may be attributed
unequivocally to purely aerosol backscattering, and
these were almost entirely due to rare high-backscatter
events caused, for example by incipient cirrus cloud
formation, volcanic eruption, dust plumes, and wildfire
smoke being swept high into the atmosphere.

4. There were almost no observations of Mie winds with
errors below 1ms−1 (HLOS), in contrast to the ex-
pectations from pre-launch simulations and specifica-
tions (ESA, 2016).

5. There were only small changes in performance for
Mie-cloudy winds when switching between laser flight
model A (FM-A) operation and laser FM-B, in contrast
to the larger changes that were obvious for Rayleigh-
clear winds due to the changing atmospheric path signal
levels when operating with each of the lasers.

No clear reasons have been advanced for these discrepan-
cies, but they appear to point to a considerable loss of ra-
diometric performance. Conceivably, this might be due to
loss of optical alignment accuracy and reduction in light sig-
nal through the optical train, for instance if the field-stop
aperture is not positioned at the centre of the optical focus
of the telescope, leading to an over-illumination of the field

stop. Indeed, this hypothesis would be supported by the large
apparent AOI, of order 300 to 400µrad, needed to explain
the large spectral line widths discussed in Sect. 3. However,
also a larger beam diameter in the field stop due to larger
wave-front errors of optics (e.g. the telescope) leads to over-
illumination.

5.3.2 Calculation and analysis of the present Aeolus
Fizeau performance

(a) Operational Fizeau parameters for fringe analysis. Con-
sidering the earlier discussions in Sects. 3 and 4, as well as
an examination of the Aeolus Fizeau Mie profiles, it is con-
sidered that (before detection) these profiles are close to a
Voigt profile with a FWHM of approximately 175MHz. This
profile is further described as consisting of an instrumen-
tal Lorentzian component of ≈ 95MHz, as retrieved from
the simulations shown in Fig. 8b, and a Gaussian compo-
nent of ≈ 117MHz, the latter resulting from the combina-
tion of 108MHz (instrumental AOI aperture broadening) and
45MHz (laser pulse width). Notably, when this Voigt pro-
file is convolved with the detector’s “top-hat” function of
100MHz pixel width, the resulting prototype fringe has an
FWHM of 205MHz, which is very close to the one shown
in Fig. 2b. From these values, the Lorentzian fraction is es-
timated as Lfraction = 95/175≈ 0.54, with a corresponding
CV ≈ 0.66, resulting from numerical simulations similar to
the one shown in Fig. 14. Using these values and following
Eq. (13), extensive simulations of the SNR versus r reveal
a weak, broad peak (not shown) which results in an optimal
analytic bandwidth fAB = 300MHz (i.e. n≈ 3 pixels). This
leads to a collection efficiency for the Mie signal of kr ≈
0.80. For calculation and comparison in Eqs. (11) and (13),
these values are considered as reasonably representative of
Aeolus operation and are used in the following analysis.

(b) Analysis of strong signal Aeolus fringes. A group of
strong signal fringes and associated data tables are shown in
Fig. 15. These three sets of atmospheric observations were
recorded on 1 June 2022 at around 06:00 UTC, each con-
sisting of five measured Fizeau fringes. The fringes were
accumulated over successive paths, with horizontal integra-
tion length of about 12 km and vertical integration length of
0.75km and at different altitudes: (a) 8.45 km (range gate
12), (b) 4.7 km (range gate 17), and (c) 1.7 km (range gate
21). It must be appreciated that these sets have been taken as
an example from the many millions of observations recorded
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in the 4 years of operation, and as such, they are better con-
sidered “indicative” rather than “representative”.

Examination of these fringes and associated data reveals
two important points. First, the mean value of NS is of the
order of 1000 LSB, which corresponds to ≈ 1462 photoelec-
trons. It is worth noting that during the detection process,
the amplified detector signal including DCO is converted
into units of least significant bits (LSBs), and the conver-
sion rate of this process is given by the radiometric gain
of 0.684LSB per photoelectron for the Mie ACCD detec-
tor (Lux et al., 2024). Hence, the fringes are based on a
strong signal but fluctuate significantly, ranging from 0 to
2500LSB across the 15 spectra. Second, the mean value of
Nped is ≈ 40LSB (≈ 58 photoelectrons), which is more than
an order of magnitude lower than some of the values cal-
culated and modelled in the previous section; it is also sig-
nificantly lower than anticipated for the Rayleigh–Brillouin
background. This evidence offers further support for the hy-
pothesis of reduced radiometric efficiency in Aeolus opera-
tion. However, for single realizations, it can also happen that
the cloud top appears at the top of the range bin, which would
result in a low Rayleigh background as well.

From the above data, 12 of the 15 fringes have
SNRrefined > 25 and 3 have SNRrefined ≈ 50, corresponding
to standard deviation accuracies (per signal statistics) of
δvHLOS ≈ 1.4ms−1 and δvHLOS ≈ 0.7ms−1, respectively. It is
worth noting that for set (a), at high altitude 8.45 km, the
spread in fringe centre xc is only 0.041px (4.1MHz), equiva-
lent to a range of measured HLOS velocities of ≈ 1.2ms−1,
close to the statistical value. In contrast, for set (b), the
spread of 0.207px was equivalent to a range of measured
HLOS velocities of≈ 6.0ms−1; this might suggest increased
shear and turbulence along the 70km atmospheric path at this
lower altitude of 4.7km. It is further worth noting that the
variation on the values of the derived Nped of 36.4LSB to
41.6LSB, in set (a), are within ±2 times the standard devi-
ation (per Poisson statistics) of the mean value of 37.9LSB.
In contrast, the variation of Nped at the lower altitudes (b)
and (c) is well outside the Poisson values; this is probably
due to variable levels of attenuation in the layers above.

In summary, these 12 measurements with notably strong
signals suggest that in these cases the scattering is dominated
by clouds. The fact that it is evident at all altitudes could indi-
cate that the clouds are sufficiently thin and diffuse to permit
adequate transmission to lower altitudes. The three examples
stem from three different observations/profiles of the orbit.
There could have been a thick cloud in different altitudes for
each of the examples. However, it is more likely that it is
largely due to scattered clouds of low overall coverage over
the 12km path per measurement.

(c) Analysis of weak signal Aeolus fringes. Examination
of Aeolus data reveals that ≈ 50% of the valid Mie winds
from the Aeolus processor are retrieved with notably smaller
SNR between 8.5 and 15. Note that this SNR, based on the
Mie core 2 algorithm, is derived somewhat differently and

employs a Lorentzian fit. Hence, the values differ slightly
from the SNRrefined values presently employed.

For present purposes, five indicative low signal fringes
have been taken from the same orbit as used in the previ-
ous subsection and are shown in Fig. 16. The associated data
table shows smaller values of SNRrefined ranging from 16.0
down to 12.4. These are equivalent to standard deviation val-
ues of δf = 7.2 and δf = 9.3MHz, respectively, equivalent
to δvHLOS = 2.1 and δvHLOS = 2.7ms−1. These values are in-
deed somewhat smaller than the range of errors of 2.5 to
3.6ms−1 noted for Mie-cloudy winds (Rennie and Isaksen,
2024).

Examination of the spectra in Fig. 16 indicates that, in
spectroscopic terms, these are still quite well defined fringes.
It is generally considered that, for a semi-ideal stable system,
a well defined SNR greater than ≈ 6 provides a reliable, sta-
tistically “valid” measurement, although the equivalent large
error may make it “not useful for purpose”. In the present
case an SNRrefined of 9 would lead to δvHLOS = 3.6ms−1, at
the limit of acceptability and usefulness.

5.4 Potential improvements to the Fizeau measurement
accuracy in the short and long term

During this investigation, it became apparent that technical
and parametric changes to the Fizeau instrument would no-
tably improve the wind measurement accuracy. The prin-
cipal changes may be briefly summarized as the reduction
in the actual fringe profile width as it emerges from the
Fizeau, a correction of the radiometric efficiency (RME) sig-
nal loss factor as it was existing for Aeolus, and the intro-
duction of additional optical pre-filtering to further reduce
both Rayleigh–Brillouin and solar background. The follow-
ing notes provide a basic outline of a potential accuracy im-
provement.

For simple comparison, the example of a rather weak sig-
nal, with accuracy δvHLOS = 3.8ms−1 at the outer limit of
useful range, has been selected and is hence slightly worse
than which would be expected from the fringes shown in
Fig. 16. As is shown in the following, potential improve-
ments on this value are then demonstrated to achieve no-
tably better than δvHLOS = 2.0ms−1 and in future upgraded
systems better than δvHLOS = 1.0ms−1.

5.4.1 Potential improvements within the framework of
the Aeolus Fizeau parameters

In the following, four different scenarios, (a) to (d), with dif-
ferent Fizeau parameters are discussed regarding their corre-
sponding wind accuracy.

(a) Per the operational Aeolus instrument. Consider
the operational Aeolus Fizeau line width 1f = 175MHz
(at AOI ≈ 300µrad) with NS = 140LSB and background
Nped = 30LSB per pixel, equivalent to about NS = 204.7
photoelectrons and Nped = 43.9 photoelectrons per pixel,
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Figure 15. Three sets of five atmospheric fringe profiles recorded by Aeolus on 1 June 2022 at 06:00 UTC at different altitudes of 8.45 km
corresponding to range gate 12 (a), 4.7 km (range gate 17, b) and 1.7 km (range gate 21, c). Derived data tables containing values ofNped (per
pixel), the centre position in pixels xc, NS, as well as the SNRrefined (Eq. 13) using 1f = 175MHz, CV = 0.66 , kr ≈ 0.80, and n= 3px
are given for each fringe by the respective inset.

considering the ACCD radiometric gain of 0.684 LSB per
photoelectron. For the present and all following calcula-
tions of SNR and δf (per Eqs. 9 and 13), a mid-range set
of representative parameters of CV = 0.7, kr = 0.8 and r =
1.8 (defining the analytic bandwidth to be r ·1f ) have been
selected. Insertion of these values leads to SNRrefined = 9.4,
δf = 13.0MHz, and δvHLOS = 3.8ms−1.

Taking account of the RME loss factor (for both NS and
Nped), current expectation suggests this could lie in the range
2 to 3. For the present calculation, suppose a loss factor
of 2.5. It is simply shown that the increase in SNRrefined is
2.5(1/2) = 1.58. Hence, in the above values, the resultant ac-
curacies become δf = 8.2MHz and δvHLOS = 2.4ms−1.

As a further step, consider optical pre-filtering applied to
the input beam of the Fizeau interferometer to further reduce
background and eliminate overlap of successive orders of RB
scattering. If completely successful, this would have minimal
effect on NS, while reducing Nped by a factor of≈ 1.84. Fur-
ther calculation leads to moderately improved δf = 7.3MHz
and δvHLOS = 2.1m s−1. These three sets of values are indi-

cated in column (a) of Fig. 17, where the initial situation is
indicated by the purple line, and the improvements for cor-
rection of the RME and optical pre-filtering are indicated by
the dark-blue and light-blue line, respectively.

(b) Operate at the optimum AOI. With controlled operation
at an optimum AOI of ≈−100µrad to realize the minimum
spectral line width (i.e. the so-called “sweet spot”), the1f is
reduced to ≈ 115MHz. As shown in Fig. 6, the signal ener-
gies NS and Nped for different AOI values are essentially un-
changed. Insertion of these values in Eqs. (9) and (13) leads
to SNRrefined = 10.3, δf = 7.8MHz, and δvHLOS = 2.3ms−1.
Note the small increase in SNR due to the reduced back-
ground signal (with smaller analytic bandwidth) entering the
equations. Compensation for the RME loss factor gives the
accuracy values δf = 5.0MHz and δvHLOS = 1.5ms−1. With
further incorporation of optical pre-filtering, the values be-
come δf = 4.5MHz and δvHLOS = 1.3ms−1. These three sets
of values are indicated in column (b) of Fig. 17.
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Figure 16. Five atmospheric fringe profiles recorded by Aeolus
on 1 June 2022 at 06:00 UTC with an SNR varying between 10.4
and 15. The figure labels containing values of Nped, the centre
position in pixels xc, NS determined by a best fit of Eq. (5), the
SNRrefined (Eq. 13) using 1f = 175MHz, CV = 0.66 , kr ≈ 0.80,
and n= 3px are given for each fringe.

Figure 17. Wind measurement accuracy δf (left y axis) and
δvHLOS (right y axis), calculated for reasonable but low signal levels
of NS = 204.7 photoelectrons (140LSB) and Nped = 43.9 photo-
electrons (30LSB) for four sets (columns) of Fizeau instrumental
parameters, calculated by means of Eqs. (9) and (13). CV = 0.7,
kr = 0.8 and r = 1.8 is used for all cases. The initial situation is in-
dicated by the purple line. Potential improvements for correction of
the radiometric efficiency loss and optical pre-filtering are indicated
by the dark-blue and light-blue line, respectively.

5.4.2 Potential performance of upgraded Fizeau
systems with optimized parameters

Any upgraded system (for an Aeolus-type operation) must
incorporate two vital considerations. Firstly, the meteorolog-
ical specification requires a wind velocity measurement ca-
pability of up to ±100ms−1 in the HLOS direction (vHLOS).
This is typically equivalent to a vLOS extending to±61ms−1,

considering a off-nadir angle of 37.6°. Secondly, it is of
paramount spectroscopic importance to maximize and main-
tain the signal collection of the narrow band at atmospheric
Mie scattering. This necessarily requires careful considera-
tion of spectroscopic factors of frequency dispersion (MHz
per mm) at the plates (and equivalent fringe plane), as dic-
tated by the Fizeau interferometer plate separation and wedge
angle, together with appropriate plate reflectivity and fringe
finesse. Two possible future systems are considered below.

(c) Reduce FSR and line width. With approximate dou-
bling of the interferometer plate spacing to ≈ 135mm (in-
stead of 68.5mm) and appropriate selection of wedge angle
and finesse, the Mie signal collection efficiency and NS may
be maintained, and the overlap of orders as well as the value
of Nped per MHz is approximately doubled. A useful spec-
tral range of about ±400MHz should readily be achievable
to provide the required vHLOS range of ±100ms−1. In this
case, the Fizeau instrumental profile would have a FWHM of
≈ 47MHz (Lorentzian shape), which, after convolution with
the laser pulse profile of ≈ 45MHz (Gaussian shape), leads
to a resultant fringe profile of 1f = 76MHz.

Incorporation of these values into Eqs. (9) and (13) leads
to SNRrefined = 9.7, δf = 5.5MHz, and δvHLOS = 1.6ms−1.
With the RME factor, these become δf = 3.5MHz and
δvHLOS = 1.0ms−1, and with further optical pre-filtering,
δf = 2.9MHz and δvHLOS = 0.8ms−1. These three sets of
values are indicated in column (c) of Fig. 17.

(d) Further reduce FSR, line width, and laser pulse width.
Considered purely a spectroscopic accuracy problem, there
remain two powerful constraints on further advance. Firstly,
the present laser pulse profile of width 0G = 45MHz is now
a major contributor to the fringe width1f . Secondly, the me-
teorological requirement of vHLOS, ranging over±100ms−1,
requires a large useful spectral range. It is thus worth exam-
ining the “what if” question of reducing both.

Consider a laser pulse profile reduced to 0G = 20MHz,
which would require an increase in the laser pulse length
from about 20ns to 50ns. With further increase in plate
separation to ≈ 200mm, a useful spectral range of about
280MHz should be achievable, to provide a vHLOS range of
±72ms−1. With further appropriate selection of Fizeau pa-
rameters to maintain NS, the resultant fringe profile would
be 1f ≈ 43MHz, with approximate trebling of the RB
background Nped per MHz. Following the previous cal-
culations, the accuracy values become SNRrefined = 10.0,
δf = 3.0MHz, and δvHLOS = 0.9ms−1. With the RME factor,
these become δf = 1.9MHz and δvHLOS = 0.6ms−1. With
further optical pre-filtering, these become δf = 1.6MHz and
δvHLOS = 0.5ms−1. These three sets of values are indicated
in column (d) of Fig. 17.
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5.4.3 Comments and discussion of wind accuracy
results

The most obvious feature of the accuracy values as repre-
sented in Fig. 17 is the rapid near-linear improvement with
Fizeau fringe width 1f . In column (b), with operation at
optimum AOI, δvHLOS has immediately reduced from 3.8 to
2.3ms−1 and to 1.5 ms−1 with further RME correction.

In column (c), δvHLOS = 1.6ms−1, and with further RME
correction, it would become 1.0ms−1, which is a factor
of 3.8 improvement on the starting value. These gains in
wind measurement accuracy are, of course, significant. How-
ever, possibly of greater significance is the prospect of con-
siderably increased global coverage. Simple analysis shows
that, to first order, similar factors of improvement would be
achieved starting from very much larger and presently “not
useful” values of δvHLOS .

As obvious from Fig. 17, the final improvements in accu-
racy would be achieved with optical pre-filtering and a re-
duced laser pulse profile; it is worth considering their tech-
nical feasibility. Techniques of optical pre-filtering and FSR
extension were extensively developed in the era of classical
spectroscopy (for an early review, see, for instance, Chap. 6
in Vaughan, 1989). Investigation of possible techniques for
the present Fizeau instrument would not be trivial but should
be relatively low-cost without major impact on overall opti-
cal layout. However, reduction in the laser pulse frequency
width would clearly involve a major and costly long-term
programme. The existing Aeolus laser design concept is at
least 25 years old. The present short temporal pulse length,
about 20ns, leading to a physical length of about 6m and
width about 50MHz, is driven by laser engineering and the
required high-peak power to provide high conversion effi-
ciency in the frequency tripling process. Ideally, in the fu-
ture, optimization of the balance of pulse length, conversion
efficiency, and total pulse energy would seem desirable and,
in performance terms, potentially cost-effective.

It is finally worth mentioning that the accuracies noted
above are comparable to what may be achieved with het-
erodyne detection wind lidar, as, for instance, shown by
Witschas et al. (2017, 2020, 2022a, 2023a). In Witschas et al.
(2017) for instance, the standard deviation of the LOS wind
speeds derived from an airborne heterodyne detection wind
lidar is δvLOS = 0.2 ms−1.

6 Conclusions

In its 4.5 years of operation following its launch in August
2018, ESA’s Aeolus mission has provided an enormous num-
ber of global wind lidar data. Initially intended primarily as
a 3-year technical demonstrator, the mission quickly proved
that the volume and quality of its data could significantly
enhance current numerical weather prediction. Besides the
Rayleigh-clear winds, that provided a much larger number of

data, Mie-cloudy winds were shown to be of particular im-
portance due to their higher precision and their availability in
the boundary layer region.

Since its launch, the detailed spectroscopic operation of
the Fizeau interferometer has been extensively investigated
against a background of technical observation, revealing two
important findings. Firstly, the apparent angles of incidence
of the scattered return signal beam on the Fizeau interfer-
ometer were considerably larger than anticipated, reaching
up to several hundred microradians (µrad), as clearly evi-
denced in the FPI-based Rayleigh channel (Witschas et al.,
2022b). Secondly, the signal levels were lower than expected
for both the Rayleigh and the Mie channels. From the Mie
channel, viable returns were almost entirely due to strongly
enhanced scattering from cloud top, thin diffuse cloud, vol-
canic aerosols, dust plumes, and smoke from forest fires, with
virtually no viable signals from background aerosol.

The present investigation has thus concentrated on funda-
mental spectroscopic problems, with particular emphasis on
studying the composition of the spectral line width from the
Fizeau spectrometer and its impact on the SNR, fringe shift,
and wind measurement accuracy at the quantum limit of per-
formance, as expressed in Eq. (9). This analysis underscores
the critical importance of minimizing spectral line width. In
terms of measurement accuracy, a 2-fold reduction in line
width is equivalent to a 4-fold increase in signal energy.

The study of Fizeau fringes from Aeolus operation estab-
lishes a large Gaussian shape contribution of ≈ 130 MHz
(FWHM) to the instrumental profile, which consists of a
Lorentzian ≈ 100MHz (FWHM). Wave-optic analysis of
fringe formation provides a convincing explanation for this
effect, attributing it to the input signal beam’s large AOI of
≈ 300µrad. This large angle also likely contributes to the ob-
served loss of radiometric signal collection efficiency due to
beam clipping at the small field stop aperture in the opti-
cal train. In contrast, operation closer to normal incidence
greatly reduces the Gaussian component and should mini-
mize any signal loss. The implications of these findings are
discussed for several scenarios, including the optimization of
present Aeolus Fizeau parameters, an upgraded Fizeau sys-
tem, and an enhanced laser source. Projected improvements
in wind speed measurement accuracy range from 1.8 to 7.2
times over the demonstrated Aeolus performance.

From a broad perspective, the present findings regarding
the apparent misalignment of the signal beam, amounting to
≈ 300µrad, warrant further comment and discussion. This
value is indeed large in the context of standard interfero-
metric and spectroscopic practices. In a laboratory setting,
where direct micro-adjustment is possible, misalignment er-
rors of less than 10µrad are typically expected. For Aeo-
lus, the large and progressive changes in AOI in both the
Rayleigh and Mie channels require analysis and explanation.
It is also worth noting that if a misalignment of ≈ 300µrad
results in a signal loss of≈ 60%, crude estimates suggest that
a misalignment of ≈ 450µrad could lead to losses exceeding
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≈ 90%, assuming the AOI is one of several potential root
causes of the signal loss (though this remains unverified). For
instance, The Pierre Auger Collaboration et al. (2024) noted
that laser-induced contamination and laser-induced damage
are the most probable causes for the progressive observed
signal loss during the mission and suggest that clipping ac-
counts for less than 10% of the loss during the analysed mis-
sion phase. They also mention that the initial loss mecha-
nisms are still the subject of ongoing studies.

In conclusion, for future comparable lidar missions, it
is desirable to address several questions arising from the
Aeolus experience. These questions may include the follow-
ing: what are the primary sources of alignment error in Aeo-
lus? Are they attributable to distortions in the relatively com-
plex optical train. Would it be feasible and beneficial to in-
corporate active optical control and micro-alignment for the
signal beams incident on the interferometers? Furthermore,
could a robust space-qualified scheme be developed for this
purpose?

It is also worth mentioning that the results and tools pre-
sented in this study might be useful for optimizing the spec-
ifications for the Mie channel of any Aeolus-like successor
mission.

Appendix A: Wave-optics model

As mentioned in Sect. 3, the wave-optic Fizeau model was
originally developed to investigate the effect of circular de-
fects arising from the MRF process applied to the Fizeau
plates (Vaughan and Ridley, 2013; Vaughan and Ridley,
2016). The impact of these on fringe formation was initially
modelled using the ray-optic approach, where the component
of the transmitted field after the p passage through the Fizeau
has a phase of (Born and Wolf, 1980)

δp =
4π
λ
hcos(θ)

sin
[
(p− 1)α

]
tan(α)

{
cos

[
(p− 1)α

]
− tan(θ)sin

[
(p− 1)α

]}
. (A1)

Here, λ is the wavelength; h is the plate separation; α is the
wedge angle; and θ is the angle of incidence, defined to be
positive when the incoming radiation is tilted away from the
apex of the wedge. The circular defects from MRF polishing
were modelled by a simple sinusoidal variation in the surface
of one of the plates:

h(x,y)= h0+hg cos
2π r
wg

, (A2)

where r2
= x2
+ y2. It can immediately be seen that there

are some issues in applying Eq. (A1). The surface variations
can be included via h and α, i.e. by treating α as a local
effective wedge angle. However, this approach will not be
correct when there is a large plate separation or when θ de-
parts significantly from zero, as it assumes a ray that comes

from a particular location on the plate always returns close to
that same location. For this reason, it was decided to inves-
tigate a wave-optics approach, as described in Sect. A1. A
comparison between results using Eq. (A1) and correspond-
ing wave-optic calculations is given in Fig. A1 for the fol-
lowing parameters: λ= 355nm, h0 = 68.5mm, hg = 2nm,
wg = 1mm, α = 4.77µrad.

It can be seen that the ray-optics approximation gives
a “zigzag” pattern, whereas the correct structure has more
“broken” appearance, with the fringe divided into separate
segments. This broken structure was found to be in better
agreement with experimental data for this type of plate de-
fect.

In addition to better describing the effects of plate defects,
the wave-optics approach allows for a natural treatment of
the range of incidence angles present in a lidar system by
treating the input radiation as a Gaussian speckle pattern.
This is described in detail in Sect. A3. Wave-optics also al-
lows the modelling of diffraction effects due to intensity vari-
ation in the input light, e.g. arising from obscuration. Sec-
tion A4 briefly outlines an alternative approach to including
a range of incidence angles, still based on the wave-optic
model but using an incoherent sum of plane-wave compo-
nents.

A1 Modelling approach

The geometry of the Fizeau is sketched in Fig. 1, in the
schematic of the Mie channel. Note that the wedge angle, α,
is greatly exaggerated: in the instrument under consideration,
α is just 4.77µrad, as listed in Table 1.

For a given input field EI we wish to calculate the output
field EO and the output intensity IO = |EO|

2. Let E1 be the
field transmitted through the second plate after the light has
undergone one pass of the Fizeau. This is given by

E1 = tAF {EI} tB , (A3)

where tA and tB are the amplitude transmission coefficients
of the plates A and B, and F is an operator that takes the
field after the first plate and transforms it to the field before
the second plate. For simplicity, the plates are taken to have
zero thickness. The transmitted field after the light has made
a further round trip through the Fizeau is given by

E2 = rB rAF
2
{E1 exp(2 i k α x)}. (A4)

Here, it is the second plate, B, that is angled with respect to
the x direction, with plate A parallel to x. Owing to the small
size of the angle, the effect of the wedge is simply a phase
shift on the reflected radiation that is proportional to α and x.
k is the wave vector of the incident field, and rA and rB are
the amplitude reflection coefficients of the plates. Since the
reverse passage B→ A is determined by the same operator
as the passage A→ B, we use the notation F 2 for the dou-
ble application of the operator F . Note that the transmission
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Figure A1. Four modelled fringe patterns in the presence of circular plate defects. Panels (a) and (b) show ray-optic modelling, using two
slightly different wavelengths to give a different fringe location in each figure. Panels (c) and (d) are the corresponding wave-optics results.

factor tB does not need to be applied again as it is already
included in E1 (see Eq. A3). Equation (A4) can be extended
to the n+ 1th pass through the Fizeau as follows:

En+1 = rB rAF
2
{En exp(2 i k α x)}. (A5)

Finally, one can write

EO =

N∑
n=1

En. (A6)

The value of N is chosen to be sufficiently large that inclu-
sion of further passages through the Fizeau has a negligible
effect on the resulting fringe profile. The appropriate value of
N will depend on the plate reflectivities. For example, with
both plates having the same intensity reflection coefficients
of R = 0.88, N = 55 is found to give satisfactory results. An
order-of-magnitude estimate of the terms being neglected can
be found by noting that, after N round trips, the neglected
fractional power inside the Fizeau is of order R2N , which is
3.6× 10−5 in this case.

A2 Solution of paraxial wave equation

The operator F introduced in Sect. A1 is implemented by
starting with the paraxial wave equation for monochromatic
radiation in Cartesian coordinates, which is

∂2E

∂x2 +
∂2E

∂y2 − 2 i k
∂E

∂z
= 0, (A7)

where the wave is propagating in the z direction, taken to
be the direction normal to the first plate. Equation (A7) is
solved using a Fourier-domain approach. Fourier transforma-
tion with respect to the x and y coordinates is applied to the
equation. The resulting ordinary differential equation in z has
the following solution:

E(ω,zB)= E(ω,zA)exp
[
i|ω|2(zB − zA)

2k

]
. (A8)

Here, ω is the spatial frequency vector, E(ω,zA) is the
Fourier transform of the known field in the zA plane, and
E(ω,zB) is the transform of the desired field in the zB plane.
The field itself is produced via the inverse transform. The
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Figure A2. Tapered input profile.

Fourier transforms are calculated using the fast Fourier trans-
form (FFT) algorithm; more details can be found in Jakeman
and Ridley (2006). The input field is defined on a discrete
grid. A square grid is used here, but a rectangular grid is also
possible. Typically, the grid consists of 1024 by 1024 points,
with a space step size of 50µrad. One potential issue with
the FFT method is that it is periodic in space, which can
lead to edge effects. This is avoided by, first, making sure
that the Fizeau fringe appears near the centre of the grid,
via precise setting of the wavelength, and, second, tapering
the input intensity to zero at the edges of the input wave.
This tapering uses a super-Gaussian profile of 10th order,
i.e. exp

(
−|r/ws |

20), where r is a 2D position vector with
origin at the centre of the grid, and the super-Gaussian ra-
dius is ws = 23.4mm. It is worth mentioning that the taper-
ing does not effect the region of interest, which is the 36mm
Fizeau diameter. A cross-section through this tapered profile
is shown in Fig. A2.

It would also be possible to use a profile similar to that in
Fig. A2 as an absorbing boundary applied to one of the mir-
rors. However, it was found that tapering of the input wave
amplitude worked well enough. Figure A3 shows example
Fizeau fringes using three different values of N = 14 (cyan),
N = 28 (red), and N = 55 (black). The Fizeau parameters
used for simulation are a plate separation of 68.5mm, a
wedge angle of 4.77µrad, reflectivity R = 0.88, and a wave-
length of 355nm. The free spectral range is λ/2α = 37mm
and the length of the modelled region is 51.2mm. Thus, with
the fringe at the centre of the region, the fringe correspond-
ing to the adjacent FSR is well away from the edge, reducing
the possibility of spurious diffraction at the edge contami-
nating the central fringe profile. Here, the incident field is
a plane wave with a tilt angle of 300µrad relative to the z
axis (i.e. the normal of plate A). The convention used here
is that positive angles tilt the input radiation in the direction
of increasing plate separation (i.e. increasing because of the
wedge).

Here, the intensity is normalized by the input intensity. As
mentioned previously, a value ofN = 55 was considered suf-

Figure A3. Fringe produced using increasing numbers of round
trips for a tilt angle of 300µrad. Cyan is N = 14, red is N = 28,
and black is N = 55.

Figure A4. Relative differences in intensities for 55 loops versus
100 loops.

ficient for this work. A further indication of the errors in-
volved in truncating the summation in Eq. (A4) is given in
Fig. A4, which shows the difference in intensity of fringes
produced with N = 55 and N = 100. It can be seen that the
maximum difference is of order 2× 10−4, relative to the in-
put intensity. Note that this is nearly an order of magnitude
greater than the estimate in the previous section, based on to-
tal power. This discrepancy can be explained by the fact that
the intensity differences are both positive and negative, so
there is significant cancellation when a difference in power
is considered because the power is a spatial integration of
intensity.

Note that, in this case, the ray-optics approach of Eq. (A1)
gives an almost identical fringe profile, so this particular sce-
nario of plane-wave illumination and perfect plates does not
necessitate a wave-optics approach.

A3 Coherence and averaging

In practice, in a pulsed Doppler wind lidar, the radiation inci-
dent on the Fizeau will not be a coherent plane wave. There-
fore, the Fizeau model needs to take into account the actual
structure of the input radiation. At any given moment in time,
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the laser illuminates a large number of scatterers within a vol-
ume determined by the spatial extent of the laser beam and
its pulse duration. As a result, the field incident on the Fizeau
interferometer will be a Gaussian speckle pattern. During
the time corresponding to the range gate of the system, the
pulse will illuminate different sets of scatterers, and the accu-
mulated fringe will be temporally averaged, which smooths
out the speckle variations. In addition, there will be further
smoothing when fringes from multiple pulses are summed.
In the Aeolus spectrometer, spatial averaging also occurs be-
cause the detector readout is summed along the length of the
fringe. It is worth reviewing and quantifying these various
averaging/smoothing effects.

Consider a monostatic system, with the transmit–receive
telescope producing a plane-wave input to the Fizeau inter-
ferometer from any individual (far-field) scatterer.

Consider, first, a single scattering layer situated at range
z= L. For simplicity, we take z= 0 as being the position of
the telescope entrance pupil. Assume the laser beam illumi-
nating the scattering layer is a TEM00 Gaussian; it has an
intensity profile given by

I (r)= I0 exp
(
−2

r2

w2(z)

)
. (A9)

The beam radius at the 1/e2 intensity point is

w2(z)= w2
0

1+

(
2z
kw2

0
,

)2
 . (A10)

The backscattered light at the telescope pupil will form a
speckle pattern. It can be shown that this speckle pattern
will be characterized by a field correlation function of the
form (Jakeman and Ridley, 2006)∣∣∣g(1)(r)∣∣∣= exp

[
−

1
2

(
kw(L)r

2L

)2
]
, (A11)

with r being the distance between any two points in the z= 0
plane. Note that this is the modulus of the correlation func-
tion. The full, complex correlation function includes a phase
term associated with the curvature of the wavefront return-
ing from the scattering layer. However, because we have as-
sumed a telescope focused on the scattering layer, this phase
term is removed by the telescope and does not apply to the
speckle pattern entering the Fizeau interferometer. Thus, in
the numerical modelling of speckles, there is no phase term,
and the auto-correlation function is real rather than complex.

Employing the Siegert relation (Jakeman and Ridley,
2006), the intensity correlation function can be shown to be

g(2)(r)= 1+ exp

[
−

(
kw(L)r

2L

)2
]
. (A12)

The speckle size can be characterized by a single correlation
length, defined as the separation r at which the exponential

Figure A5. Backscatter from two separate layers.

term in Eq. (A12) has reduced by 1/e. When the scattering
layer is in the far field, the correlation length is simply

r 1
e
=

λ

πθb
, (A13)

where w(L)= θbL. The beam divergence half angle θb is

θb =
λ

πw0
. (A14)

In a monostatic lidar, the system field of view is determined
by the divergence of the illuminating beam and, in one di-
mension, is 2θb.

We can define a correlation area as

Ac = π r
2
1
e

. (A15)

If the telescope has the magnification M , then the angular
factors at the input to the Fizeau interferometer will increase
byM , and the length scales decrease byM . Thus, the field in-
put to the interferometer is also a speckle pattern, with a cor-
relation length reduced by a factor of M . The output of the
interferometer will also be a speckle pattern but with more
complicated correlation properties. Roughly speaking, it can
be considered to be an interference fringe modulated by a
random speckle pattern. When averaged over many indepen-
dent random speckle patterns, a smoothed fringe will emerge,
the width of the fringes being influenced by the correlation
length of the original speckle pattern (or, equivalently, the li-
dar FOV): a larger FOV means a shorter correlation length
(via Eq. A13), which will result in a broader fringe.

Consider, first, the significance of the laser pulse duration.
Figure A5 shows a simplified situation where there are only
two scattering layers at different distances from the instru-
ment.

Let the laser pulse duration be τ , with the second scatter-
ing layer separated from the first by a distance 1z, which
is greater than τc/2. It is evident that the leading edge of
the pulse reflected from the second layer cannot overlap the
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trailing edge of the pulse reflected from the first. Thus, at
the entrance to the spectrometer, there would be a certain
speckle pattern for a period of time τ followed by a second,
independent speckle pattern, also of duration τ . In the more
general case, where scatterers are uniformly distributed along
the beam propagation path, the speckle pattern will vary con-
tinuously in time, with a characteristic time constant of τ .
Provided the time taken for light to propagate through the in-
terferometer is significantly shorter than the pulse duration,
the same characteristic time constant τ applies to the out-
put of the Fizeau interferometer. The temporal averaging is
achieved simply by accumulating light on the detector for a
time duration longer than the speckle correlation time. The
number of averages can be taken to be the ratio of this detec-
tor time gate to the speckle correlation time. In terms of the
vertical spatial resolution of the wind measurement, Rv, the
number of speckles averaged, is simply

N1 =
2Rv

τc
. (A16)

Note that this assumes that the scattering cross-section is uni-
form along the length of the volume being probed by the laser
beam. If the scattering cross-section is non-uniform, different
scattering layers will reflect different quantities of laser light,
and the effective number of averages will be less than the re-
sult of Eq. (A16). In addition, Eq. (A16) assumes that the
pulse is fully temporally coherent. If this is not the case, the
pulse duration τ must be replaced by the (shorter) coherence
time. The spatial averaging is carried out after the speckle
light has been detected: columns of pixels are summed along
the direction of the fringe. The number of effective aver-
ages here depends on the size of the speckle and the size
of the detector pixels. Using Eq. (A13) with θb = 6µrad and
355nm wavelength gives a speckle size of 1.9cm at the en-
trance to the telescope and thus a speckle area of 11.3cm2.
Dividing by the telescope magnification M = 41.7 gives a
speckle size of 0.45mm at the entrance to the interferome-
ter. Equation (A13) thus gives a speckle area at the entrance
to the interferometer of 0.64mm2. Assume that there is the
same number of speckles at the output of the interferometer
and that the speckle size is the same across every column of
pixels; i.e. it does not vary at different positions in the fringe
pattern. Now, each detector pixel is a square of 1.6mm width,
and there are 16 pixels in a column. Thus, when the speckle
pattern is averaged over a column, there are approximately
N2 = 41/0.64= 64 effective speckles averaged over. In fact,
taking the effective number of speckles as the detector area
divided by the speckle area is only exact in the limit of a
large number of speckles. For a square detector area, the ex-
act result for the effective number of speckles is (Goodman,
2007)

N2 =

(
1
√
a
Erf

[√
πa− 1

]
−

1
πa

[
1− exp(−πa)

])−2
, (A17)

where a is the detector area divided by the speckle area. This
formula givesN2 = 69.4 as the effective number of speckles.
Note, however, that this is still an approximation because the
detector column is rectangular rather than square.

The third stage of averaging comes from accumulation of
signal from multiple, independent pulses. If the number of
pulses averaged is N3, we can define a total number of effec-
tive averages as

NT =N1N2N3. (A18)

Now, the statistics of an individual speckle pattern are nega-
tive exponential in form (Jakeman and Ridley, 2006):

P(I)=
1
IA

exp
(
−
I

IA

)
, (A19)

where IA is the average intensity. Note that when we con-
sider the output of the interferometer, the average intensity is
spatially varying: high near the peak of a fringe and low in
the troughs. The sum of N speckle patterns follows a gamma
distribution (Jakeman and Ridley, 2006):

P(I)=
IN−1

INA 0(N)
exp

(
−
I

IA

)
, (A20)

where 0 is the Euler gamma function. This result can also be
used when N is not an integer. The average intensity is N IA.
The degree of fluctuation can be characterized by the second
moment

〈I 2
〉

〈I 〉2
= 1+

1
N
. (A21)

Clearly, this takes on the value of 2 when there is no aver-
aging and reduces to unity as N→∞. In the large N limit,
the detector output, in the absence of other noise sources,
can be considered a sum of a constant term and a smaller
fluctuating term, which varies from measurement to mea-
surement. Thus, in this large N limit, one can define an ef-
fective signal-to-noise ratio (SNR) as the constant term di-
vided by the standard deviation of the fluctuating term. Using
Eq. (A21), it is simple to show that this SNR is just

√
NT . As

stated above, we have N2 = 69.4. The minimum range gate
is 2.1µs and the pulse duration 20ns, which gives N1 = 110.
Thus, even without considering multiple pulse averaging, the
minimum speckle SNR in normal operation is 87, which is
sufficiently high to make this a small noise component com-
pared to shot noise on the Rayleigh background. The num-
ber of laser pulses P averaged on the CCD is P − 1, and
afterwards, N · (P − 1) is averaged to one observation. P
has changed in the course of the mission, and respective val-
ues are available in the ACCD paper by Lux et al. (2024).
The effect of speckle smoothing/averaging is included in the
wave-optic model by calculating multiple fringes, each start-
ing with a statistically independent speckle pattern and av-
eraging the fringes to produce the final, smoothed, fringe.
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Figure A6. Fringe with a Gaussian angular spectrum (black) com-
pared with a plane wave (cyan). The other parameters are the same
as in Fig. A3.

Typically, 100 different speckle patterns were used for each
fringe. Note that it is not necessary to match the number of
averages given by Eq. (A18): it is sufficient to use enough
averages that residual speckle noise is negligible. Details
of the generation of random speckle patterns can be found
in Jakeman and Ridley (2006). The basis is the expression
given by Eq. (A11) for the field correlation function. The
Fourier transform of this is multiplied by an array of delta-
correlated random complex Gaussian-distributed noise val-
ues. Inverse transformation yields two independent speckle
patterns from the real and imaginary components. An exam-
ple of a speckle-averaged fringe is shown in Fig. A6, com-
pared with the plane-wave fringe of Fig. A3. This uses the
same central tilt angle of 300µrad but with a Gaussian angu-
lar spectrum of 1/e width of 500µrad.

Here, the two fringes have the same power, i.e. equal area
under the fringe. Significant broadening of the fringe can be
seen, as well as the influence of the Fizeau fringe asymmetry.
It is worth noting that the broadened profile cannot simply be
considered a convolution of the plane-wave fringe with the
angular spectrum because the shape of the plane-wave fringe
is itself strongly dependent on the AOI.

This result used 100 speckle averages. An idea of the mag-
nitude of the errors (i.e. the “speckle noise”) in this case can
be found by calculating a second fringe with independent
random speckles. The result of differencing the intensity of
the two fringes is given in Fig. A7. Noting that one expects
a square-root-of-2 increase in errors when differencing two
random quantities, it can be inferred that the maximum in-
tensity error is of order 2 %.

A4 Angular spectrum approach

The speckle approach described above treats the physics
without any major approximations, but it does have the disad-
vantage of requiring averaging over many independent ran-
dom speckle patterns to get an acceptably low error, which

Figure A7. Residual errors from speckle fringe calculation from
two independent simulations with N = 100 speckles.

Figure A8. Angular spectrum approach to fringe calculation.

has implications for the time taken to compute a single
fringe. If one is only interested in the incoherent fringe that
results in the limit of infinite averaging, there is an alter-
native approach. This involves calculating many plane-wave
fringes for different angles of incidence and combining them
by adding intensities rather than fields. A far-field illuminat-
ing laser profile, such as that given by Eq. (A9), can be con-
verted into an angular spectrum, here denoted A. This is the
field angular spectrum, so the amplitude of A is the square
root of the laser intensity at a given angle. If we consider
the backscatter to come from a continuous scattering layer,
the field at the input to the Fizeau can be written as a two-
dimensional integral over the vector angle ν:∫

A(ν)exp(i k ν r)dν. (A22)

The field at the output of the Fizeau can similarly be written
as an integral over an angle-dependent transmission function
f (not to be confused with the earlier operator F as intro-
duced in Eq. A5):

EO =

∫
A(ν)f (ν)dν. (A23)

Note that, here, the exponential phase factor in Eq. (A22)
has been subsumed into f . Treating the scattering amplitude
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as a random variable (i.e. constant amplitude and random
phase, the random phase arising from the random position-
ing of the scatterers), the incoherent fringe intensity can be
written as an ensemble average, indicated by angled brackets
in Eq. (A24).

IO = 〈|EO|
2
〉 =

∫ ∫
〈A∗(ν)A(ν′)〉f ∗(ν)f (ν′)dνdν′ (A24)

When the average is taken, only the radiation from individ-
ual scattering centres (e.g. single angles of arrival) adds in
phase. Cross-terms between different scattering centres are
randomly phased and average to zero. This means the corre-
lation function can be written as a delta function with respect
to angle

〈A∗(ν)A(ν′)〉 = |A(ν)|2δ(ν− ν′). (A25)

Substituting Eq. (A25) into Eq. (A24) results in the removal
of one of the integrals, giving

IO =

∫
|A(ν)|2|f (ν)|2dν. (A26)

That is, the fringe profile is a weighted integral over a set of
plane-wave fringes. For numerical calculations, the integral
is replaced by a sum over a suitably chosen set of angles.
In the results given here, the appropriate number of angles
to use was determined by comparing fringes with a different
number of angles and also by comparing with the speckle
approach. It was found that 81 angles in a 9 by 9 regularly
spaced (square) array, with an angular spacing of 80µrad,
were acceptable for calculating a fringe using the parameters
of Fig. A6. A cross-section through the centre of this array
is shown in Fig. A8, where the solid line shows the Gaussian
angular spectrum and the discrete points the angles used for
each plane-wave calculation.

Figures A9 and A10 show differences between the 9 by 9
array and a result with 13 by 13 angles and the 100 speckle
average result of Fig. A6, respectively.

Figure A9. Differences between a fringe calculated with 9 by 9
angles and one with 13 by 13 angles.

Figure A10. Differences between a fringe calculated with 9 by 9
angles and one using the speckle approach with 100 speckle aver-
ages.

These results imply that the angular spectrum is accurate
with 81 angles. In fact, Fig. A10 suggests it is more accurate
than the speckle result, with 100 speckles, because the dif-
ferences are of similar magnitude to those seen in Fig. A7,
meaning that errors in the speckle approach are larger.

In terms of computation time, the angular spectrum ap-
proach is somewhat faster than the speckle approach in this
case because it uses 81 fringe calculations rather than 100
and because it does not require additional time to generate the
random speckle patterns. However, the real computational
advantage would come in cases where one needs to compute
full two-dimensional fringes, without the averaging over de-
tector columns. It was shown earlier in the discussion follow-
ing Eq. (A16) that this averaging is equivalent to 64 speckle
averages. So, if this additional averaging was not employed,
64 times more independent speckle patterns would need to
be used, with a proportional increase in computation time.
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Appendix B: Nomenclature

0FSR Free spectral range
PRaw Raw signal fringe profile
PLas Laser pulse profile
PFiz Fizeau instrument profile
PDet Detector channel spectral profile
L(x) Lorentzian peak function
IL Area under L(x)
0L Full width at half maximum of L(x)
x0 Centre position
0TH Width of top-hat function
H(x) Heaviside step function
Lpx(x) Pixelated Lorentzian profile
ILpx Area under Lpx(x)

V(x) Voigt peak function
0V Full width at half maximum of V(x)
G(x) Gaussian peak function
0G Full width at half maximum of G(x)
Ifringe Total fringe intensity
Ipeak Fringe peak intensity
Lfraction Fractional Lorentzian contribution to V(x)
Gfraction Fractional Gaussian contribution to V(x)
p Numerical value from Voigt tables
LFWHM Lorentzian FWHM contribution to 0V
GFWHM Gaussian FWHM contribution to 0V
R Reflectivity
T Transmission
F Finesse coefficient
ϕ Phase lag
A(ϕ) Airy function
NR Reflectivity finesse
1τ Laser pulse duration
1ν Fourier-transform limit of laser spectral width
δf Standard deviation of frequency estimates
C Spectral shape constant
CL Spectral shape constant for L(x)
CG Spectral shape constant for G(x)
CV Spectral shape constant for V(x)
〈NS〉 Mean number of electron counts
SNR Signal-to-noise ratio in shot noise limit
SNRbasic Basic SNR calculation with background present
m Total number of detector pixels
SNRrefined Refined SNR calculation with background

present
Nped Background signal per pixel
kr Signal fraction within the analytical bandwidth
fAB Analytical bandwidth
n Number of pixels covered by fAB
r Ratio of fAB and δf
δvHLOS Standard deviation of the HLOS wind
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