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Abstract. Measuring greenhouse gas (GHG) profiles with
global coverage and high accuracy and vertical resolution in
the upper troposphere and lower stratosphere (UTLS) is key
for improved monitoring of GHG concentrations in the free
atmosphere. In this respect a new satellite mission concept
adding an infrared-laser part to the already well studied mi-
crowave occultation technique exploits the joint propagation
of infrared-laser and microwave signals between Low Earth
Orbit (LEO) satellites. This synergetic combination, referred
to as LEO-LEO microwave and infrared-laser occultation
(LMIO) method, enables to retrieve thermodynamic profiles
(pressure, temperature, humidity) and accurate altitude levels
from the microwave signals and GHG profiles from the si-
multaneously measured infrared-laser signals. However, due
to the novelty of the LMIO method, a retrieval algorithm for
GHG profiling is not yet available. Here we introduce such
an algorithm for retrieving GHGs from LEO-LEO infrared-
laser occultation (LIO) data, applied as a second step after re-
trieving thermodynamic profiles from LEO-LEO microwave
occultation (LMO) data. We thoroughly describe the LIO
retrieval algorithm and unveil the synergy with the LMO-
retrieved pressure, temperature, and altitude information. We
furthermore demonstrate the effective independence of the
GHG retrieval results from background (a priori) informa-
tion in discussing demonstration results from LMIO end-to-
end simulations for a representative set of GHG profiles, in-
cluding carbon dioxide (CO2), water vapor (H2O), methane
(CH4), and ozone (O3). The GHGs except for ozone are well
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retrieved throughout the UTLS, while ozone is well retrieved
from about 10 km to 15 km upwards, since the ozone layer
resides in the lower stratosphere. The GHG retrieval errors
are generally smaller than 1 % to 3 % r.m.s., at a vertical res-
olution of about 1 km. The retrieved profiles also appear un-
biased, which points to the climate benchmarking capabil-
ity of the LMIO method. This performance, found here for
clear-air atmospheric conditions, is unprecedented for verti-
cal profiling of GHGs in the free atmosphere and encourag-
ing for future LMIO implementation. Subsequent work will
examine GHG retrievals in cloudy air, addressing retrieval
performance when scanning through intermittent upper tro-
pospheric cloudiness.

1 Introduction

The LEO-LEO microwave and infrared-laser occultation
(LMIO) method is a thoroughly defined synergistic com-
bination of LEO-LEO microwave occultation (LMO) and
LEO-LEO infrared-laser occultation (LIO), as schematically
shown in Fig.1 and introduced in detail byKirchengast et al.
(2010a), Schweitzer(2010), andKirchengast and Schweitzer
(2011). This proposed inter-satellite active limb sounding
technique would enable the synergy of deriving thermody-
namic variables, including pressure, temperature and hu-
midity, from LMO phase and amplitude data, and at the
same time trace species concentrations and the line-of-sight
wind speed from LIO intensity data. The primary alti-
tude domain of the measurements is the upper troposphere
and lower stratosphere (UTLS;∼5 km to 35 km) where
all main greenhouse gases (GHGs) except the synthetic
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Fig. 1. Schematic view of the LEO-LEO microwave and infrared-laser occultation (LMIO) measurement geometry, as a combination of
LMO signals (MW, orange signal paths) and LIO signals (IR, red signal paths) which pass the vacuum as straight lines and are refracted by
the atmosphere. Characteristic MW and IR parameters defining this geometry are marked; see the text in Sect.2.1for further explanation.

chlorine-flourine-containing species can be retrieved, i.e.,
water vapor, carbon dioxide, methane, nitrous oxide, ozone,
and carbon monoxide.

As described byKirchengast and Schweitzer(2011), the
LMIO method can be considered as a next generation of the
well established and successful GNSS-LEO radio occulta-
tion (GRO) method (Ware et al., 1996; Kursinski et al., 1997;
Steiner et al., 2001; Anthes et al., 2008; Luntama et al., 2008;
Steiner et al., 2009; Ho et al., 2009). LMIO and GRO share
the occultation measurement principle (Phinney and Ander-
son, 1968; Kirchengast, 2004) and the use of highly coher-
ent and stable inter-satellite signals, and therefore the poten-
tial of providing accurate, long-term, consistent benchmark
data with high vertical resolution and global coverage. How-
ever, while GRO uses decimeter-wave navigation signals
from the Global Positioning System GPS, and of other future
navigation satellites, LMIO will use specifically developed
centimeter- and millimeter-wave (LMO) and micrometer-
wave signals (LIO). These vastly expand the accessible at-
mospheric variables from the GRO focus on refractivity-
related variables to the full suite of thermodynamic, compo-
sition, and wind variables noted above (for more details see
Kirchengast and Schweitzer, 2011).

The LMO part of LMIO has substantial heritage from a
range of studies over the recent decade (Kursinski et al.,
2002, 2009; Herman et al., 2004; Kirchengast and Hoeg,
2004; Gorbunov and Kirchengast, 2005, 2007) and very re-
cently a detailed LMO algorithm description and perfor-
mance analysis was provided bySchweitzer et al.(2011b).
This heritage work established well the expected perfor-
mance of LMO for accurate thermodynamic state profiling
in the UTLS, which serves as the basis for the LIO-related
GHG profiling introduced here.

We implemented the LIO retrieval as a complemen-
tary, subsequent part to the LMO retrieval ofSchweitzer
et al. (2011b), completing the LMIO retrieval algorithm
introduced in a brief overview form inKirchengast and
Schweitzer(2011). We describe in this study the detailed
steps of the algorithm, which can be applied for single
species (single-line trace species retrieval, SSR) or a set
of several trace species (multi-line trace species retrieval,
MSR), and include a demonstration of its capabilities by end-
to-end performance simulation results. The synergy between
LMO and LIO is pointed out, since the LMO retrieval with
its thermodynamic profiles as output serves as a necessary
provider of input information for the LIO retrieval. In ad-
dition, the effective independence from external (a priori)
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information and the high accuracy of the LIO retrieval re-
sults, i.e., of the GHG and isotope profiles, is emphasized.

The paper is structured as follows. We start with intro-
ducing the geometry, the main atmospheric effects relevant
to the retrieval algorithm, and the simulation and retrieval
demonstration setup in Sect.2. This preparatory informa-
tion is followed by a detailed LIO algorithm description in
Sect.3, describing the core elements and necessary system-
atic update loops over the core. In Sect.4 the demonstration
results are discussed. Finally, Sect.5 presents a summary
and conclusions of the study.

2 Geometry and setup

2.1 Geometry and atmospheric effects

Figure 1 illustrates the LMO and LIO signal propagation
paths, with all signals transmitted from one joint platform,
LEOTx, and received at another joint platform, LEORx. Both
LMO and LIO signals follow closely similar but not iden-
tical paths, i.e., the refraction becomes somewhat different
for the microwave (MW) and infrared (IR) signals, propor-
tional to the amount of water vapor in the air (Thayer, 1974;
Bönsch and Potulski, 1998; Kirchengast and Schweitzer,
2011; Schweitzer et al., 2011a). The corresponding differ-
ence in bending of MW and IR ray paths is practically neg-
ligible above about 8 km to 12 km, a highly favorable prop-
erty, and gradually increases downwards into the troposphere
(Schweitzer et al., 2011a), leading to a difference of the tan-
gent altitudes of about 0.5 km near 5 km in moist conditions
(Kirchengast et al., 2010a).

Figure1 highlights that this different bending of MW and
IR rays, despite generally being a very small effect, formally
leads to different bending angles (αMW , αIR) at any given
time during an occultation event and as well also to differ-
ent impact parameters (aMW , aIR) and radial distances from
the center of curvature to the tangent points (rMW , rIR), the
latter implying as well different tangent point altitudes. The
radial distances from the center of curvature to the satellite
platforms are given byrTx andrRx, with θ being the opening
angle between the two satellite vectors. This geometric setup
of the LIO signal propagation on top of the LMO signal prop-
agation is, in addition to the LMO heritage summarized in
the introduction, a key basis for formulating the LIO-related
GHG profiling algorithm.

The influences of absorption by atmospheric trace species
and of other atmospheric processes on the carefully selected
quasi-monochromatic LIO signals are essential for the LIO
method. Besides the absorption of the target greenhouse gas,
also other influences due to the atmospheric background such
as defocusing, foreign species absorption, Rayleigh scat-
tering, aerosol extinction, cloud extinction, signal scintilla-
tions from turbulence, Doppler shift of signal frequencies
due to line-of-sight winds, and Rayleigh as well as cloud

scattering of solar radiation into the receiver are potentially
relevant. The effects from these background influences, ex-
cept for cloud extinction, are practically either negligibly
small under most conditions or can be reduced to very small
levels of residual error (typically< 0.1 %) as discussed by
other studies (Emde and Proschek, 2010; Schweitzer, 2010;
Kirchengast et al., 2010a; Schweitzer et al., 2011a). In the
LIO forward simulations of the received intensity signals for
this study we account for the main effects of attenuation,
namely target and foreign species absorption, and defocusing
(plus for the small Rayleigh scattering loss since easily co-
modeled). Cloudy air and a suitable retrieval will be treated
in a separate study; a brief discussion of cloud influences, in-
cluding limitations to tropospheric penetration of part of the
events especially in the tropics, is given bySchweitzer et al.
(2011a). The other effects can be assumed negligible, or are
sufficiently corrected to the level of thermal noise that we in-
clude. This is sufficient in the context here to demonstrate
the new retrieval algorithm.

To isolate the absorption due to the target GHG from the
absorption of foreign species and broadband atmospheric ef-
fect, an adjacent pair of signals, one “absorption signal” (at
the center of an absorption line of a target species) and one
“reference signal” (off-line of any trace species absorption) is
employed using a differential absorption principle (Kursinski
et al., 2002; Gorbunov and Kirchengast, 2007; Kirchengast
et al., 2010a; Kirchengast and Schweitzer, 2011; Schweitzer
et al., 2011a), which will be explained in detail in Sect.3.
In the retrieval presented in Sects.3 and4, the target species
H2O, CO2, CH4, O3, N2O, and CO are specifically taken into
account, with focus on the first four. But we note that the re-
trieval algorithm itself is generically valid for any group of
LIO target species.

2.2 Simulation and retrieval demonstration setup

For the simulation of the LMIO measurements, which we
produced for demonstrating the new retrieval algorithm, we
used the End-to-End Generic Occultation Performance Sim-
ulation and Processing System (EGOPS5.5) and the eXperi-
mental End-to-End Generic Occultation Performance Simu-
lation and Processing System (xEGOPS5.5) (Fritzer et al.,
2009, 2010). The EGOPS system development started
for GRO end-to-end simulations more than a decade ago
(Kirchengast, 1996, 1998; Ramsauer and Kirchengast, 2000;
Kirchengast et al., 2002), was then extended to also enable
LMO simulations (Kirchengast et al., 2007; Fritzer et al.,
2009), and proved useful in a myriad of GRO and LMO-
related studies, including the recent study bySchweitzer
et al.(2011b). The complementary xEGOPS system (Fritzer
et al., 2010) was developed more recently and extends
EGOPS by LIO end-to-end simulation capabilities. We use
EGOPS/xEGOPS here in the same way and logic for LMIO
simulations asSchweitzer et al.(2011b) used EGOPS for
LMO simulations.
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We start with the Mission Analysis Planning (MAP), a
subsystem of EGOPS, to generate occultation events for
a low-, mid- and high latitude region for 15 July 2007
(an arbitrary example day). We used LEO satellites in
sun-synchronous orbits, two transmitters and two counter-
rotating receivers, with the transmitters at an orbital height
of 800 km and the receivers at 650 km, yielding about 230
globally well distributed occultation events per day (same
as Schweitzer et al., 2011b). The MAP calculates occul-
tation event locations and related positions of the transmit-
ter and receiver satellites during the event. The occultation
events chosen for further forward modeling are a tropical
(TRO, 1.3◦ N/55.6◦ W), a standard (STD, 38.0◦ N/71.2◦ W)
and a sub-arctic winter event (SAW, 72.8◦ S/13.7◦ E), to-
gether allowing to span a representative range of atmospheric
conditions.

The Forward Modeling (FOM) subsystem of
EGOPS/xEGOPS uses the MAP results (satellite posi-
tions and velocities) to simulate excess phase, amplitude
(LMO) and intensity (LIO) profiles as a function of time
for each occultation event. For the simulation of realistic
ray paths a highly accurate geometric optical ray-tracing
algorithm is used at a sampling rate of 10 Hz (Syndergaard,
1999). We assume spherical symmetry of the atmosphere
about the occultation event location (to avoid including
representativeness errors; cf.Schweitzer et al., 2011b) and
an ellipsoidal Earth shape (WGS84,Fuchs and Stoffel,
1984). The ray-tracing uses for the LMO channels the
microwave refractivity formula ofSmith and Weintraub
(1953) and for the LIO channels an accurate but simplified
approximation of the visible/infrared refractivity formula
by Bönsch and Potulski(1998) (more details in Sect.3.3).
Absorption by trace species is integrated along these ray
paths. The relevant absorption coefficients for the LMO
channels are computed by an advanced version of Liebe’s
Millimeter Wave Propagation Model MPM93 (Liebe et al.,
1993; Schweitzer et al., 2011b), those for the LIO channels
by the Reference Forward Model (RFM) (Edwards, 1996;
Dudhia, 2008), which uses the spectroscopic parameters
from the HITRAN2004 database (Rothman et al., 2005).

The atmospheric model used is the Fast Atmospheric Sig-
nature Code (FASCODE) model (in the form supplied on-
line by FASCODE, 2008), including the US standard at-
mosphere (Anderson et al., 1986). In line with the lati-
tudes of occultation events selected above we use the tropical
(TRO), standard (STD), and sub-arctic winter (SAW) atmo-
spheres (the STD atmosphere for the example cases illustrat-
ing the algorithm steps in Sects.3.4 and 3.5, all three at-
mospheres for the demonstration results in Sect.4). Each
FASCODE atmosphere comprises profiles of the thermo-
dynamic variables, namely pressure (p), temperature (T ),
and humidity (q), as well as the concentration profiles of
all needed trace species (X = {N2O, CH4, 12CO2, 13CO2,
C18OO, H2O, HDO, H18

2 O, CO, O3}), where the concentra-
tions of the secondary isotopes are estimated from the main

isotope via isotopic fractional abundances followingRoth-
man et al.(2005). The outdated FASCODE value for CO2
(330 ppmv up to about the mesopause) was updated to a
more recent value of 380 ppmv (see alsoKirchengast and
Schweitzer, 2011). The atmosphere is assumed to be free
from clouds and aerosols (cf. discussion in Sect.2.1); hence
refraction, defocusing and GHG trace species absorption are
the processes effectively contributing to the simulated LMO
excess phase, LMO amplitude loss, and LIO intensity loss
data (Rayleigh scattering loss is formally co-integrated along
the rays but is negligible). The vertical simulation range is set
to cover altitudes between 3 km and 80 km. The frequency
channels used for LMO are those ofSchweitzer et al.(2011b)
(5 channels, 17.25 GHz, 20.2 GHz, 22.6 GHz, 179 GHz and
182 GHz), the LIO channels used followSchweitzer(2010)
andKirchengast and Schweitzer(2011) and are summarized
in Table1.

The simulation of quasi-realistic observation system er-
rors is done with the EGOPS subsystem Observation Sys-
tem Modeling (OSM). Link budget computation account-
ing for transmitter power, free space loss, total atmospheric
loss, and instrument-related losses are employed to model
amplitude and intensity profiles in absolute terms (in dBW)
and to model thermal noise for adequate signal-to-noise
ratios at the receiver (67 dBHz C/N0 for LMO amplitudes
at top-of-atmosphere, 34 dBHz SNR for LIO intensities;
cf. ?Schweitzer et al., 2011b; Kirchengast and Schweitzer,
2011). Residual linear drift errors over the occultation event,
reflecting expected short-term stability limitations of mea-
sured LMO and LIO amplitudes/intensities, are superim-
posed as well; for LMO in the same way as bySchweitzer
et al. (2011b), for LIO according to the system requirement
specifications inKirchengast et al.(2010a). Clock errors and
precise-orbit-determination (POD) errors, affecting the LMO
excess phase, and thermal noise on the phase are modeled in
the same way as was done for GRO simulations bySteiner
and Kirchengast(2005) and adopted for LMO simulations
by Schweitzer et al.(2011b). Errors in spectroscopic param-
eters are not considered in this study because, on the one
hand, they lead to essentially time-constant retrieval errors
only with negligible effects on observing GHG variability
and, on the other hand, their reduction is a separate matter of
spectroscopic laboratory work.Kirchengast and Schweitzer
(2011), section S2 therein, andHarrison et al.(2011) discuss
the requirements and needs for reducing spectroscopic errors
to within ∼0.1 % in detail.

In order to finally provide the retrieved thermodynamic
variables from LMO based on the simulated signals from
the OSM subtool, we use the retrieval algorithm described
by Schweitzer et al.(2011b), which is implemented in the
Occultation Processing System (OPS) subsystem of EGOPS.
As Schweitzer et al.(2011b) conclude, the LMO-retrieved
thermodynamic profiles are essentially unbiased and achieve
r.m.s. errors of< 0.2 % for the pressure,<0.5 K for the
temperature and<10 % for the specific humidity; the related
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Table 1. Trace species retrieval order, associated absorption and reference wavenumbers, and their frequency spacing.

Retrieval Target species Absorption Reference (Abs-Ref)/Ref
order [valid range] wavenumber wavenumber freq. spacing

cm−1 cm−1 %

1 N2O 4710.340810 4731.03 −0.4373
2 CH4 4344.163500 4322.93 +0.4912
3 13CO2 4723.414953 4731.03 −0.1610
4 C18OO 4767.041369 4770.15 −0.0652
5 H2O(1) [13–48 km] 4204.840290 4227.07 −0.5259
6 H2O(2) [8–25 km] 4775.802970 4770.15 +0.1185
7 H2O(3) [5–10 km] 4747.054840 4731.03 +0.3387
8 H2O(4) [4–8 km] 4733.045010 4731.03 +0.0426
9 12CO2 4771.621441 4770.15 +0.0308
10 HDO 4237.016320 4227.07 +0.2353
11 H18

2 O 4090.871800 4098.56 −0.1876
12 CO 4248.317600 4227.07 +0.5027
13 O3 4029.109610 4037.21 −0.2006

altitude levels are determined to within 10 m accuracy. LMO
is thus evidently very suitable to provide the needed thermo-
dynamic state and altitude information to the LIO retrieval.

The LIO retrieval is then performed applying the OPS part
of xEGOPS. It needs an array of initial/background GHG
profiles as input. The latitude-dependent FASCODE GHG
profiles are used for this purpose when demonstrating the
single core steps of the SSR process in Sect.3.4 and for
the demonstration results in Sect.4. The array is, for test
purposes, also set to zero initial values for the GHG species
H2O, CO2, CH4 and O3 in the MSR process. This latter set-
ting will demonstrate the importance of the order in which
the trace species are retrieved, as discussed in Sect.3.5.

3 Retrieval algorithm

In this section we discuss in detail the LIO retrieval algo-
rithm, methodically supported by quasi-realistic end-to-end
simulations. The main goal is to clearly describe the re-
trieval steps and processing flow and to show the utility of the
combined LMO and LIO observations. We show the effec-
tive independence of the LMIO retrieval results from exter-
nal/background/first guess information and demonstrate the
high accuracy of the GHG profiles.

3.1 Algorithm overview and context

The retrieval flow of the LMO to the LIO variables is illus-
trated in Fig.2, which visually emphasizes the synergy of
LMO and LIO in the combined LMIO method.

In the left orange-bordered part of the scheme in Fig.2, the
LMO retrieval input (bright green), main calculation steps
(orange) and final outputs (dark green) are shown. The de-
tailed algorithm to derive the output variables from the LMO

excess phase and amplitudes is described bySchweitzer et al.
(2011b). The required variables of the LMO retrieval for
the LIO retrieval are pressure (p) and temperature (T ) on
a given grid (z), plus the MW impact parameter grid of the
MW occultation rays that is associated with the original time
grid of the transmitter and receiver positions. Since it is co-
available, we also formally use the humidity (q) in comput-
ing the IR refractivity but because its contribution is practi-
cally negligible at UTLS altitudes in the IR domain (Bönsch
and Potulski, 1998; Schweitzer, 2010) it could as well be
disregarded.

The right red-bordered part of Fig.2 illustrates the flow
and inner-dependencies of the LIO SSR parameters. The
direct LIO-observed input parameters are the received LIO
intensity signals on the time grid shared with LMO signals
and the transmitter and receiver positions. This input is com-
plemented by first guess (initial/background) GHG profiles
(bright green) used for convenience on thez grid shared with
p, T , andq from LMO. From the MW impact parameter,
combined with the thermodynamic variables, the “refractive”
IR quantities are calculated (grey boxes), i.e., those quan-
tities that are directly retrievable in the MW domain from
the phase measurements but not from the IR intensity-only
measurements.

Based on first preparing an auxiliary MW altitude grid as
a function of time from the LMO input, these quantities in-
clude the IR refractivity (Bönsch and Potulski, 1998), fol-
lowed by the IR impact parameter (cf. Bouguer’s rule in
Born and Wolf, 1964), the IR bending angle as auxiliary pro-
file (using the Abel transform, e.g.,Fjeldbo and Eshleman,
1965; Fjeldbo et al., 1971) and the IR tangent point alti-
tude. These parameters are necessary to tie the LIO intensity
signals measured as a function of time to their associated IR
altitude levels (recall from Fig.1 that the propagation path
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Fig. 2. Schematic overview of the LMIO retrieval processing system as implemented in the EGOPS/xEGOPS software, with its LMO (left,
framed in orange) and LIO (right, framed in red) retrieval parts; see the text in Sect.3.1for further explanation.

differences between MW and IR occultation rays are essen-
tially negligible in the stratosphere but need to be accounted
for in the upper troposphere where humidity increases down-
wards, in order to ensure accurate retrievals within 20 m alti-
tude geolocation accuracy down to 5 km).

After the preparatory calculations of the “refractive” quan-
tities, the core steps (red symbols in Fig.2) of the SSR
process are performed. First, a correction for defocusing
loss is performed (an option not strictly needed if proceed-
ing with differential transmissions) and the differential trans-
mission is calculated from a pair of the LIO intensity pro-
files comprising one absorption and its corresponding refer-
ence channel (Table1; Schweitzer, 2010; Kirchengast and
Schweitzer, 2011), and the result allocated to the IR alti-
tude grid. Subsequently, the differential transmission and
the modeled species transmissions, which are derived by em-
ploying the RFM (Edwards, 1996; Dudhia, 2008) based on
the initial/background GHG profiles, are used to isolate the
target species transmission of the absorption channel. This
target species transmission is the pure transmission due to
a single GHG (e.g.,12CO2), with effectively negligble in-
fluence of foreign species. The target species transmission
is then used, together with the IR impact parameter and the
IR refractivity, to retrieve the target species absorption co-
efficient on the IR altitude grid by use of the “absorptive”
Abel transform (Kursinski et al., 2002; Schweitzer et al.,
2011b). Finally, the GHG/isotope volume mixing ratio pro-
file is derived from the target species absorption coefficient
and a modeled absorption cross section of the target species
for which we employ RFM based on the initial/background
target species profile and thep andT profiles from LMO;
likewise it could also be the mole fraction profile. Optionally,
also the absolute concentrations of GHGs/isotopes could be
computed as needed.

3.2 Algorithm dynamic structure and flow

While we focused above on an overview of the SSR core
process of the LIO retrieval we focus in this subsection on
an overview of the dynamic structure of the LIO algorithm
before we then proceed to explain it step by step. Overall
the LIO algorithm is a sequential order of retrieval calcula-
tion steps and two nested loops over the core retrieval algo-
rithm as illustrated in Fig.3. The input parameters are the
retrieved LMO profiles, the LIO intensities and a set of ini-
tial/background GHG profiles as discussed above.

The first step in the LIO retrieval flow is to prepare the
“refractive” quantities, where we then need IR refractiv-
ity, IR impact parameter, and IR altitude profiles (details in
Sect.3.3). The core part of the retrieval is then the SSR pro-
cess (details in Sect.3.4), which estimates the GHG/isotope
profiles starting from the LIO intensity signals attributed to
the IR impact parameter and IR altitude grid. This SSR core
part is included in two nested loops, namely an inner MSR
(multi-species retrieval) and an outer BUC (basic-update-
control) loop.

The inner MSR loop, an envelope process over the SSR
process (details in Sect.3.5), performs a carefully defined
consecutive order of single species retrievals. After every
single inner loop step, the initial/background GHG profiles
are updated with the output from the SSR. This results in
a step-wise improved set of GHG profiles. The order in
which the species are retrieved is important; first the most
independent species is retrieved (meaning the species which
is derived from a channel pair which includes the small-
est amount of foreign species absorption), followed by the
other ones which are gradually more and more dependent on
the target species already retrieved before. These are avail-
able to the later profiles as background profiles that have
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Fig. 3. Overview of the dynamic structure and flow of the LIO
retrieval algorithm, highlighting its preparatory part, establishing
IR refractivity, impact parameter, and altitude profiles (grey box),
its core part, the single-line trace species retrieval SSR (red box),
and its dynamical part of envelope loops over the SSR, consisting
of the multi-line trace species retrieval (MSR) loop and the basic-
update-control run (BUC) loop, respectively (gradient-red boxes);
see the text in Sect.3.2for further explanation.

already superseded the initial profiles in the array of ini-
tial/background GHG profiles. Additionally, in this MSR
loop suitable single-line trace species outputs are combined,
i.e., 12CO2 and13CO2, as well as H2O(X) with X = {1, 2, 3,
4}, which further improves the initial/background GHG pro-
files for CO2 and H2O for the next inner loop step.

The outer BUC loop comprises Basic-Update-Control runs
and is an envelope loop over the SSR and MSR processes
(details in Sect.3.6). This loop performs two iterations of
the basic GHG/isotope profiles retrieval of the first com-
pleted MSR loop. The converged retrieval results after the
BUC control run are then used as final best estimate of the

GHG/isotope profiles, as schematically shown in Fig.3. We
note that the control run results in practice (in our end-to-end
simulations) turn out to negligibly differ from the update run
result. Thus in case of real LMIO data it likely will serve just
as a quality control whether any problem with convergence
has occurred at any altitude level with any GHG.

3.3 Computation of IR refractivity, impact parameter,
and altitude

From the LIO measurements we do not get any information
on the tangent point altitude of each ray as this measurement
information only comprises the received IR-laser intensities
in dBW as a function of time. Also, related to this, we have
no information about the thermodynamic conditions (p, T ,
q) affecting the LIO signal at this altitude. Therefore, since
the LIO retrieval requires refractivity, impact parameter and
altitude information for the IR occultation rays (cf. Fig.2), a
first algorithm step is necessary to calculate these IR param-
eters on the basis of the MW parameters. For this algorithm
step we proceed as follows.

First, from the MW impact parameter grid as a function
of time tj , aMW

(
tj
)
, the according MW altitude gridzj

(
tj
)

is calculated via an iterative process (iteration indexk). The
starting profile of the MW altitude,zj,k=0

(
tj
)
, is derived by

using the MW impact height for the purpose, i.e., we sub-
tract the Earth’s local radius of curvatureRC from the MW
impact parameter,zj,k=0

(
tj
)
= aMW

(
tj
)
−RC (RC is avail-

able as part of standard auxiliary output parameters from the
LMO retrieval). At each iteration the MW refractive index
nMW

(
zj,k

)
at any MW altitude levelzj,k

(
tj
)

is obtained by
log-linear interpolation from the known MW refractive index
profile. It is calculated based on the formula bySmith and
Weintraub(1953) usingp, T , q from LMO. Bouguer’s rule
of the relation of impact parameters to the radial distance of
rays from the curvature center (Born and Wolf, 1964) is then
used to calculate an updated MW altitudezj,k+1

(
tj
)

in the
form

zj,k+1
(
tj
)

=
aMW

(
tj
)

nMW
(
zj,k

(
tj
)) − RC, (1)

where the iteration is accepted converged and stopped
when the change of the MW altitude per iteration step,∣∣zj,k+1

(
tj
)
−zj,k

(
tj
)∣∣, becomes<0.1 m. The iteration algo-

rithm is robust and fast and convergence is reached within a
single or very few iterations.

The IR refractivity, impact parameter, and altitude com-
putation now can use this MW altitude level as a function
of time zj (tj ) in a form strictly consistent with the retrieved
MW impact parameters andp, T , q from LMO. Note that in
principle one might use the retrieved MW altitude from LMO
directly. Dependent on algorithmic implementation of LMO
retrieval this may not be directly related to the time grid of
the occultation rays, however, while the impact parameters
are formally related based on geometric-optical formulation
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of ray paths. Furthermore, the LIO computations will base
the IR refractivity computation onp, T , q, so that the same
way of using the information is advisable also for MW re-
fractivity. This will ensure strict consistency of final differ-
ences of MW and IR altitudes despite the small extra errors
that have been incurred when retrievingp, T , q from MW
refractivity. Therefore a preparation ofzj (tj ) as introduced
here is better than a direct use of MW altitudes, even if the
latter are kept related to the original time grid in the LMO
retrieval (as we currently also do in the EGOPS LMO re-
trieval;Schweitzer et al., 2011b). In principle also a different
altitude grid than the MW grid used here could be employed
as starting point but this one was found clearly most suitable
for a reliable and fast subsequent derivation of the IR impact
parameter and altitude grid.

Since we use the indexj for the MW altitude at timestj ,
and later the indexi for the IR level at the same timesti = tj ,
the MW altitude notation is used in the simplified formzj

hereafter. We can now compute the IR refractivity, impact
parameter, and bending angle at thezj grid. We formulate
the IR refractivity (in N-units) based onBönsch and Potulski
(1998) as

N
(
zj

)
=

(
c1 +

c2

d1 −
1
λ2

+
c3

d2 −
1
λ2

)
p
(
zj

)
T
(
zj

) − ε1 e
(
zj

)
, (2)

where the constants arec1 = 23.7104 K hPa−1, c2 = 6839.34
K hPa−1, c3 = 45.473 K hPa−1, d1 = 130.0, d2 = 38.9, and
ε1 = 0.038 hPa−1. λ is the wavelength of the IR-laser sig-
nals in units µm, for our LIO signals in the range of 2 µm to
2.5 µm,p the pressure in hPa,T the temperature in K, ande
the water vapor partial pressure in hPa. This refractivity ex-
pression at thezj grid is computed after first interpolatingp,
T , q from their native LMO grid to thezj grid. Equation (2)
is a streamlined single-equation form of the more sophisti-
cated empirical formulation ofBönsch and Potulski(1998).
It follows very closely theBönsch and Potulski(1998) for-
mulation (atλ > 0.5 µm) and can be considered an improved
version of the classical very similar optical refractivity for-
mula developed byEdlén(1966). Different from the Smith-
Weintraub formula of microwave refractivity used in LMO
(Schweitzer et al., 2011b), the water vapor term in this opti-
cal refractivity formula is essentially negligible because the
frequencies are much too high for the permanent dipole mo-
ments of the water vapor molecules to contribute an orienta-
tion polarization term (the “wet term” in the microwave for-
mula; e.g.,Kursinski et al., 1997). The difference of the MW
refractivity and the IR refractivity is illustrated over the range
2 µm to 3 µm bySchweitzer et al.(2011a). Based onN

(
zj

)
,

the IR refractive indexnj (dimensionless) is

nj = n
(
zj

)
= 1 + 10−6 N

(
zj

)
, (3)

which is used in the further calculations.

The IR impact parameteraj is subsequently, again using
Bouguer’s rule (Born and Wolf, 1964), computed as

aj = a
(
zj

)
= n

(
zj

)
r
(
zj

)
= n

(
zj

) (
zj + RC

)
, (4)

where r
(
zj

)
= rj = zj +RC is the radial distance from the

Earth’s curvature center at the mean tangent point location
of the occultation event.

Based on thenj , rj , andaj profiles, the IR bending angle
profile α

(
aj

)
corresponding to thezj grid is then computed

as

α
(
aj

)
= 2 a

(
zj

) rtop∫
r(zj )

1√
n2(z) r2(z) − a2

(
zj

) d ln(n(z))

dr
dr, (5)

which is the classical Abel transform for converting refrac-
tive index to bending angle (Fjeldbo and Eshleman, 1965;
Fjeldbo et al., 1971). For computing it, we employ a standard
numerical implementation of this Abel integral in EGOPS
(settingrtop to 80 km, leaving negligible residual error at the
altitudes of interest up to 40 km;Steiner et al., 1999).

With the IR refractive index, impact parameter, and bend-
ing angle profiles available at the MW altitude gridzj (tj ),
we can now compute the impact parameter grid of the IR
occultation rays,ai(ti = tj ). We do this by exploiting the
unique geometrical relation which the bending angle and im-
pact parameter have to fulfill for representing a valid occulta-
tion ray at any joint LIO and LMO measurement timeti = tj
between the corresponding joint LIO and LMO transmitter
and receiver positions,rTx,i = rTx,j and rRx,i = rRx,j . This
geometrical relation reads (Melbourne et al., 1994; Synder-
gaard, 1999; Kirchengast et al., 2006)

αg(ai) = θi − arccos

(
a(zi)

rTx,i

)
− arccos

(
a(zi)

rRx,i

)
, (6)

whereαg(ai) anda(zi) denote the desired point on the (in-
terpolated) IR bending angle profileα

(
aj

)
(Eq. 5) that rep-

resents the IR occultation ray. The angleθi is the opening
angle between the transmitter and the receiver at timeti (see
Fig. 1). Since this is no explicit formulation, we must find
the desired point iteratively for which we also use the (ana-
lytically available) derivative of Eq. (6), α

′

g(ai), which reads

α
′

g(ai) =
d αg

da
(ai) =

1

rTx,i

√
1 −

(
a(zi )
rTx,i

)2
+

1

rRx,i

√
1 −

(
a(zi )
rRx,i

)2
. (7)

We use an implementation of Newton’s method for the it-
eration process (iteration indexk), searching for the desired
impact parameterai by updating the bending angle differ-
ence ofαg(ai) (Eq. 6) andα(ai) (interpolated from Eq.5),
and the subsequently estimated impact parameter difference,
until convergence is achieved. In this process according to
the update rules given below,α(ai) is log-linearly interpo-
lated from the profileα

(
aj

)
and the derivativeα

′

g(ai) sup-
ports the impact parameter difference estimate and provides
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the direction of the iterative difference minimization process.
As initial value for any timeti = tj we use the MW impact
parameter,ak=0 = a(zi) = aj , which is a good initial guess
since the IR and MW ray path differencesai −aj andzi −zj

are small. The update rules for the iteration are given by

1αk+1 = αg(ak) − α(ak) (8)

1ak+1 =
1

η
(
zj

) 1αk+1

α
′

g(ak)
(9)

ak+1 = ak − 1ak+1. (10)

In Eq. (9), the altitude-dependent relaxation factorη
(
zj

)
ensures robust convergence despite the iteration problem is
one-sided convergent for the larger MW and IR ray separa-
tions into the troposphere (un-relaxed iteration can lead to
convergence to a spurious oscillating bi-stable solution, be-
yond the first bifurcation in the state space of the given itera-
tion problem). We formulatedη

(
zj

)
as

η
(
zj

)
= ηtop

(
1 +

3

2
exp

[
−

(
zj − zbase

)
Hatm

])
, (11)

where the minimum relaxation factor at high altitudesηtop is
set to 2, the base altitudezbaseto 5 km and the atmospheric
scale heightHatm to 7 km. This provides robust and at the
same time still fast convergence within a few iterations. The
iteration is accepted converged and stopped when the change
of the IR impact parameter per iteration step,|1ak+1|, be-
comes<0.1 m. Based on GRO and LMO experience with
bending angle and impact parameter retrieval, an additional
criterion back-checks the impact parameter solution for ver-
tical monotony (i.e., next downward ray needs to always have
an impact parameter lower than the previous ray). The pro-
cessing is terminated at the altitude level where the monotony
is first violated if that occurs before the bottom of thezj grid.
This safeguards from potential errors in the LMO-retrieved
input data at lowest tropospheric altitude levels.

The final converged valuesak+1 at all measurement times
ti = tj of the occultation event provide the resultingai levels
of IR impact altitudes. We can now log-linearly interpolate
the IR refractive index from theaj grid corresponding to the
zj grid (Eqs.3 and4) to this ai grid, yielding the resulting
IR refractive index profilen(ai). Using Bouguer’s rule again
(as in Eq.1), we finally also obtain the resultingzi grid of
IR altitudes. All subsequent LIO retrieval steps can thus now
use together with theti grid also its associatedai or zi grids.

3.4 Single-line trace species retrieval (SSR)

The SSR algorithm is the core of the LIO trace species re-
trieval. In this step, one absorption-reference channel pair of
measured LIO intensities is used to derive one trace species
profile (cf. Figs.2 and3, red boxes). The detailed steps are
explained in the following sections, accompanied by illus-
tration of the steps. Example results are illustrated for the

trace species12CO2 (Fig. 4) and H2O(2) (Fig.5); for a full
list of single-line trace species see Table1 (for details on the
related LMIO mission design seeKirchengast et al., 2010a;
Schweitzer, 2010; Kirchengast and Schweitzer, 2011).

3.4.1 Defocusing correction

The starting point are the raw, quasi-realistically simulated
LIO signal power profiles in dBW reaching the receiver de-
tectors, as shown in Figs.4a and5a. These panels show the
signal power profiles as a function of time for the absorp-
tion channel (solid green line) and for the reference channel
(dashed-dotted red line). The atmospheric settings are de-
fined in Sect.2.2. In practice, power normalized to a refer-
ence power value,̃P in W W−1, is then used. For real data
the reference generally is the noise-equivalent power of the
detection system (Schweitzer et al., 2011a), leading to the
signal-to-noise ratio, and for simulated data in EGOPS we
use the power value at the top-altitude level. From the previ-
ous preparatory step (cf. Sect.3.3) we can allocate to every
power valueP̃ (ti) an IR impact parameterai and IR altitude
zi , respectively.

The defocusing correction clears the signal powers from
the influence of spherical signal spreading and differential
bending, which reduces the signal power increasingly from
top to bottom by up to a maximum defocusing loss of near
5 dB at 5 km (cf.Schweitzer et al., 2011a). The “bump” on
the power profiles visible within 5 s to 7 s in Figs.4a and5a
is a feature of the defocusing around the tropopause height,
due to the sharp change of the vertical gradient of the re-
fractive index there. The defocusing correction is based on
equations developed byJensen et al.(2003). A detailed al-
gorithmic description of the defocusing correction for LMO,
which we identically use in the LIO retrieval, is given by
Schweitzer et al.(2011b) who also address its limitations in
non-spherically symmetric atmospheres; residual effects of
horizontal gradients only cancel in differential transmissions
between neighbor frequencies as formed in Sect.3.4.2 be-
low. As top-of-atmosphere (TOA) reference power, needed
in the algorithm, we use the measured LIO signal powers at
an altitude of 65 km with an averaging interval of 4 km. At
these high altitude levels negligible absorption takes place at
the channel frequencies selected so that we have essentially
unity transmission and otherwise only noise contributions. In
the LMO retrieval (Schweitzer et al., 2011b), the defocusing
loss is applied to amplitudes but it is equally valid for powers
(with dB-conversion factor of 10 instead of 20). For LIO the
corrected power profiles in dB, applying a defocusing correc-
tion term (P̃dc(ai)) analogously toSchweitzer et al.(2011b),
are given by

T (ai) = −10
[
log
(
P̃ (ai)

)
− log

(
P̃dc(ai)

)]
. (12)

The resulting transmission profiles for absorption and ref-
erence channel after the defocusing correction are illustrated
in Figs. 4b and5b. We note that the defocusing correction
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Fig. 4. Illustration of the single-line trace species retrieval (SSR) algorithm for the single-line species12CO2. (a) LIO input profiles,
simulated signal powers for the12CO2 absorption (green solid line) and reference (red dashed-dotted line) channel as a function of time.
(b) Transmission profiles for the two channels after defocusing and spreading correction and allocation to the IR altitude grid.(c) 12CO2
absorption loss profile after absorption-reference channel differencing and correction for all background effects.(d) 12CO2 absorption
coefficient profile after Abel transform retrieval.(e) Retrieved (blue solid) and true (black dashed-dotted)12CO2 volume mixing ratio
(VMR) profile. (f) 12CO2 VMR retrieval error profile (retrieved-minus-true relative to true). The horizontal and vertical dotted/dashed
lines – especially used in panel(f) – indicate the target/threshold observational requirements for altitude domain and accuracy for the LMIO
mission concept (Larsen et al., 2009; Kirchengast et al., 2010a).

is not necessarily needed if differential transmission is used,
such as we will use here for the GHG profiling. This ap-
plies because the very closely spaced LIO absorption and ref-
erence channel frequencies experience the same defocusing
and beam spreading, which is thus automatically corrected
for simply by the use of differential transmissions. However,

differential transmissions can generally not be used when tar-
geting information such as aerosol extinction, scintillation
strength, or cloud layering profiles. These require the use
of single-channel transmissions directly and in those cases
the defocusing correction will thus be needed.
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Fig. 5. Illustration of the single-line trace species retrieval (SSR) algorithm for the single-line species H2O(2). The layout is the same as in
Fig. 4; see that caption for explanation.

3.4.2 Target species transmission retrieval

The starting point for the target species transmission re-
trieval are the transmissions of a channel pair consisting of
an absorption and a reference channel (either raw transmis-
sions or defocusing-corrected transmission as explained in
Sect.3.4.1). Such transmissions can be seen in Fig.4b for
the retrieval of12CO2 and in Fig.5b for the retrieval of
H2O(2), respectively. In this section we discuss how these
transmission profiles are corrected from further atmospheric
influences, such as scintillation noise, aerosol extinction,

Rayleigh scattering and absorption due to foreign species.
The output will be the pure transmission profile due to the
target species only.

Correction for broadband atmospheric effects

Since the transmissions of the absorption-channel signal
TAbs(ai) and the reference-channel signalTRef(ai), both
given in dB, experience very similar broadband atmospheric
influences (in air without clouds especially scintillation,
aerosol extinction, broadband/continuum absorption, and
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Rayleigh scattering; cf.Schweitzer et al., 2011a; Schweitzer,
2010), a simple difference of the two channel transmission
profiles eliminates these influences to a high degree

1T (zi) = 1T (ai) = TAbs(ai) − TRef(ai). (13)

This differential transmission profile1T (zi) in dB at thezi

grid (applicable interchangeably with theai grid) is corrected
for potentially remaining absorption effects from absorption
lines of foreign species that are not broad and overlap the
target species absorption line.

Correction for foreign species absorption

As the absorption and/or reference signal have, de-
spite a careful channel selection process (Kirchengast and
Schweitzer, 2011), some small but non-negligible sensitiv-
ity to line absorption by foreign species (Schweitzer, 2010;
Schweitzer et al., 2011a), these residual foreign species ab-
sorptions need to be eliminated as well. Their influence is
modeled by use of the initial/background GHG trace species
profiles. Specifically, the absorption channel needs to be cor-
rected for the absorption of all foreign species, the reference
channel for the absorption of all foreign species plus the tar-
get species (the latter being in the reference channel, where
absorption ideally should be truely zero, also a type of for-
eign species; therefore we use here the simplified generic
terminology “foreign species correction”). The set of for-
eign species accounted for is composed of the potentially
relevant foreign species{M : X\{Target: Target∈ X}} where
X = {N2O, CH4, 12CO2, 13CO2, C18OO, H2O, HDO, H18

2 O,
CO, O3}; all others are negligible at the selected LIO channel
frequencies.

The transmissions for the foreign species were calculated
in the xEGOPS system with the Reference Forward Model
(RFM) (Edwards, 1996; Dudhia, 2008), using the spec-
troscopic parameters from HITRAN2004 (Rothman et al.,
2005) and user-supplied atmospheric profiles (see RFM in-
troduction in Sect.2.2). Here we supply RFM with the LMO
profilesp, T and the initial/background GHG profiles to ob-
tain the ensemble of modeled species transmissions needed
(see Fig.2). For the absorption channel we use the ensemble
{M} for computing the background transmissionTAbs,bgr(zi)

from the foreign species, for the reference channel we use
the ensemble of all species{X} to compute the background
transmissionTRef,bgr(zi). The difference of these two mod-
eled background transmission profiles yields the differential
background transmission profile from the foreign species,
1Tbgr(zi), given by

1Tbgr(zi) = TAbs,bgr(zi) − TRef,bgr(zi). (14)

The pure target species transmission in the absorption
channel,Ttgt(zi), can thus be obtained by subtracting the dif-
ferential background transmission profile1Tbgr(zi) (Eq.14)
from the differential transmission profile1T (zi) (Eq.13),

Ttgt(ai) = Ttgt(zi) = 1T (zi) − 1Tbgr(zi), (15)

where the resulting target species transmission profile (in
units dB) can again be alternatively used at theai grid, which
is needed for the next step of absorption coefficient retrieval.

The magnitude ofTtgt(zi), the target species absorption
loss profile, is illustrated for the12CO2 and H2O(2) chan-
nels in Figs.4c and5c, respectively. The H2O(2) absorp-
tion loss exceeds the upper bound of favorable dynamic
range (0.25 dB< |Ttgt(zi)| < 13 dB, corresponding to about
5 % to 95 % absorption;Kirchengast and Schweitzer, 2011;
Schweitzer et al., 2011a) at altitudes below about 8.5 km.
This indicates why for H2O, with its very high dynamic range
of concentrations over the UTLS, several single-line species
are needed to properly cover the full UTLS. The absorption
loss for12CO2 is within the favorable dynamic range from
top to bottom over the UTLS, reaching about 10 dB at an al-
titude of 5 km. Typical sizes of the target species and foreign
species transmissions of all other GHG species according to
Table1 are found inSchweitzer et al.(2011a) for a set of
representative atmospheric conditions.

3.4.3 Absorption coefficient retrieval

The next important step is the retrieval of the (volume) ab-
sorption coefficientκ (zi) in units m−1 from the target species
transmission profileTtgt(ai). For this purpose we employ
the same absorptive Abel transform as used and described in
detail bySchweitzer et al.(2011b) for the LMO absorption
coefficient retrieval. This type of Abel transform leads to
noise amplification by about a factor of 2 to 2.5 (Sofieva and
Kyrölä, 2004). The absorptive Abel transform implemen-
tation in EGOPS is very robust, however, and designed to
minimize this noise amplification (Schweitzer et al., 2011b).

The resulting example absorption coefficient profiles for
12CO2 and H2O(2) are shown in Figs.4d and5d, respec-
tively. It is seen, best visible for the12CO2 case, that the
noise increases from the absorption loss profile to the ab-
sorption coefficient profile due to the noise amplification dis-
cussed above. Future more special filtering may slightly re-
duce this noise further; regarding resolution the filtering is
currently set to yield a high vertical resolution of about 1 km
(Schweitzer et al., 2011b). In terms of absorption coefficient
magnitudes, profiles are useful for subsequent atmosperic
profiles retrieval with high accuracy (1 % level) within an
absorption coefficient range of about 10−7 m−1 to 10−5 m−1

as also discussed bySchweitzer et al.(2011b). Consistent
with the respective behavior of the absorption loss profile,
the 12CO2 absorption coefficient profile fully fits this range
while the H2O(2) one begins to exceed it near 8 km and other
H2O channels will have to complement it in the lowest part
of the UTLS towards 5 km.
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3.4.4 Atmospheric profiles retrieval

The last step of the SSR process is the retrieval of atmo-
spheric profiles, in particular of the volume mixing ratio
(VMR) profile of the GHG or minor isotope target species,
χ (zi) in units ppmv, from the absorption coefficient profile
κ (zi) in units m−1. In addition (see Fig.2) we need a mod-
eled molar absorption cross section of the target speciesε(zi)

(units m2 mol−1). This is computed again with RFM, based
on the initial/background target species profile (units ppmv)
and thep (units Pa) andT (units K) profiles from LMO in-
terpolated to thezi grid.

With these input profiles, the VMR profileχ (zi) is then
calculated as

χ (zi) = 106 R∗
κ (zi)

ε(zi)

T (zi)

p(zi)
, (16)

whereR∗ = 8.3145 J/(K mol) is the universal molar gas con-
stant and the factor 106 is the conversion factor from dimen-
sionless fraction to ppmv (e.g.,Salby, 1996). We note that
alternatively or additionally we also could compute the tar-
get species dry air mole fraction and/or the target species ab-
solute concentration, likely preferable for some applications
in case of real data. In this end-to-end simulation frame-
work we can refrain from computing these additional pro-
files, however, since the VMR profile is well representative
and convertible with the help of the thermodynamic profiles
to any other representation.

The resulting example VMR profiles for12CO2 and
H2O(2) are shown in Figs.4e and5e, and the relative VMR
error is displayed in Figs.4f and 5f, respectively. It can be
seen that12CO2 is retrieved to higher accuracy than H2O.
The relative error of CO2, looked at as a standard deviation,
is within 2 % over the ULTS due to the good absorption sig-
nal at all altitudes (Fig.4c and d). The H2O(2) is more at a
standard deviation near 3 %, and beyond above about 32 km,
since the absorption signal (Fig.5c and d) is less favorably
distributed over the UTLS.

Generally these single-line example retrievals appear un-
biased and at fairly high accuracy, within the target obser-
vational requirements (marked on the panels) that were set
by scientific objectives of atmosphere and climate research
planned to be supported by LMIO data (Larsen et al., 2009;
Kirchengast et al., 2010a). More details on the performance
are discussed in the sections below.

3.5 Multi-line trace species retrieval (MSR)

This section discusses the inner loop of the LIO retrieval,
called multi-line trace species retrieval (MSR) (cf. Fig.3).
This MSR loop handles the consecutive retrieval of the mul-
tiple species. Its purpose is to ensure that the set of trace
species is retrieved in a well defined order and to update the
set of the initial/background GHG profiles so that the SSR
core process finds this set improved by a new retrieved pro-
file after every step of the MSR loop (details in Sect.3.5.1).

The set is needed in the SSR for the foreign species cor-
rection (Sect.3.4.2) within the target species transmission
retrieval and for the molar absorption cross section calcu-
lation (Sect.3.4.4) within the atmospheric VMR profile re-
trieval. Additionally, the composite VMR profiles of CO2
and H2O are improved at each step of the MSR loop by com-
bining adequate retrieved single-line species profiles (details
in Sect.3.5.2).

3.5.1 Trace species retrieval order

Generally, the SSR process requires the VMR profiles of
the main atmospheric absorbers to be able to compute the
contribution of foreign species absorption to the transmis-
sion of the absorption and reference channels (as explained
in Sect.3.4.2). At the very start of the MSR process (at the
start of the basic run of the outer loop), the array of retrieved
trace species profiles of the relevant atmospheric absorbers
(which are H2O, CO2, CH4, N2O, O3, CO for our channels)
is set to initial values, which might be a priori VMR pro-
files from an atmospheric model or even just zero. In the
LIO retrieval these initial/background GHG profiles (cf. LIO
auxiliary input in Fig.2) are either taken from a FASCODE
atmosphere that is somewhat adjacent in atmospheric con-
ditions to the FASCODE atmosphere used as “true” one in
the forward modeling (e.g., standard atmosphere as initial if
tropical is the “true”), or set to zero for test purposes.

After the first SSR step, one obtains the VMR profile of
the target species (see Sect.3.4.4) that is first in the order.
The respective initial/background GHG profile is then up-
dated by this retrieved one. All other species remain at the
initial values. In this spirit the MSR proceeds to perform a
full chain of SSRs, consecutively retrieving the target species
in a sensible order, and after each SSR step the set of ini-
tial/background GHG profiles gets improved by a new re-
trieved profile. Hence, the foreign species correction for the
absorption and reference channel in the SSR (cf. Sect.3.4.2)
gets improved every step as more and more initial profiles
are superseded by actual retrieved profiles. Thus overall the
MSR is an envelope process over the SSR, which after a
complete first MSR loop (complete basic run) has entirely
superseded the original set of initial/background GHG pro-
files by retrieved profiles. Even if the intial values were zero,
this first full set of retrieved profiles can be expected to be
very accurate already since the foreign species interference
is very small thanks to the careful selection of the LIO chan-
nels (Kirchengast and Schweitzer, 2011; Schweitzer et al.,
2011a).

To ensure such accurate retrieval results, it is key to em-
ploy a well defined sequence in which the VMR profiles of
the single gases are retrieved by the SSR process. Since the
channels used for retrieving the species have different sen-
sitivity to foreign species absorption, those gases need to be
retrieved first the channels of which exhibit least sensitiv-
ity to any other species. In the case of the set of channels
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Fig. 6. Demonstration of the influence of the single-line trace species order in the MSR loop on VMR retrieval errors of the four single-line
species H2O(X) (X = {1, 2, 3, 4}). VMR errors from a correct and sensible order(a) are shown compared to VMR errors for an intentionally
sub-optimal order, where no CO2 retrieval was placed before the H2O retrievals(b); see the text in Sect.3.5.1for further explanation.

used in this study, a very suitable sequence that we found
based on the studies of atmospheric influences on LIO sig-
nals bySchweitzer(2010) andSchweitzer et al.(2011a) is
listed in Table1. That is, in Table1 the sensitivity to for-
eign species absorption is generally lowest to highest from
top to bottom and at the same time the foreign influence on
species coming later is generally highest to lowest from top
to bottom. This ensures accurate retrieval results even if one
starts with an initial concentration of the foreign species of
zero, since the top listed ones are themselves fairly insensi-
tive and on the other hand precede the later ones which they
influence. In this way the MSR-computed set of VMR pro-
files is effectively independent of a priori information, en-
abling – together with other favorable properties from using
the occultation principle with coherent signals – its climate
benchmarking capability (Kirchengast et al., 2010a; Kirchen-
gast and Schweitzer, 2011).

An illustrative example result of the dependency of the re-
trieval on the species order in the set of initial/background
GHG profiles is given in Fig.6. In these panels VMR errors
are shown for the H2O(X) single-line retrievals withX = {1,
2, 3, 4}. The individual H2O(X) channels are suitable for
different altitudes as indicated in Table1. Figure6a shows
the SSR error results for the four H2O(X) cases when using
the correct initial/background GHG profile order according
to Table1 (N2O, CH4, CO2, etc.). In contrast, Fig.6b shows
the VMR error profiles for the four H2O(X) cases when us-
ing a zero-valued initial/background CO2 profile, i.e., when
not retrieving CO2 before H2O. The concentrations of N2O
and CH4 were set to the correct values. It can be seen
that the H2O(2) and H2O(4) channels show a significant de-
pendence on the CO2 VMR profile (while the H2O(1) and
H2O(3) channels show nearly no dependence). Although less

ambitious remote sensing systems would not care too much
about errors still not higher than about 10 % (that in addition
would be largely part of random rather than systematic er-
ror in ensembles of profiles), these H2O(2) and H2O(4) test
results are clearly at the margin of the demanding require-
ments for the LMIO method. It is therefore encouraging to
see in Fig.6a that a sensible order of species in the MSR
does a highly effective job in keeping results unbiased and in
terms of standard deviation keeping them well within target
requirements already in a single basic run of the MSR loop.

3.5.2 Composite CO2 and H2O profiles

An important further part of the MSR process is the mean-
ingful combination of suitable VMR profiles from the SSR
in order to improve the overall VMR error of a species. This
is done forXCO2 channels for two different isotopes and for
the four H2O(X) single-line species to merge the individual
profiles covering the UTLS piecewise into a composite pro-
file covering the full UTLS.

As the general approach any composite species VMR pro-
file χc(zi) is derived via summation of a number ofn single-
line species VMR profilesχm(zi), scaled by their isotopic
fractional abundancesam and weighted by inverse-variances
wm(zi) representing their relative uncertainty,

χc(zi) = ac

n∑
m=1

(
wm(zi)

χm(zi)

am

)
, (17)

where the additional factorac is the assigned fractional abun-
dance of the composite (usually set to unity for representing
the full abundance of all isotopes of a species). Note that for
the single-line species other than CO2 and H2O such as CH4
and O3 we also employ Eq. (17) in its simplest form (n = 1,
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ac = 1, wm(zi) is unity), just for dividing the single-species
result from Eq. (16) by the respective isotopic abundance to
obtain the VMR for the full species abundance.

The inverse-variance weightwm(zi) in Eq. (17) is defined
by

wm(zi) =
1

n∑
m=1

(
1

ε2
m(zi )

) 1

ε2
m(zi)

. (18)

where the normalization factor of 1/ε2
m ensures that the sum

of all weightswm is unity.
The isotopic fractional abundancesam are taken from

Rothman et al.(2005). The standard error profilesεm(zi)

utilized to build the variances express the altitude-dependent
errors of the individual VMR profiles (in units %), which de-
termine the weight of any individual profile relative to the
other profiles; their formulation for our specific CO2 and
H2O composites is summarized below. The performance im-
provement derives from the fact that the error of the compos-
ite profile from the simple optimal estimation formulated by
Eqs. (17) and (18) will at any altitude level always be smaller
than the smallest individual profile error at that level. For ex-
ample, combining two profiles with equal errors would lead
to a composite profile with the error reduced by a factor of
1/

√
2. On the other hand, with two significantly unequal er-

rors the composite profile error would be only very slightly
reduced against the smaller of the two errors.

CO2 composite profile and its weighting

The composite CO2 VMR profile χCO2 (zi) is derived by
combining the two isotopes12CO2 and 13CO2 via inverse-
variance weighting including static standard errors. The ra-
tionale for combining just these two isotopes is their known
highly stable isotopic ratioδ13C in the free atmosphere,
which can thus be relied on in the combination of the pro-
files over the UTLS (δ13C ratio variations<0.05 %;Allison
and Francey, 2007). Employing Eq. (17) with the composite
abundanceac set to unity,χCO2 (zi) is given by

χCO2 (zi) = w12CO2
(zi)

χ12CO2
(zi)

a12CO2

+ w13CO2
(zi)

χ13CO2
(zi)

a13CO2

, (19)

where a12CO2
= 0.98420 anda13CO2

= 0.01106 (Rothman
et al., 2005).

The needed relative VMR error profilesεCO2 (zi) in % for
12CO2 and 13CO2 (we suppress the indexm for brevity in
formulatingεCO2 (zi) but it clearly applies to both profiles)
are specified from experience with simulated LIO retrieval
performance for these two species so far. This indicated a
characteristic height dependence of the two errors relative to
each other. This dependence can be embodied into a simple
static error model following the empirical vertical error mod-
eling approach developed in the GRO context bySteiner and

Kirchengast(2005) and recently also adopted byScherllin-
Pirscher et al.(2011). This simple model can be written as

εCO2 (zi) =


ε0 + q0

[
1
z
p
i

−
1

z
p
Ttop

]
, for zmin < zi ≤ zTtop

ε0, for zTtop < zi < zSbot

ε0 exp
[

(zi − zSbot)
HS

]
, for zSbot ≤ zi < zmax

(20)

It models the errors as constant (ε0 in %) in an UTLS core
region, with an exponential increase defined by an error scale
heightHS above this region, and with an increase by an in-
verse altitude law, defined in shape byq0 and by the power
parameterp of z, below this region. For a more detailed
discussion seeSteiner and Kirchengast(2005) andScherllin-
Pirscher et al.(2011). Roughly reflecting the12CO2 and
13CO2 VMR errors estimated in initial performance analyses
we set the model parameters tozmin = 0.5 km,zTtop = 15 km,
zSbot= 25 km,zmax= 80 km,ε0 = 1.0 % for12CO2 and 0.5 %
for 13CO2, q0 = 10 % for12CO2 and 15 % for13CO2, p = 0.5
for both isotopes, andHS = 18 km for 12CO2 and 12 km for
13CO2. Additionally, the resulting errorεCO2 (zi) is bounded
to a maximum of 10 %, which is a reasonable bound becom-
ing effective below a height of 1 km (practically irrelevant in
the context here) and above 60 km.

The two error profiles are illustrated in Fig.7a for the alti-
tude range of main interest. Figure7b shows the correspond-
ing errors of the retrieved VMR profiles of12CO2, 13CO2,
and of the composite CO2 VMR profile obtained according
to Eqs. (19) and (20). The effect of more equal weighting
is visible in particular at altitudes below about 10 km, where
the two individual errors are comparable. At higher altitudes,
the composite is dominated by the lower13CO2 VMR error
but the12CO2 VMR error is clearly seen to aid as well, es-
pecially if the two errors are incidentally opposite in sign
such as above 30 km. Overall the quality of the composite
CO2 profile is clearly improved over either individual pro-
file, staying unbiased with a standard deviation of less than
1 % over most of the altitude range.

H2O composite profile and its weighting

The VMR profile of H2O is composed of the four H2O(X)
(X = {1, 2, 3, 4}) single-line species VMR profiles, which
exhibit their respective best sensitivities in different height
ranges. Hence the composite H2O profile can be expected to
be very accurate throughout the whole UTLS whereas a sin-
gle profile is accurate only in a limited height range (cf. Ta-
ble 1; typical validity height range per H2O channel quoted
in brackets). Since the composite H2O profile consists of
profiles having the same isotope abundance, Eq. (17) turns
for χH2O(zi) into the simple form

χH2O(zi) =
1

aH16
2 O

4∑
m=1

(
wm(zi) χH2O(m)(zi)

)
, (21)

whereaH16
2 O = 0.997317 afterRothman et al.(2005).
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Fig. 7. Ilustration of combining the12CO2 and13CO2 VMR profiles into a composite CO2 profile (top panels), and of the four H2O(X)
(X = {1, 2, 3, 4}) VMR profiles into a composite H2O profile (bottom panels). The left panels(a, c)show the weighting error profiles used
within the respective weighting functions for inverse-variance-weighted combination of the profiles (different color per single-line species).
The right panels(b, d) show the VMR retrieval error results of the individual single-line species (colored lines) overplotted by the error of
the composite profile (black line).

In this case, the relative VMR error profilesεH2O(zi) in
% for the four individual profiles need a dynamical error
model, since H2O is a highly variable species (also here we
supress the indexm in formulatingεH2O(zi) but it clearly ap-
plies to all four profiles). We follow the semi-analytical re-
trieval error propagation modeling in the simplified LIO per-
formance simulator tool ALPS (Kirchengast et al., 2010b),
which was described most accurately recently byKirchen-
gast and Schweitzer(2011). In particular, a reasonable sim-
ple estimate of the error profiles is given by the ratio of an
empirically approximated absolute transmission error profile
(ET (zi)) in dB and the retrieved target species absorption
loss profile|Ttgt(zi)| in dB (cf. Sect.3.4.2) in the form

εH2O(zi) = 100
ET (zi)

|Ttgt(zi)|
, (22)

where the factor 100 is to provide units %. The absolute error
profileET (zi) in Eq. (22) is formulated as

ET (zi) = cf2dB

[
10

−

(
SNRAbs(zi )

10

)
+ ET ,resid

]
, (23)

where SNRAbs(zi) in dB is an estimate of the signal-to-noise
ratio profile of the absorption channel,ET ,resid is a fractional
residual error set to 0.003 (lower bound error at high alti-
tudes), andcf2dB = 4.3429 dB/1 is the conversion factor from
fractional values to units dB. The SNR profile SNRAbs(zi)

in Eq. (23) is dynamically estimated as

SNRAbs(zi) = SNRTOA − Lbgr(zi) − |Ttgt(zi)|, (24)

where SNRTOA is the top-of-atmosphere value of the SNR
set to 33 dB (an adequate value at TOA where transmis-
sion is unity; e.g.,Kirchengast et al., 2010a; Kirchengast
and Schweitzer, 2011), Lbgr(zi) in dB is a simple estimate
of the total background loss profile, and definitely also the
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target species absorption loss profile|Ttgt(zi)| needs to be
subtracted to have a reasonable estimate of the total SNR
profile SNRAbs(zi). The background loss profileLbgr(zi)

can be approximated by the dominating contribution of defo-
cusing loss (cf.Schweitzer et al., 2011a) for which a simple
exponential model in units dB followingKirchengast et al.
(2010b) is

Lbgr(zi) = L0 exp

[
−

(zi − z0)

Hloss

]
, (25)

whereL0 set to 10 dB is the estimated value ofLbgr at the
base heightz0 = 0 km and where the defocusing loss scale
heightHloss is set to 11 km.

Briefly to explain the behavior of the modelεH2O(zi) ac-
cording to Eqs. (22) to (25), the absolute error profileET (zi)

in the numerator is basically dominated by the (decaying)
background loss profileLbgr(zi) at higher altitudes and by
the increasingly growing absorption loss profile|Ttgt(zi)| at
lower altitudes. The absorption loss in the denominator does
not grow as fast downwards as the absolute error in the nu-
merator, however, so that also the relative errorεH2O(zi)

strongly increases downwards when absorption in a chan-
nel becomes strong. On the other handεH2O(zi) increases
as well towards higher altitudes since the absorption loss in
the denominator becomes small upwards faster than the ab-
solute error. In order to limit the error below and above the
height range where a particular channel is most sensitive, we
keepεH2O(zi) in practice constant at altitudes, where the re-
spective absorption loss profile is outside 0.25 dB to 17 dB
(setting the constant to the error value at the altitudes associ-
ated with these two threshold values). This ensures sufficient
overlap between the channels at all heights and at the same
time overall robustness of this dynamical composite profile
estimation.

Figure 7c shows the resulting error profiles for the four
H2O(X) profiles withX = {1, 2, 3, 4}. The altitude regions
with the best sensitivity of the channels are clearly visible as
is the general altitude-dependent behavior described above;
the contribution of the H2O(4) channel is limited in this STD
atmosphere case, its value is to support the very moist trop-
ical conditions. An illustration of the corresponding errors
of the VMR profiles of the four H2O single-line retrievals
and of the composite H2O VMR profile is given in Fig.7d.
The benefit of the weighted profile combination is well visi-
ble, since it is clearly seen that the composite profile is very
effective in exploiting at all altitude levels the best possible
information. In this way the overall quality of the composite
H2O profile is substantially improved over either individual
profile, staying unbiased and reaching a standard deviation
of within 2 % essentially everywhere in the altitude range.

3.6 Basic-update-control (BUC) runs

The last step of the LIO retrieval is the outer loop, also called
Basic-Update-Control run (BUC) loop. This loop is a simple

envelope loop over the MSR process, as shown in Fig.3,
to guarantee (update run) and cross-check (control run) the
convergence of the retrieved set of GHG/isotope profiles be-
yond the first complete step of the loop (basic run). Each of
these runs consists of a full MSR process, including all trace
species retrieved by the SSR core process in the well defined
order presented in Sect.3.5.1, and including the generation
of the composite CO2 and H2O profiles. After the basic run,
all initial/background GHG profiles are replaced by the re-
trieved GHGs, followed by the update run after which the
GHG/isotope profiles are improved and the retrieval results
have nominally fully converged. The control run provides
quantitative quality control of the convergence of every sin-
gle retrieved GHG profile over the full altitude range.

To provide an example of the effectiveness of the BUC
loop, the output VMR profiles after each step of the loop are
illustrated for CH4 and H2O in Fig. 8 and for CO2 and O3
in Fig. 9, for three representative atmospheric conditions. It
is clearly seen that already the update run ensures full con-
vergence for all species, which is verified by the control run
result; details on these demonstration results are discussed in
Sect.4.

Regarding finally the computational efficiency of the com-
plete LMIO retrieval algorithm in the EGOPS/xEGOPS sys-
tem (LMO thermodynamic state retrieval and afterwards LIO
multi-species retrieval with full BUC loop), it currently takes
without any dedicated speed optimization effort and with-
out compiler optimization about 30 min on a standard Linux
workstation of the 2 GHz CPU class (the most demand-
ing part being the RFM transmission computations for for-
eign species correction). Given the multi-parameter retrieval
power and substantial room for speed improvements, this
computational performance is very encouraging. It is clear
that all data of any real LMIO mission could be readily pro-
cessed within adequate time slots with a very moderate num-
ber of processors.

4 Demonstration results

Here we discuss the retrieval demonstration results of the set
of representative example species of this study (CO2, H2O,
CH4, O3); a more complete analysis comprising all LIO
species and statistical retrieval performance estimates from
ensemble simulations is on-going and will be published else-
where. Figures8 and9 illustrate the GHG profiles retrieval
performance achieved for CH4, H2O, CO2, and O3 by the
LMIO retrieval after each run of the BUC loop in terms of
VMR retrieval errors against the “true” VMR profiles used
in the forward modeling. Intentionally the order of showing
the results of the four species follows the sequence as they
are retrieved within the MSR loop, facilitating to see (small)
influences of whether a species is retrieved earlier or later.
Three representative atmospheric conditions are considered
(top to bottom in Figs.8 and9), the sub-arctic winter (SAW),
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Fig. 8. Retrieval performance results of the LMIO end-to-end simulations for CH4 (left column) and H2O (right column). VMR retrieval
errors are shown for sub-arctic winter (top), standard (middle), and tropical (bottom) atmosphere conditions, for GHG retrieval results after
the basic run (red line), update run (yellow line) and control run (green dashed-dotted line) of the basic-update-control run (BUC) loop.

standard (STD), and tropical (TRO) atmospheres of the FAS-
CODE model (Anderson et al., 1986; FASCODE, 2008; with
the CO2 VMR updated to 380 ppmv as noted in Sect.2.2).

For these demonstration cases, we subsequently retrieved
the single-line species CH4, 13CO2, H2O(X) (X = {1, 2, 3,
4}), 12CO2, and O3 by use of the MSR process, with the
SSR process embedded, in each run of the BUC loop. While
CH4 and O3 are single-line species, i.e., derived from a
single channel pair utilizing a single absorption line, CO2
and H2O are composite profiles as discussed in Sect.3.5.

The initial values for the four GHG profiles demonstrated
here were set to zero to illustrate a “worst case” initializa-
tion. The other two initial/background GHG profiles needed
(N2O, CO) were set to their GHG values from the respec-
tive FASCODE atmosphere as we did not focus on these two
here; their influence as foreign species is very small anyway
(Schweitzer, 2010) and their effects on the retrieval of the
four example species generally negligible even if only rough
knowledge of their concentrations is used.
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Fig. 9. Retrieval performance results of the LMIO end-to-end simulations for CO2 (left column) and O3 (right column). The layout is the
same as in Fig.8; see that caption for explanation.

CH4 is the species retrieved first in the sequence and
Fig. 8 (left column) shows the performance. Since the ini-
tial/background GHGs profiles at start of the basic run were
zero, the foreign species correction necessarily yielded no
appropriate estimate and indeed the CH4 error from the ba-
sic run shows a slight negative bias within 1 % to 2 % below
about 12 km under all atmospheric conditions (red profile).
That this bias is relatively small despite the foreign species
effects are not corrected at all indicates the careful selection
of very “clean” channels. However, as the LMIO method

targets to keep biases within 0.1 % to 0.2 %, a correction is
clearly needed. It is seen that this correction is very effec-
tively done by the update run (yellow dashed profile), for
which all other GHGs are already available from the basic
run. The control run (green dotted-dashed profile) then con-
firms that the CH4 error has converged to within the 0.1 %
level.

The single-line species next in sequence is13CO2, since it
is helpful to have a first CO2 profile estimate (that itself is not
sensitive to H2O) before retrieving H2O (cf. the discussion of
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the sensitivity of H2O to CO2 in Sect.3.5.1and the related
Fig. 6). This intermediate auxiliary single-line retrieval is
followed by the retrieval of all four H2O single-line profiles
and the computation of the related H2O composite profile
for which the retrieval performance is shown in Fig.8 (right
column). Since for H2O the initial/background GHG pro-
files for CH4 and CO2 are available during the basic run, the
performance of this basic run is very good already. Small
biases are visible only below about 9 km, especially for the
moist tropical atmosphere, but staying within 1 % even there.
In the dry sub-arctic winter case, where the first two single-
line retrievals H2O(1) and H2O(2) favorably reach with their
sensitivity deeper into the upper troposphere, the retrieval is
already fully converged in the basic run. As for CH4 the up-
date run effectively corrects the remaining biases in the low-
est part of the UTLS and leads to convergence to within the
0.1 % level as confirmed by the control run.

The CO2 composite profile, which finishes retrieval as the
third species next after H2O, exhibits already very good per-
formance from the basic run as illustrated in Fig.9 (left col-
umn). Remaining biases relative to full convergence are at
the order of 0.1 % also everywhere below 10 km. This is pos-
sible for CO2 because the foreign species correction can use
the retrieved CH4 and H2O profiles as background in the ba-
sic run already. Only the initial/background GHG profile for
O3 is still zero, but there is no relevant cross-sensitivity of
CO2 to O3 (cf. Schweitzer, 2010; Schweitzer et al., 2011a).
The update run very slightly changes the results from the ba-
sic run below about 10 km only and the control run again
confirms the update run.

The species retrieved last is O3, the retrieval performance
of which is shown in Fig.9 (right column). Here the O3
VMR error resulting from the basic run is already fully con-
verged as confirmed by the update and the control run; there
is only one small bias visible from the basic run near 10 km
in the tropical atmosphere, which points to the foreign in-
fluence of H2O, being the key cross-sensitivity of the O3
channels used. The lower bound altitude domain require-
ments of O3 are higher than for the other species, since the
ozone layer resides in the stratosphere and the concentration
becomes weak towards the troposphere. Based on this the
noise level starts to increase below about 15 km and further
down below about 10 km also the H2O influence begins to
mask the O3 absorption (Schweitzer, 2010; Schweitzer et al.,
2011a). The O3 channels thus focus on accurate profiling of
stratospheric ozone from about 10 km to 15 km upwards.

Considering finally the overall GHG retrieval performance
indicated by these intial demonstration results of the new
LMIO algorithm it looks very encouraging. The results
from these quasi-realistic end-to-end simulations are consis-
tent with and confirm the basic estimates from simplified
error propagation modeling byKirchengast and Schweitzer
(2011). The retrieval errors appear to be essentially unbi-
ased over the full height range of interest and the r.m.s. errors
appear to lie well within target requirements. Since the errors

are essentially random, climatological averages will enable
very high accuracy at the 0.1 % level, given sufficient care is
taken related to avoiding or mitigating potential systematic
errors in all relevant elements of an LMIO mission design as
dicussed byKirchengast et al.(2010a) andKirchengast and
Schweitzer(2011).

Favorably CO2 appears to be the GHG that can be re-
trieved most accurately, within 1 % to 2 % of VMR error,
but also the other species H2O, CH4 and O3 are retrieved to
within 1 % to 3 % of VMR error almost everywhere in their
targeted altitude domain. Specifically regarding H2O, the re-
sults indicate that it can be retrieved in clear air from LIO
with significantly more accuracy than from LMO (the latter
yields to within about 10 %; e.g.,Schweitzer et al., 2011b).
Thus LIO could also help to further improve the accuracy
of the thermodynamic statep, T , q. For O3 the retrieval
strength lies in the stratosphere from about 15 km upwards.

5 Summary and conclusions

In this study we introduced a retrieval algorithm for the LIO
part of the LMIO satellite mission concept, which is a pro-
posed occultation observing system that combines LIO and
LMO to retrieve thermodynamic profiles (pressure, temper-
ature, humidity) as a function of altitude from LMO and
GHG profiles from simultaneously measured LIO data. The
LMO algorithm part for thermodynamic state retrieval was
recently introduced bySchweitzer et al.(2011b), the novel
LMIO method as a whole byKirchengast and Schweitzer
(2011). The LIO algorithm, completing the full LMIO re-
trieval, is applied as a second step after the LMO algorithm.
We described the LIO algorithm in detail and showed its
performance – and the effective independence of the GHG
retrieval results from external (a priori) information – via
demonstration results from LMIO end-to-end simulations by
the EGOPS/xEGOPS software system for a representative set
of GHG profiles (CO2, H2O, CH4, and O3) under three repre-
sentative clear-air atmospheric conditions (tropical, standard,
sub-arctic winter).

We showed how the LIO algorithm benefits from the LMO
output, more precisely from the thermodynamic profiles
(pressure, temperature, humidity) and the impact parameter
profile, the latter enabling acccurate geolocation of altitude
levels. The LIO intensity signals as a function of time, com-
plemented by initial/background GHG profiles which can
even be set to zero initially, are the LIO observational input
to the algorithm. The algorithm itself consists of a prepara-
tory part, establishing IR refractivity, impact parameter, and
altitude profiles from LMO output, a core part, the single-line
trace species retrieval (SSR), and a dynamic part of envelope
loops over the SSR, consisting of the multi-line trace species
retrieval (MSR) loop and the basic-update-control run (BUC)
loop, respectively.
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The preparatory part establishes the IR refractivity, IR im-
pact parameter, and IR altitude profiles corresponding to the
transmitter and receiver positions and the LIO intensity pro-
files available as a function of time. The SSR provides trace
species volume mixing ratio (VMR) profiles from single ab-
sorption lines, i.e., from the LIO intensities of a single pair
of absorption and reference channel, by exploiting the dif-
ferential absorption principle which enables high-accuracy
retrievals.

The MSR loop, an envelope process over the SSR process,
performs single-line species retrievals in a carefully defined
order and updates the set of initial/background GHG profiles
after each SSR step, resulting in a step-wise improved set
of GHG profiles. A proper order provides highly effective
retrieval and enables to start even with initial profiles set to
zero: we first retrieve the most independent species (in terms
of minimal absorption influence in their channels from other
species), followed by the less independent ones that can then
already benefit from the previously retrieved ones in their
correction for residual foreign species absorption. In addi-
tion, the MSR combines suitable single-line species profiles
into composite profiles, which we employed for a composite
CO2 profile from12CO2 and13CO2 and for a composite H2O
profile from the four H2O single-line profiles of which each
only partially covers the UTLS altitude range.

The BUC loop is a simple envelope loop over the MSR
process to complete (update run) and cross-check (control
run) the convergence of the retrieved set of GHG profiles af-
ter the first MSR run (basic run).

Regarding the EGOPS/xEGOPS end-to-end simulations,
the GHG retrieval performance indicated by the intial
demonstration results of the LMIO algorithm were found
very encouraging. The results are consistent with and con-
firm the basic estimates from simplified error propagation
modeling byKirchengast and Schweitzer(2011). The re-
trieval errors appear to be essentially unbiased over the full
height range of interest and the r.m.s. errors appear to lie well
within target requirements set by scientific objectives of at-
mosphere and climate research to be supported by the data.

Carbon dioxide appears to be the GHG that can be re-
trieved most accurately, within 1 % to 2 % of VMR error,
but also the other species H2O, CH4 and O3 are retrieved to
within 1 % to 3 % of VMR error almost everywhere in their
targeted altitude domain. The H2O results indicate that wa-
ter vapor can be retrieved in clear air from LIO with higher
accuracy than from LMO so that LIO could also potentially
help this way to further improve the accuracy of the thermo-
dynamic state. For O3 the retrieval strength is on the strato-
spheric ozone from about 15 km upwards as the O3 signal-
to-noise ratio becomes small below about 10 km to 15 km.

Since the individual-profile errors found here are essen-
tially random, climatological averages will enable very high
accuracy at the 0.1 % level, given sufficient care is taken
related to avoiding or mitigating potential systematic er-
rors in all relevant elements of an LMIO mission design as

dicussed byKirchengast et al.(2010a) andKirchengast and
Schweitzer(2011). Overall the LMIO retrieval performance,
found here for clear-air atmospheric conditions, is unprece-
dented for vertical profiling of GHGs in the free atmosphere
and encouraging for future LMIO implementation.

On-going subsequent work includes a more complete per-
formance analysis, comprising all LIO species and statistical
retrieval error estimates from end-to-end ensemble simula-
tions, also using a greater variety of atmospheric conditions.
Further work addresses the advancement of the present GHG
retrieval algorithm to cloudy air, for best-possible retrieval
performance also when scanning through intermittent upper
tropospheric cloudiness, as well as the advancement of the
retrieval to also determine line-of-sight wind speed beyond
the simple approach introduced bySchweitzer(2010) and
Kirchengast and Schweitzer(2011). On the experimental
side a ground-based LIO demonstration experiment is carried
out for a 144 km link between high-altitude observatories at
the Canary Islands, Spain (ESA project by Univ. of York,
Univ. of Manchester, and Univ. of Graz, P. F. Bernath et al.,
2010–2011). This work aims at a first experimental demon-
stration of the LIO technique for CO2, CH4, and H2O mea-
surements under field conditions somewhat akin to a space
link.
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