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Abstract. Isotope ratio infrared spectroscopy (IRIS) pro-
vides an in situ technique for measuringδ13C in atmospheric
CO2. A number of methods have been proposed for calibrat-
ing the IRIS measurements, but few studies have systemati-
cally evaluated their accuracy for atmospheric applications.
In this study, we carried out laboratory and ambient measure-
ments with two commercial IRIS analyzers and compared the
accuracy of four calibration strategies. We found that calibra-
tion based on the12C and13C mixing ratios (Bowling et al.,
2003) and on linear interpolation of the measured delta us-
ing the mixing ratio of the major isotopologue (Lee et al.,
2005) yielded accuracy better than 0.06 ‰. Over a 7-day at-
mospheric measurement in Beijing, the two analyzers agreed
to within −0.02± 0.18 ‰ after proper calibration. However,
even after calibration the difference between the two ana-
lyzers showed a slight correlation with concentration, and
this concentration dependence propagated through the Keel-
ing analysis, resulting in a much larger difference of 2.44 ‰
for the Keeling intercept. The high sensitivity of the Keel-
ing analysis to the concentration dependence underscores the
challenge of IRIS for atmospheric research.

1 Introduction

Isotope ratio infrared spectroscopy (IRIS) is an emerging
technology for making in situ, continuousδ13C observation
in ambient conditions. With proper calibration, it can achieve
precision similar to that of isotope ratio mass spectrometry

(IRMS) (Kerstel and Gianfrani, 2008; Berryman et al., 2011;
Werner et al., 2012). At least five types of IRIS instruments
are available for field measurement ofδ13C, including tun-
able diode laser absorption spectroscopy (Campbell Scien-
tific Inc., Logan, UT; e.g., Bowling et al., 2003; Griffis et
al., 2008; Wingate et al., 2010; Santos et al., 2012), quan-
tum cascade laser absorption spectroscopy (Aerodyne Re-
search, Inc., Billerica, MA; e.g., Wada et al., 2011; Kammer
et al., 2011; Sturm et al., 2012), wavelength-scanned cavity
ring-down spectroscopy (Picarro Inc., Sunnyvale, CA; e.g.,
Friedrichs et al., 2010; Bai et al., 2011; Berryman et al.,
2011), off-axis integrated cavity output spectroscopy (Los
Gatos Research, Mountain View, CA; e.g., McAlexander et
al., 2011; Guillon et al., 2012), and Fourier transform in-
frared spectroscopy (e.g., Mohn et al., 2008; Griffith et al.,
2012; Hammer et al., 2013). All the IRIS instruments should
maintain accuracy traceable to the international PDB-CO2 or
VPDB-CO2 scale. However, in comparison to IRMS, whose
operational procedures are mature, IRIS is a relatively im-
mature technology still subject to a number of artifacts some
users may not be fully aware of (Griffith et al., 2012; Werner
et al., 2012). Sensitivity to changing environmental condi-
tions (e.g., temperature dependence; Guillon et al., 2012) and
dependence ofδ13C on CO2 concentration are the two main
sources of error affecting the IRIS measurements (Wada et
al., 2011; McAlexander et al., 2011; Guillon et al., 2012).
Proper calibration is necessary to ensure accurate measure-
ments (Bowling et al., 2003; Kammer et al., 2011; Guillon et
al., 2012; Hammer et al., 2013; Vogel et al., 2013).
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Generally speaking, the IRIS instrument calibration strat-
egy consists of pre-deployment and in-deployment compo-
nents. Pre-deployment calibration is implemented by altering
the analyzer’s internal parameter set, either by the manufac-
turer or by the user, prior to field deployment (e.g., Guillon
et al., 2012; Sturm et al., 2012). Additional calibration is car-
ried out during field deployment to remove instrument drift
and the residual concentration dependence. In this study, the
pre-deployment calibration performed at the factory was left
intact; instead the focus was on the in-deployment calibra-
tion.

The four in-deployment calibration methods we have ex-
amined (Sect. 2.2) rely on empirical correction functions
(e.g., Griffith et al., 2012). Briefly, in Method 1, the mix-
ing ratios of the individual isotopologues are calibrated sep-
arately against two or more standard gases of known12CO2
and13CO2 mixing ratios (Bowling et al., 2003; Griffis et al.,
2005; Wingate et al., 2010; Griffith et al., 2012). Method 2
removes the instrument drift and concentration dependence
by interpolating the measured delta value using the mixing
ratio of the major isotopologue; this method is used in field
measurements of water vapor isotopes (Lee et al., 2005; Wen
et al., 2008, 2012; Welp et al., 2012) and has yet to be ap-
plied toδ13C measurements. Recommended by Picarro Inc.,
Method 3 is a variation to Method 2 whereby the interpola-
tion is carried out using two or more delta values (Berryman
et al., 2011; Wada et al., 2011; Vogel et al., 2013). Recom-
mended by Los Gatos Inc., Method 4 corrects the measured
delta with a single offset value and thus requiring only one
calibration gas.

In this paper, we report the results of a performance eval-
uation on two commercial IRIS analyzers. Measurements
were made in the laboratory and in ambient conditions. Cal-
ibration was carried out using the four methods described
above. We wish (1) to evaluate the accuracy of these two
analyzers, (2) to identify the most appropriate calibration
strategy for atmospheric applications, and (3) to examine er-
ror propagation of the concentration dependence through the
Keeling analysis.

2 Materials and methods

2.1 Analyzers and sampling configuration

The two IRIS analyzers used in this study were manufac-
tured in 2010 by the Picarro Inc., Sunnyvale, CA (models
G1101-i) and the Los Gatos Research Inc., Mountain View,
CA (model DLT-100). The Picarro G1101-i analyzer was
upgraded in March 2012 to remove spectral contamination
caused by CH4. According to Vogel et al. (2013), CH4 can
biasδ13C by 0.4 ‰ ppm−1. The results of this study should
be interpreted for these models only. Newer models, with for
example enhanced thermal stability, may yield better perfor-
mance than reported here.

The Picarro G1101-i analyzer was configured with two
three-way solenoid valves, resulting in one common port and
three sample ports. The valves were controlled by the elec-
tric signal provided by the analyzer. The analyzer’s sampling
cell was maintained at a low pressure (140 Torr) and constant
temperature (45◦C). Gas was not dried before entering the
analyzer. (The water dilution and pressure broadening effect
were supposed to be corrected by firmware imbedded in the
instrument. In our case the correction coefficients supplied
by the manufacturer were erroneous, resulting in too large
corrections on the water vapor dilution, the water vapor pres-
sure broadening, and the HDO spectral interference effects.
In the following, only correction to the water vapor dilution
effect was made.) The analyzer drew sampling air and cali-
bration air at a flow rate of 0.03 L min−1 STP and recorded
the signals at 0.3 Hz.

The Los Gatos DLT-100 analyzer was coupled with a
multi-inlet unit supplied by the manufacturer (model 908-
0003-9002), which allowed automatic switching between 8
different sampling ports. Its sampling and calibration flow
rate were 0.5 L min−1 STP and its sampling cell was main-
tained at low pressure (38 Torr) and constant temperature
(45◦C). Gas was dried by passing through a Nafion gas dryer
(PD-200T-12MPS, Perma Pure, Toms River, New Jersey)
embedded in a Drierite tube before entering the analyzer to
prevent water absorption interference. The air residence time
in the dryer was about 1s. All measurements were made at
1 Hz.

2.2 Calibration procedures

The following calibration procedures aim to calibrate the
IRIS measurements to the international standard and to re-
move concentration dependence. Because they were imple-
mented frequently enough, they should also be able to re-
move instrument time drifts. Two sources can contribute to
concentration dependence. In the case that the analyzer’s
measurements of the12CO2 and13CO2 molar mixing ratio
are linear, an apparent concentration dependence of theδ13C
will arise if the analyzer’s signal intercept is nonzero (that
is, in the situation where the instrument reading is nonzero
even when the target gas is completely absent in the detection
chamber; e.g., Griffith et al., 2012; Sturm, 2013). In some
cases, the instrument may not be perfectly linear with re-
spect to the mixing ratio of the individual isotopologue (e.g.,
Tuzson et al., 2008; Lee et al., 2005); the nonlinearity may
be negligibly small for the mixing ratio measurements, but
may cause unacceptably large concentration dependence of
the delta measurement.

2.2.1 Method 1: two-point mixing ratio gain and offset
calibration

Method 1 is described by Bowling et al. (2003), Griffis
et al. (2005), and Griffith et al. (2012). If the analyzer’s
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mixing ratio measurements are linear, Method 1 will elim-
inate the delta concentration dependence. Letx12

i and x13
i

be the12CO2 and 13CO2 molar mixing ratio and subscript
i denote sampling sequence withi = 1, 2 anda standing for
standard gas 1, standard gas 2, and sampling air, respectively.
The calibration equations are

x12
a,t =

x12
2,t − x12

1,t

x12
2,m − x12

1,m

(
x12
a,m − x12

1,m

)
+ x12

1,t (1)

x13
a,t =

x13
2,t − x13

1,t

x13
2,m − x13

1,m

(
x13
a,m − x13

1,m

)
+ x13

1,t, (2)

where the additional subscript “t” and “m” indicate the
true and the uncalibrated mixing ratio, respectively. In this
method, standard gas 1 serves as the calibration zero and the
calibration span is given by the difference in mixing ratio be-
tween the two standards (Werle et al., 2004).

This method requires standard gases of known mixing ra-
tios of [12CO2] and [13CO2]. These values are derived from
of the known total [CO2] mixing ratio and theδ13C values
according to

[CO2] = [
12CO2] + [

13CO2] + f [CO2], (3)

Ra = [
13C]/[12C] = [

13CO2]/[
12CO2] = RVPDB(1+ δa), (4)

[
12CO2] = [CO2](1− f )]/(1+ RVPDB(1+ δa)), (5)

and

[
13CO2]=[CO2](1−f )−[

12CO2], (6)

where [CO2] is the total mixing ratio including all CO2
isotopomers,f is the fraction (0.00474) of CO2 contain-
ing all isotopomers other than13C16O2 and 12C16O2, and
RVPDB is the13C /12C standard molar ratio, 0.0111797 (Vi-
enna Peedee Belemnite or VPDB-CO2 scale, i.e., reference
material 8544, NBS19) (Allison et al., 1995).The assumption
thatf is constant should have little impact on [12CO2] and
[13CO2] (Griffis et al., 2004).

The isotopic molar mixing ratio is converted to the delta
notation as

δ13C=
(
Rsample/RVPDB−1

)
, (7)

whereR is the ratio of13C to 12C in the sampled air (=
x13
a,t /x12

a,t).

2.2.2 Method 2: two-point mixing ratio interpolation

This method has been used for water vapor isotope measure-
ments (Lee et al., 2005; Wen et al., 2008, 2012; Welp et al.,
2012). An advantage of this method is that the isotope ra-
tio of the standard gas should be known precisely (such as

via IRMS analysis) but its mixing ratio does not need to be.
(This advantage also applies to Method 3 and 4). Its applica-
tion to theδ13C measurement consists of several steps. Using
standard gas 1 as the span calibration gas, the calibrated ratio
of carbon dioxide molar mixing ratios (13C /12C) is given by

Ra,1t = R1
x13
a,m

x13
1,m

x12
1,m

x12
a,m

, (8)

whereR1 is the (known)13C /12C ratio of standard gas 1.
Similarly, using standard gas 2 as the span calibration gas,
we have

Ra,2t = R2
x13
a,m

x13
2,m

x12
2,m

x12
a,m

, (9)

whereR2 is the (known)13C /12C ratio of standard gas 2.
The molar ratio of the carbon dioxide isotopologues in the
sample,Ra,1t andRa,2t, are converted to the delta notation,
δa,1t andδa,2t according to Eq. (7).

Next, a linear interpolation is made between the measured
12C mixing ratio to find the true ambient isotope ratio,

δa,t =

(
δa,2t − δa,1t

)(
x12

2,m − x12
1,m

) (
x12
a,m − x12

1,m

)
+ δa,1t. (10)

The mixing ratio measurements are calibrated using
Eqs. (1)–(2). Equation (10) assumes that over the measure-
ment range, the concentration-dependent behavior can be de-
scribed by a linear relationship to the measured mixing ratio
of the major isotopologue. Sturm (2013) presents a deriva-
tion of the concentration dependence arising from nonzero
instrument intercept; Eq. (10) can be interpreted as a linear
approximation to their result (their Eq. 3). We found that if
the calibrated mixing ratiox12

a,t andx13
a,t and the true mixing

ratios of the standardsx12
1,t, x

13
1,t, x

12
2,t, andx13

2,t are used in place

of the measured mixing ratiosx12
a,m, x13

a,m, x12
1,m, x13

1,m, x12
2,m,

andx13
2,m, this method will yield identical results to Method 1.

2.2.3 Method 3: two-point delta value gain and offset
calibration

Method 3 requires two standard gases with known but differ-
entδ13C. The calibration is given by

δa,t = m · δa,m + b, (11)

where

m =
δ1,t − δ2,t

δ1,m − δ2,m
(12)

and

b = δ1,t −
δ1,t − δ2,t

δ1,m − δ2,m
δ1,m, (13)
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whereδ1 andδ2 is the (true or measured)δ13C of standard
gas 1 and 2, respectively.

In the case that more than two standard gases are avail-
able, the coefficientsm andb can be derived from linear re-
gression. Method 3 is often used in IRMS measurements to
correct the delta biases. In the case of IRIS, it works if the an-
alyzer’s mixing ratio measurements are perfectly linear and
there is no offset in its calibration. Otherwise an apparent
concentration dependence would still exist.

As with Methods 1 and 2, the Eqs. (1)–(2) are used for
calibration of the mixing ratio measurements.

2.2.4 Method 4: single-point delta value offset
calibration

Method 4 is a simplification of Method 3 as it assumes that
the gain factorm = 1 (Eq. 11) and only an offset correction is
needed. The method requires a single standard gas (denoted
by subscript 1) with knownδ13C. The calibration equation is
given by

δa,t = δa,m + (δ1,t − δ1,m). (14)

Since in this case only one standard gas is available, the mix-
ing ratio is calibrated using the following equations:

[CO2]a,t = [CO2]a,m + ([CO2]1,t − [CO2]1,m). (15)

Mathematically the two calibrations (of [CO2] and delta) are
equivalent: correction to the molar ratioR (as in the CO2
mixing ratio) can be achieved by adding an offset to the delta
value according to the Taylor approximation.

2.3 Standard gases

Three standard gases (Std1: 361.25 ppm for [CO2] and
−8.909 ‰ for δ13C; Std2: 398.76 ppm for [CO2] and
−8.652 ‰ for δ13C; Std3: 436.41 ppm for [CO2] and
−10.134 ‰ for δ13C) were obtained from the Key Lab-
oratory for Atmospheric Chemistry, Chinese Academy of
Meteorological Sciences, China Meteorological Administra-
tion. The CO2 concentrations of these gases are traceable to
the WMO 2007 scale at the Central Calibration Laboratory
(CCL) of the World Meteorological Organization (WMO),
and theirδ13C values are traceable to the NBS-19 and the
NBS20 scale of the International Atomic Energy Agency and
NOAA-ESRL.

2.4 Laboratory tests

In the first test, the precision of the analyzers was determined
by estimating the Allan variances of the CO2 concentration
and theδ13C value (Werle, 2011). The air sample was drawn
continuously into the analyzers from a compressed-air tank
with [CO2] of 420 ppm andδ13C of −9.8 ‰. Each measure-
ment lasted 24 h.

In the second test the three standard gases were measured
sequentially. The switching sequence was Std1, Std2, Std3,
with 10 min spent on each intake. The first 2 min of each
measurement were discarded because of the transient re-
sponse to step change. The calibration was done using the
above procedures for each switching cycle by treating one of
the three gases as the target of measurement and the other
two gases as the calibration standards, and hourly mean val-
ues were produced from the calibrated measurements. This
test lasted 24 h for each analyzer.

2.5 Atmospheric measurement

A purpose of the atmospheric measurement was to assess
how these calibration procedures impact the analyzers’ abil-
ity to measureδ13C in atmospheric CO2. The data were
also used to evaluate error propagation through the Keeling
mixing-line analysis. The analyzers drew ambient air through
one sample intake from the outside of our laboratory in Bei-
jing, China, from 12 April to 18 April (DOY 103–109) in
2012. The intake lines of both analyzers were equipped with
a filter (pore size 2 µm, Swagelok model B-4F-05, Connecti-
cut Valves and Fittings, Norwalk, Connecticut) contained in
an enclosure heated to 60◦C to avoid condensation. The ana-
lyzers sampled gas standards Std1 and Std3 in the first 10 min
of every hour, each lasting 5 min, and spent the remainder of
the hour measuring the air sample. Calibration was carried
out for each switching cycle, and hourly mean values were
produced from the atmospheric measurements.

The isotope signal of CO2 sources in Beijing was deter-
mined using the Keeling plot. The Keeling mixing-model pa-
rameters were obtained from a geometric mean regression of
the carbon isotope ratio of ambient CO2 versus the reciprocal
of the total [CO2] following the procedure outlined in Bowl-
ing et al. (2002) and Pataki et al. (2003).

3 Results and discussion

3.1 Precision of measurement

Figure 1 shows the time series of the12CO2 concentration
and Allan deviation as a function of averaging time for the
12CO2 mixing ratio andδ13C. The dashed lines show the ex-
pected behavior of the Allan deviation versus time for ran-
dom white noises. The departure of the12CO2 Allan vari-
ance of the Los Gatos DLT-100 analyzer from the white
noise line may indicate sensitivity to environmental temper-
ature (Fig. 1b). The12CO2 mixing ratio precision improves
with increasing averaging time; the best precision of 0.013
and 0.016 ppm was obtained with about 1800 and 500 s av-
eraging for the Picarro G1101-i and the Los Gatos DLT-100
analyzers, respectively. The Picarro G1101-i analyzer delta
measurement had the best precision of 0.08 ‰ at 2000 s, and
the Los Gatos DLT-100 analyzer had the best precision of
0.04 ‰ at 1000 s. For longer averaging times the precision
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Fig. 1.Time series of the(a) 12CO2 concentration and Allan devia-
tion of the (b) 12CO2 concentration and(c) δ13C for the Picarro
G1101-i and the Los Gatos DLT-100 analyzer. The dashed lines
show the expected behavior of the Allan deviation versus time for
random white noises.

degraded because of instrumental drift. The averaging period
for the laboratory test (600 s) and for the atmospheric mea-
surement (3000 s) were slightly different than the optimal av-
eraging length revealed by the Allan analysis.

Our precision values are in the reported range of IRIS
instruments forδ13C. For example, Friedrichs et al. (2010)
showed a precision of 0.08 ‰ with 130 min averaging
for a Picarro analyzer model EnviroSense 2050. Vogel et
al. (2013) found a precision 0.2 ‰ with 5 min averaging in-
tervals for a model G1101-i analyzer from Picarro. Guillon et
al. (2012) and McAlexander et al. (2011) found a precision of
0.05 ‰ and 0.15 ‰ with 60 s averaging for two model DLT-
100 analyzers from Los Gatos. Bowling et al. (2003) showed
a precision of 0.25 ‰ with a 2 min sampling interval for a
model TGA100 from Campbell Scientific. Wada et al. (2011)
found a precision of 0.05 ‰ with an integration time of 10 s
for an analyzer from Aerodyne Research.

3.2 Comparison of calibration methods

Table 1 summarizes the results of the fourδ13C calibration
methods as applied to the Picarro and the Los Gatos mea-
surements of the standard gases in the laboratory test. With-
out calibration the measuredδ13C values deviated from the
true values by−1.79 to−2.22 ‰ for the Picarro G1101-i

analyzer and−4.33 to−5.70 ‰ for the Los Gatos DLT-100
analyzer.

Theδ13C error listed in Table 1 is defined as the calibrated
delta minus the true delta after calibration using one of the
four methods. In the case of Method 1, the error for stan-
dard gas 1 (Std1) was obtained by, calibrating its measure-
ment against standard gases Std2 and Std3, and so on. The
accuracy generally were better than 0.03 ‰ for both analyz-
ers. Slightly better accuracy and precision were obtained if
the calibration was interpolated (for Std2) as opposed to ex-
trapolated (for Std1 and Std3). In agreement with the Allan
variance analysis (Fig. 1b), the precision of the Los Gatos
DLT-100 analyzer was better than that of the Picarro G1101-
i analyzer, although both analyzers had worse precision than
the best Allan variance precision due to the slightly shorter
(600 s) averaging length than optimal calibration cycle.

The delta errors listed for Method 2 were obtained simi-
larly to those for Method 1. For example, the error for stan-
dard gas 1 (Std1) was obtained by calibrating its measure-
ment against standard gases Std2 and Std3. The accuracy
were generally better than 0.04 ‰ for the Picarro G1101-i
analyzer, which is nearly identical to the results of Method 1.
The accuracy was not as good as that obtained with Method 1
for the Los Gatos DLT-100 analyzer. In addition, the error
and precision of extrapolation were also worse than those of
interpolation for both analyzers. Our results support the stan-
dard practice that the concentrations of the calibration gases
should bracket the ambient concentration.

Method 1 requires that the CO2 mixing ratio andδ13C of
the calibration gases be known precisely, while Method 2
requires thatδ13C be known precisely. Calibration gases
supplied by local vendors often have a concentration accu-
racy certified to 1 %; after their13C has been analyzed by
IRMS, these gases can be used for Method 2 but may not
be good enough for Method 1. For example, let us suppose
that the CO2 concentration of Std3 is biased high by 1 %.
Interpolating with Std1 and Std3, the accuracy and preci-
sion of the Std2 measurement after the Method 1 calibration
would be 0.05± 0.30 ‰ and 0.06± 0.11 ‰ for the Picarro
G1101-i and the Los Gatos DLT-100 analyzer, respectively,
which are slightly worse than those in Table 1. Extrapolat-
ing with Std2 and (the biased) Std3, the Std1 measurement
would have an accuracy and precision of−0.24±0.73 ‰ and
−0.26± 0.26 ‰ for the Picarro G1101-i and the Los Gatos
DLT-100 analyzers, respectively, which are much worse than
those shown in Table 1.

Method 3 was applied to the measurement of standard
gas 1 using standards Std2 and Std3 for calibration and to
the measurement of standard gas 2 using standard Std1 and
Std3 for calibration. Measurement errors for standard gas 3
were not quantified because the delta values of Std1 and Std2
were too close to each other as an effective calibration pair.
The error was greater than 0.19 ‰ for the Picarro G1101-i
analyzer and 0.49 ‰ for the Los Gatos DLT-100 analyzer.
We conclude that for these analyzers Method 3 was inferior

www.atmos-meas-tech.net/6/1491/2013/ Atmos. Meas. Tech., 6, 1491–1501, 2013
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Table 1. Intercomparison of fourδ13C calibration methods. In the case of Method 1–2, one of the three standard gases (Std1, Std2, and Std3)
was treated as the target of measurement and the other two were used for calibration. In the case of Method 3, Std3 was used in conjunction
of either Std1 or Std2 as the calibration pair. In the case of Method 4, Std3 was used to calibrate the measurement of St1 and Std2. Standard
deviations are for hourly measurements (n = 24). CO2 mixing ratios are in ppm and delta measurements are in ‰.

δ13C error

Standard [CO2] True δ13C Measuredδ13C Method 1 Method 2 Method 3 Method 4

Picarro Std1 361.25 −8.909 −10.70± 0.51 −0.01± 0.65 0.04± 0.58 0.26± 0.34 0.43± 0.39
G1101-i Std2 398.76 −8.652 −10.68± 0.52 0.00± 0.29 −0.02± 0.29 −0.19± 0.32 0.19± 0.33
analyzer Std3 436.41 −10.134 −12.35± 0.50 0.00± 0.52 0.04± 0.58 – –

Los Gatos Std1 361.25 −8.909 −13.24± 0.89 −0.03± 0.23 0.13± 0.20 0.61± 0.09 1.37± 0.11
DLT-100 Std2 398.76 −8.652 −13.73± 0.84 0.01± 0.10 −0.06± 0.10 −0.49± 0.05 0.62± 0.11
analyzer Std3 436.41 −10.134 −15.83± 0.90 −0.02± 0.18 0.13± 0.20 – –

to Methods 1 and 2. To further improve the measurement
would require standard gases with a larger delta difference
(> 10 ‰).

Similarly, Method 4 was not recommended for these an-
alyzers. The one-point delta offset correction (Eq. 14) using
Std3 as the calibration standard removed much of the mea-
surement errors for standard gas 1 and 2. Still, the residual
error was greater than 0.19 ‰ for the Picarro G1101-i ana-
lyzer and 0.62 ‰ for the Los Gatos DLT-100 analyzer.

3.3 Comparison of the two analyzers

Figure 2 illustrates the time variations of atmosphericδ13C
in Beijing during DOY 103–109 (12 April to 18 April) in
2012, the difference between the Picarro G1101-i and the Los
Gatos DLT-100 analyzers, and a histogram of the differences.
Here the results of Method 1 are shown. The analyzers ob-
served similar diurnal cycles due to atmospheric entrainment
and boundary layer mixing. No obvious systematic differ-
ence existed between the two analyzers, with the difference
being only−0.02± 0.18 ‰ (mean and standard deviation of
hourly measurements). The difference can be approximated
by the Gaussian distribution. If Method 2 was used for cali-
bration, the mean difference was 0.03± 0.19 ‰.

Figure 3a illustrates the corresponding time variation of
atmospheric CO2 concentration and the difference between
the two analyzers. Although similar diurnal cycles were ob-
served, the concentration measured by the Picarro G1101-i
analyzer was 2.2± 1.0 ppm lower than that of the Los Gatos
DLT-100 analyzer. The difference was systematic and be-
came larger as the H2O concentration increased (Fig. 3b).
Two factors may have contributed to the difference. The
Nafion dryer embedded in the Drierite tube used by the Los
Gatos DLT-100 analyzer yielded theoretically an outlet dew
point of lower than−35◦ or about 300 ppm of water vapor.
The corresponding dilution effect is an underestimation of
CO2 concentration of 0.1 ppm at 400 ppm of carbon diox-
ide. In the case of the Picarro G1101-i analyzer, as pointed
out in Sect. 2.1, the correction coefficients supplied by the
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Fig. 2. Time variations of(a) hourly atmosphericδ13C in Beijing
during DOY 103-110 in 2012,(b) difference between the Picarro
G1101-i and the Los Gatos DLT-100 analyzer, and(c) histogram of
the differences. Here Method 1 was used for calibration.

manufacturer were erroneous, resulting in too large correc-
tions on the water vapor effect. We were able to correct the
dilution effect using the water vapor concentration measured
by the analyzer, but were unable to remove the smaller effect
due to the water vapor pressure broadening and the HDO
spectral interference (Rella et al., 2013; Nara et al., 2012).
These latter effects are on the order of 2 ppm / %v water at
400 ppm of carbon dioxide, and can be up to 5 ‰ at ambient
humidity (Rella, 2012; Rella et al., 2013).
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Table 2. Keeling mixing-line analysis of ambient measurement in Beijing during DOY 103–110 in 2012. The regression was made using
the calibratedδ13C against the reciprocal of the calibrated CO2 concentration. Gas standards Std1 and Std3 were used for Methods 1–3 and
Std3 was used for Method 4.

Method 1 Method 2 Method 3 Method 4

Picarro G1101-i Slope 6133.3± 421.3 6143.7± 424.6 8564.9± 882.2 6133.0± 437.4
Analyzer (00:00–24:00) Intercept −23.85± 1.00 −23.88± 1.02 −29.62± 2.13 −23.86± 1.05

R2 0.83 0.83 0.61 0.82

Picarro G1101-i Slope 6185.0± 824.7 6862.5± 823.5 1143.8± 2343.7 6569.9± 926.3
Analyzer (22:00–04:00) Intercept −25.53± 1.99 −25.64± 1.99 −36.54± 5.65 −24.97± 2.23

R2 0.88 0.88 0.65 0.84

Los Gatos DLT-100 Slope 5336.7± 333.0 4795.1± 330.4 3533.1± 128.5 9123.6± 349.9
Analyzer (00:00–24:00) Intercept −21.85± 0.79 −20.62± 0.79 −18.02± 0.31 −30.53± 0.83

R2 0.86 0.83 0.95 0.95

Los Gatos DLT-100 Slope 6154.6± 635.9 5626.7± 646.8 3818.9± 261.8 1003.6± 648.9
Analyzer (22:00–04:00) Intercept −23.81± 1.52 −22.60± 1.55 −18.70± 0.63 −32.70± 1.56

R2 0.91 0.89 0.95 0.97
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Fig. 3. (a)Same as for Fig. 2a except for hourly atmospheric CO2
concentration and(b) dependence of their difference on the H2O
concentration.

Figure 4 shows the dependence of the difference of atmo-
sphericδ13C calibrated with Method 1 and that calibrated
with Method 2 on the corresponding CO2 concentration. No
obvious concentration dependence was observed for the Pi-
carro G1101-i analyzer, but some dependence existed for
the Los Gatos DLT-100 analyzer. The difference may orig-
inate from the different assumptions used by these methods:
Method 1 assumes that the mixing ratios of the individual
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Fig. 4. Dependence of the difference in atmosphericδ13C between
Method 1 and Method 2 on the CO2 concentration.

isotopologues are linear, whereas Method 2 assumes that the
measured delta value is linear with respect to the measured
mixing ratio of the major isotopologue.

Figure 5 also shows that the difference of the calibrated
atmosphericδ13C between the analyzers was also depen-
dent on the CO2 concentration. Once again, the results of
Method 1 are shown. Even though the mean difference be-
tween two analyzers was very small (−0.02±0.18 ‰), there
was a slight negative linear relationship of the hourlyδ13C
bias between the analyzers to the CO2 concentration. The
difference between the two analyzers may have been caused
by CO2 concentration effects and biases from spectral broad-
ening and interferences (Rella, 2012).
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Fig. 5. Dependence of the difference in atmosphericδ13C between
the two analyzers on the CO2 concentration. Here Method 1 was
used for calibration.

3.4 Error propagation in the Keeling mixing-
line analysis

Although we cannot conclude which of the two analyzers
had better accuracy, comparisons between the two analyz-
ers and between the calibration methods should allow us to
gain insight into the problem of error propagation through
the Keeling analysis. Table 2 summarizes the results of the
Keeling analysis of the atmospheric measurement using the
four different calibration methods. Figure 6 gives the Keel-
ing plot for the results obtained with the Method 1 calibra-
tion. The intercept of the Keeling plot was−23.85±1.00 ‰
(±95 % confidential level) for the Picarro G1101-i analyzer,
and−21.85± 0.79 ‰ for the Los Gatos DLT-100 analyzer,
based on the results of Method 1 (Table 2).

If the analysis was restricted to the nighttime (22:00 to
04:00) to better isolate the local influence, the intercept of
Keeling plot was reduced to−25.53±1.99 ‰ for the Picarro
G1101-i analyzer, and−23.81± 1.52 ‰ for the Los Gatos
DLT-100 analyzer, based on the results of Method 1. The in-
tercept during the nighttime represents the integrated value of
the potential CO2 sources in an urban airshed (Pataki et al.,
2007; Wada et al., 2011), which should be a mixture of natu-
ral gas, gasoline, and coal combustion, and biogenic respira-
tion of plants and soil. Our lab is next to the Beijing Olympic
Garden, dominated by trees and grasses, and domestic cen-
tral heating (by coal and natural gas) in Beijing ended on
18 March (DOY 78) in 2012, as mandated by the city gov-
ernment. In general, theδ13C values of C3 plants are in the
range of−22 to−35 ‰, and that of C4 plants are in the range
of −19 to−9 ‰ (Koch, 2008). Pataki et al. (2003) found a
high degree of temporal and spatial variability in C3 ecosys-
tems, with individual observations ranging from−32.6 to
−19.0 ‰. Soilδ13C values vary from−23.5 to−16.3 ‰ in
the Dallas metropolitan area, Texas (Clark-Thorne and Yapp,
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Fig. 6. Keeling plot of the calibrated atmosphericδ13C against the
reciprocal of the calibrated CO2 concentration for(a) the Picarro
G1101-i and(b) the Los Gatos DLT-100 analyzer. Both daytime and
nighttime data were used. Calibration was made with Method 1.

2003). Theδ13C values of natural gas combustion are in the
range of−42 to −37 ‰, gasoline combustion in the range
of −28 to −60 ‰, and coal in the range of−27 to −25 ‰
(Clark-Thorne and Yapp, 2003; Pataki et al., 2007; Wada et
al., 2011). Our Keeling intercept values appeared to show
that C4 reparation was an important source of the urban CO2
in Beijing in addition to fossil fuel combustion.

The intercept difference between the two analyzers
(2.00 ‰, Method 1 in Table 2), which may have resulted
from the effect of the erroneous CO2 concentrations of
the Picarro G1101-i analyzer, was substantially larger than
the difference between theirδ13C measurements (−0.02±

0.18 ‰; Fig. 2). We performed a sensitivity analysis in order
to understand error propagation of the concentration depen-
dent behavior in the Keeling analysis. We assumed that the
true atmosphericδ13C is a linear function of the inverse of
the CO2 concentration, as given by the regression shown in
Fig. 6a in the case of the Picarro G1101-i analyzer.

δ13C =
6133.3

[CO2]
− 23.85 (16)

We then added a small concentration-dependent error to this
equation:

δ13C =
6133.3

[CO2]
− 23.85+ d, (17)
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Fig. 7. The relationship of the intercept of the Keeling plot to the
parameter specifying the concentration dependence behavior for(a)
the Picarro G1101-i and(b) the Los Gatos DLT-100 analyzer. Error
bars indicate the 95 % confidence bound.

whered is a parameter that describes the severity of the con-
centration dependence

d = −ε +
2ε

50
([CO2] − 400) . (18)

In Eq. (18), the delta error (d) is −ε at a concentration of
400 ppm and+ε at a concentration of 450 ppm. Finally, we
recomputed they intercept of Eq. (17) by varyingε. (Simi-
lar results are shown in Fig. 7b for the Los Gatos DLT-100
analyzer.) The results, given in Fig. 7, shows the error prop-
agation through the concentration dependence as a function
of ε on the intercept of the Keeling plot.

The results in Fig. 7 can largely explain the intercept dif-
ferences between the two analyzers. In the case of the dif-
ference seen between the two analyzers, the concentration
dependence (Fig. 5) can be approximated by Eq. (18) with
ε = 0.15 ‰. According to Fig. 7, this error would propa-
gate through the Keeling analysis, resulting in a difference
of 2.44 ‰ in the Keeling intercept. This prediction was close
to the actual difference of 2.00 ‰ in the intercept value (Ta-
ble 2).

Similarly, the uncertainty in the Keeling intercept caused
by the calibration method can be understood through the er-
ror propagation prediction. For the Picarro G1101-i analyzer,
there was no concentration dependence in the calibratedδ13C
between Methods 1 and 2 (Table 2), and the intercept val-
ues based on these two methods were nearly identical. In
the case of the Los Gatos DLT-100 analyzer, the Keeling

intercept was−21.85±0.79 ‰ if Method 1 was used for cal-
ibration, and−20.62± 0.79 ‰ if Method 2 was used (even
though the actualδ13C differed by only−0.05± 0.05 ‰;
data not shown), giving a difference of−1.23 ‰ (Method 1–
Method 2). The concentration dependence shown in Fig. 4
yielded a value of−0.08 ‰ for the parameterε. According
to Fig. 7, the concentration dependence would result in a dif-
ference of−1.39 ‰ for the Keeling intercept between the
two methods.

4 Conclusions

In this study, an intercomparison was made between one an-
alyzer from Picarro Inc. (models G1101-i) and one analyzer
from Los Gatos Research (model DLT-100) to characterize
their performance, to compare different calibration strate-
gies, and to investigate error propagation of the concentra-
tion dependence through the Keeling analysis. We showed
that the preferred calibration methods were that based on cal-
ibration of the12C and13C mixing ratio (Method 1) and that
based on the delta interpolation using the measured12C mix-
ing ratio. These methods yielded accuracy better than 0.06 ‰
for the Picarro G1101-i and Los Gatos DLT-100 analyzers.
Over the 7-day atmospheric measurement, the two analyzers
tracked the natural variability ofδ13C very well and achieved
an average difference of−0.02±0.18 ‰. One of the factory
recommended methods, based on two-point delta value gain
and offset calibration, had errors exceeding 0.2 ‰.

We found that even a small concentration dependence can
be amplified in the Keeling analysis, causing large errors in
the Keeling intercept. Even though the mean difference was
small (−0.02 ‰), because the difference in the hourly delta
value between the two analyzers was linearly correlated with
the CO2 concentration, a much larger difference of 2.44 ‰
was found for the Keeling intercept.
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Bai, M., Köstler, M., Kunstmann, J., Wilske, B., Gattinger, A.,
Frede, H. G., and Breuer, L.: Biodegradability screening of
soil amendments through coupling of wavelength-scanned cavity
ring-down spectroscopy to multiple dynamic chambers, Rapid
Commun. Mass Sp., 25, 3683–3689, 2011.

Berryman, E. M., Marshall, J. D., Rahn, T., Cook, S. P., and Lit-
vak, M.: Adaptation of continuous flow cavity ring down spec-
troscopy for batch analysis ofδ13C of CO2 and comparison with
isotope ratio mass spectrometry, Rapid Commun. Mass Sp., 25,
2355–2360, 2011.

Bowling, D. R., McDowell, N. G., Bond, B. J., Law, B. E., and
Ehleringer, J. R.:13C content of ecosystem respiration is linked
to precipitation and vapor pressure deficit, Oecologia, 131, 113–
124, 2002.

Bowling, D. R., Sargent, S. D., Tanner, B. D., and Ehleringer, J.
R.: Tunable diode laser absorption spectroscopy for stable iso-
tope studies of ecosystem–atmosphere CO2 exchange, Agr. For-
est Meteorol., 118, 1–19, 2003.

Clark-Thorne, S. T. and Yapp, C. J.: Stable carbon isotope con-
straints on mixing and mass balance of CO2 in an urban atmo-
sphere:Dallas metropolitan area, Texas, USA, Appl. Geochem.,
18, 75–95, 2003.

Friedrichs, G., Bock, J., Temps, F., Fietzek, P., Körtzinger, A.,
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