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Abstract. Ground-based microwave radiometers (MWR) are1 Introduction

becoming more and more common for remotely sensing the

atmospheric temperature and humidity profile as well as

path-integrated cloud liquid water content. The calibration Passive remote sensing instruments are widely used to re-
accuracy of the state-of-the-art MWR HATPRO-G2 (Humid- trieve atmospheric state variables. Measurements along the
ity And Temperature Profiler — Generation 2) was investi- absorption lines of atmospheric gases can provide vertically
gated during the second phase of the Radiative Heating imesolved profiles of the gas concentration and/or temperature.
Underexplored Bands Campaign (RHUBC-II) in northern Therefore, a realistic simulation of atmospheric absorption
Chile (5320 m above mean sea level, 530 hPa) conducted b nd emission is essential for the development of retrievals
the Atmospheric Radiation Measurement (ARM) program '0r atmospheric state variables. As radiative transfer mod-
conducted between August and October 2009. This study a<ls employ absorption line parameters that are obtained from
sesses the quality of the two frequently used liquid nitrogenlaboratory measurements, field measurements are needed for
and tipping curve calibrations by performing a detailed er-independent evaluation. The aim of the Radiative Heating in
ror propagation study, which exploits the unique atmosphericdnderexplored Bands Campaign (RHUBC-Iugner and
conditions of RHUBC-II. Both methods are known to have Mlawer, 2010, which is part of the Atmospheric Radiation
open issues concerning systematic offsets and calibration rdleasurement (ARM) progransfokes and Schwart2994),
peatability. For the tipping curve calibration an uncertainty iS to evaluate and improve existing absorption models. In ad-
of £0.1 to£0.2K (K-band) and+0.6 to£0.7K (V-band)  dition to frequent radiosonde profiles of temperature, pres-
is found. The uncertainty in the tipping curve calibration Sure and humidity, RHUBC-II data offer a unique set of ac-
is mainly due to atmospheric inhomogeneities and the ascurate radiation measurements of the middle-to-upper tropo-
sumed air mass correction for the Earth curvature. For thesPhere. This paper concentrates on the microwave spectral
liquid nitrogen calibration the estimated uncertaintyif.3 ~ region, which is widely used by space-borne and ground-
to +1.6 K is dominated by the uncertainty of the reflectivity based radiometers. For RHUBC-II this spectral range is cov-
of the liquid nitrogen target. A direct comparison between €red by the passive microwave radiometer HATPRO-G2 (Hu-
the two calibration techniques shows that for six of the nineMidity And Temperature Profiler — Generation 2). The ra-
channels that can be calibrated with both methods, they agrediometer has seven K-band channels along the rotational wa-
within the assessed uncertainties. For the other three char€' vapor line at 22 GHz to retrieve information about the
nels the unexplained discrepancy is below 0.5 K. Systemati@tmospheric water vapor and liquid water content. Another
offsets, which may cause the disagreement of both methodgeven V-band channels along the oxygen absorption complex

within their estimated uncertainties, are discussed. at 60 GHz are used to retrieve temperature profiles.
Ground-based temperature profiling using V-band fre-

guencies was first suggestedWgstwate (1965 and is now
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performed operationally at several sites worldwiGgildner 2 Measurement campaign
and Spankuc2001). However, compared to radiosonde pro-
files, temperature profiles derived from radiometric measure-The primary focus of RHUBC-Il was to characterize and
ments can show biases up to 1Kiljegren, 2002 Lohnert  improve the accuracy of gas absorption models using high
and Maier 2012. It is still unknown whether these originate spectral resolution radiance observations in spectral re-
from uncertainties in the oxygen absorption line parametergjions that are normally opaque at lower altitudes due to
or from inaccuracies in the radiometer’s absolute calibration.strong water vapor absorption and high air presstivener
On the one hand;adeddu et al2007) evaluate oxygen ab- and Mlawer 2010. The measurement site was set up at
sorption characteristics around 60 GHz by radiometer mea5320ma.m.s.l. (above mean sea level) on the Cerro Toco
surements and test different sets of absorption coefficientsext to the Chajnantor plateau (22°% 67.77 W). The
They show that different sets of oxygen absorption line pa-plateau is part of the Atacama Desert in northern Chile,
rameters lead to retrieved temperature profiles that may difwhich is one of the driest regions on Earth. Here, the amount
fer by more than 2 K. On the other hand, the accuracy of theof Precipitable Water Vapor (PWV) ranges from 0.1-5.0 mm
commonly used liquid nitrogen (LN calibration is found  (Rutllant 1977).
to be 1-2K Liljegren, 2002. Similar issues are presentin  RHUBC-II was conducted within the dry season between
the K-band for the remote sensing of water vapdewi- August and October 2009. The ARM program set up a Self-
son 2007). This makes clear that calibration and absorption Kontained Instrument Platform (SKIP) providing infrastruc-
model uncertainties are subject to the same level of uncerture and power supply for a variety of different instruments.
tainty. Consequently, microwave radiometer calibration tech-Several radiometric instruments provide measurements al-
niques need to be improved and well characterized beforenost across the entire infrared spectrdmarfer et al.2012.
measurements may be used to evaluate current absorptiofhe passive microwave radiometer HATPRO-Go¢e et
models. Thus, the main goal of this paper is to evaluate twaal., 2005 took the data for this analysis and is described
commonly used independent microwave radiometer calibrain detail below. The instrumentation was completed by an
tion methods by carrying out a detailed error propagation byautomatic weather station (AWS) and atmospheric profiles
realistically considering multiple error sources. from 128 Vaisala RS92-K radiosondes launched during the

The LN, calibration method is compared to the tipping campaign. During RHUBC-II PWV ranged from 0.2—1.5 mm
curve methodKlan and WestwateP000. Generally, all mi-  with an average value of 060.3mm. The synoptic sta-
crowave channels can be calibrated using liquid nitrogen as &on at the site recorded extraordinary constant surface condi-
cold absolute standard. However, a successful tipping curvéions: a daily mean temperature of 266:2.8 K, an air pres-
calibration requires a non-optically thick atmosphere at thesure of 532.2- 2 hPa, and a relative humidity of 2315 %.
frequency at stake. At sea level only K-band channels are The HATPRO-G2 is a 14-channel total-power microwave
transparent enough to be calibrated by this method. Forturadiometer measuring within the K- and the V-band, al-
nately, for the low pressure conditions at the RHUBC-II site, lowing high temporal resolution PWYV, Liquid Water Path
the tipping curve method can also be applied to the two mos{LWP), humidity and temperature profile retrievals from
transparent V-band channels, allowing a first-time indepen-brightness temperature measurements. It was manufactured
dent evaluation of the Lpcalibration in the V-band. by Radiometer Physics GmbH and is operated by the Uni-

This paper is organized as follows: in Sextve briefly de-  versity of Cologne. In the K-band, atmospheric radiation
scribe the RHUBC-II measurement campaign and the instruis measured at seven channels along the wing of the wa-
ment that this study is based on. In the following S8dhe ter vapor absorption line at 22.35 GHz. Another seven V-
theory behind calibration methods and the instrument used ifband channels measure along the oxygen absorption com-
this study are described, and Setperforms the actual cal- plex centered around 60 GHz (Fit). The receivers of each
ibration assessment. First, an error propagation study of thé&requency band are designed as filter banks in order to ac-
LN calibration procedure is carried out in order to charac-quire measurements at each frequency channel simultane-
terize the effects of different assumptions on the overall un-ously. The channels have been designed with well charac-
certainty. Specifically, these are the uncertainties attributed tderized band-pass filters allowing precise frequency alloca-
the cold and hot target temperatures and emissivities, as wetlon of the signal. The eleven most transparent channels (K-
as to the detector non-linearity. Secondly, a similar procedurdand and V-band up to 54.94 GHz) have a half-power band-
is carried out for the tipping curve calibration, where uncer- width of 230 MHz. For the three remaining channel frequen-
tainties such as pointing error, horizontal homogeneity anccies the spectral gradient is low, so wider bandwidths of 600,
Earth curvature effects are discussed. Sedlisammarizes 1000 and 2000 MHz provide higher precision at equal inte-
and compares the results of the two methods and 6eet-  gration times. A parabolic mirror diameter of 250 mm gives
ommends steps to be taken in order to guarantee an optiman antenna half-power beam width for the channels along
calibration result. the water vapor line of 3.3-37and 2.5-2.7 along the oxy-

gen absorption complex. During RHUBC-II the radiometer
was operated in a continuous scanning mode. It measured
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Fig. 1. Highly spectrally resolved brightness temperatifig (op panels) and opacity (bottom panels), calculated by the Rosenkranz’98
absorption modelRosenkranz1998, for the spectral range covered by HATPRO-G2. Spectral features are the water vapor absorption line

at 22.24 GHz (left panels) and the oxygen absorption complex at 60 GHz (right panels). At 530 hPa, pressure broadening is reduced and
single transitions can be recognized in the spectral wing of the oxygen absorption complex (lower lines). The upward-looking spectrum is
plotted for a very dry (PWV =0.3 mm) RHUBC-II radiosonde profile from 13 September 2009. For comparison the spectrum is calculated
for sea-level conditions using a subtropical standard atmosphere (fiighadr values). HATPRO-G2 channels are illustrated by the width

of band-pass filters (gray). Note that band-pass filters of the three most opaque channels overlap.

at symmetric elevation angles in a fixed azimuthal pIaneTbPL = B;1(1,), 2
(70°/250) at elevations 90.0, 45.0, 30.0, 15.0, 9.6 and 4.8 _ _ ) )

With an integration time of 1s each scan takes about 30 sWith the received spectral radiante In the following, given

In this study, these scans are used to apply the tipping CurVgamperature values are always Planck equwalept. The rela-
calibration technique to the stored voltages of the nine low-tion between detected voltages and measured brightness tem-

opacity radiometer channels between 22.24 and 52.28 GHzPeratureslp is expressed by the following set of calibration
parameters:

_ o
3 Radiometer calibration Udet = 8 Tsys ®)
o ) ) _with the detector gairg, the total system noise temperature
Calibrating the radiometer means to determine the relatlonfsysz Tr + Ty, (being the sum of the receiver noise temper-
between the detected voltagéqey) and the received power.  atyre 7z and measuredy,) and the non-linearity parameter
The relation is derived by measuring against black body tar-, (Radiometer Physics Gmb201]). At the beginning of
gets with a well-known physical temperatigys The spec-  every deployment period, the complete set of calibration pa-
trgl radiance B that is emitted by the black body target is (gmeters for HATPRO-G?2 is determined by and dalibra-
given by Planck’s law: tion. Additionally, during operation noise diode calibrations
(every 30min) and hot load calibrations (every 5min) are
5 1) performed. For details on the procedures’ input and output
¢ exp ( kthUh s) -1 parameters confer Table In the following the different pro-
e cedures are introduced.

2hv3 1
B, = <V

in Wm~2sr1Hz1, with the Boltzmann constari, and
Planck’s constani. Calibration procedures based on ED. (

provide measurements expressed in Planck equivalentbrigh‘;m-l-PRo_(32 uses an Litarget that is mounted along-
ness temperatures side the radiometer for calibration. The calibration target is

3.1 Liquid nitrogen calibration
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Table 1. Information on the standard calibration schedule during
RHUBC-II. For both frequency bands the type, repetition period Udet
and number is given: liquid nitrogen calibration (N tipping
curve calibrations (TIP), noise diode calibrations (NOI) and hot
load calibrations (HOT). Pointing: 90’ internal ambient target,
B . a Unn
0.0° =LNo>, target;i = input parameteg = output parameter. Us
K-band channels UcN [ A
Type LNy TIP NOI HOT Uc
Period - 6h 30min  5min
Number 1 97 4067 14503 Ur
Pointing —90°/0° elev.scan —90°  —9C° i
Udet ! ! ! ! Tr Tc Ten T Ten Ts
TH i i i i
Tc i l - - Fig. 2. Schematic illustration of a 4-point calibration. The detec-
o o ; ; ; tor voltage Uget is measured at four calibration poinS¢, Un,
N 0 0 ; _ UcN=Uc+UN, U4N=UH + UN. Tr is the system noise power,
T ; UN results from injected noise by the internal noise didfi¢)( 7c
R o o [ l . . .
2 0 0 0 0 andTH are known quantitiey and the non-linearity parameter
are determined by the calibration.
V-band channels
Type LN, TIP NOI HOT ) ) )
Period _ 6h cont. 5min with Uc, Uy, Ucn, and Uy denoting radiometer volt-
Number 1 - - 14503 ages measured on the cold, ambient, cold-plus-noise and
Pointing —90°/0° - scene —9(° ambient-plus-noise references, respectively. Instead of us-
Udet i - i i ing Planck spectral radiances @) within these calibration
Ty i - i i equations, Eq.1) is expanded in terms ofi(/kpT) and
Tc ! - - - truncated after the first term. For HATPRO-G2'’s frequency
o 0 _ i ; range of 22 GHx f <58 GHz and temperature range of
TN o _ i _ Tc < Tphys< TH the truncation error of this approximation
TR 0 - - 0 is negligible. Furthermore, Eqs4)&(7) are valid within
g 0 - 0 i HATPRO-G2's frequency range as long as the non-linearity

«a is close to one. This condition is fulfilled by the HATPRO-
G2 receivers. As a consequence, the target’s physical temper-
observed from above using a reflector that is tilted by.45 atures can directly be inserted into Eq®—~(7). The derived

The load is filled with a microwave absorber to guaranteecalibration parameters and the resulting brightness tempera-
the target’s black body properties. The target temperdfigre tures agree with the black body equivalent brightness tem-
is the actual boiling temperature of LNThe hot load is an  peratureg™* (Eq. 2).

internal black body at ambient temperatdg where vent- After a successful calibratiorfy from a well burned-in

ing ensures a homogeneous temperature distribution. In omoise diode is stable enough to serve as a secondary calibra-
der to take the system non-linearityinto account a 4-point  tion standard during operation. During RHUBC-II only one
calibration scheme is used (F®), which means that the ra- single LN, calibration was performed after radiometer setup
diometer measures at four calibration points to derive the calon 11 August 2009. Therefore, in Sedtl.5 we give a re-
ibration parameters, Tr anda (Eq. 3) (Radiometer Physics peatability analysis of the calibration procedure using, LN
GmbH, 2011). The determination o is realized by noise calibration performed with the same radiometer at the Julich
injection from an internal noise diod&y). After integrating  Research Center.

on the hot and cold target for 30 s each, the cycle is repeated

with additionally injected noiselr, g, Ty anda are then 3.2  Tipping curve calibration

determined by solving the following system of equations:
An alternative to the LM calibration is the so-called tipping

Uc = g (Tr + To)", (4)  curve calibration, which can be used to calibrate low-opacity

Uy = g (Tr + Tw)", (5)  radiometer channels. The general idea is to replace the LN

Ucn = g (Tr + Tc + Tn)®, (6)  target by the cold clear skidan and Westwate2000 dis-

and cuss this method in detail and specify an absolute calibration
accuracy of better than 0.5K for K-band channels. In prin-

Uyn = g (TR + Ty + TN)?, (7 ciple, the method uses opacity—air mass pairs from elevation
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scans.Tp, measurements are recalibrated in an iterative pro-has been verified with K-band results from the manufac-
cess, where the opacity is calculated from the following turer’s internal calibration procedure.
equation:

_ (B (Tmr) — B (Tback)>
=In ,

3.3 Noise diode calibration

(8)

B (Trr) — B (Tb) Ty is determined by every HATPRO-G2 LLNand tipping

. . _ curve calibration (Sect83.1 and 3.2). Ty is stable enough
with Planck spectral radiancéS(Eq. 1). Thack (= 2.73K) de to be used as a secondary calibration standard for several

notes the cosmic background radiation &g is the mean -
radiative temperature of the atmosphere, which is calculate(glnonths (cf. Sectd.1.9. The stability ofg for the V-band

independently (Sect.2.1). The tipping curve calibration en- channels is guaranteed by injecting noise periodically — with

compasses a large brightness temperature range an@)E (Zfrequency of 10 Hz — while the radiometer is pointing to an
comp arg 9 emp 9 g rbitrary sceneTscend. TsceneCan be extracted by using the
is highly non-linear. Therefore, it is necessary to perform the

o T ) fraction of the detected signal with and without noise.
tipping curve calibration in the power domaiB ({7})) and . . S
. Using 7Tr from a previous hot load calibration

convert the power values to black body equival&nby the ) .
) " . (cf. Sect.3.4) gives a corrected detector gain Updat-
inverse of Eq. {) afterwards. InitialT}, values in Eq.§) are . . ; :

) . L ing g with such high frequency is not necessary for the
set by using a prior calibration or an educated guess. Assum; . .
. . o -band channels, because the more stable gallium arsenide
ing clear sky conditions and a homogeneously stratified an - :

. ; . GaAs) technology compared to indium phosphide (InP)

non-opague atmosphere, the opacity scales linearly with th

. ; echnology (V-band) is used. Therefore, in the K-band a
air mass for low optical depths along the slant path. The SIOIOenoise calibration is performed every 30 min to recalibrate
of this linear relation is the zenith opacity®". Zenith 7,7°" b y

andzZe" are connected b Tr. The noise is injected while pointing to the ambient
y temperature target wherelfi can be updated.
_-zen _-Zen
B(T5") = B(Thac ¢™*  + B (T (1 - ) ©) 34 Hotload calibration
B(TZ°" provides an updated cold reference at zenith. This.l_

procedure is repeated iteratively and converges to optimal his calibration type uses the ambient hot load target as a
S : f . The hot| is k f -
calibration parameterg and Tr (EqQ. 3), assuming that reference. The hot load temperatdigis known from a pre

remains unchanaed. For a perfect calibration the re ressiocision in-situ measurement within the target itself. HATPRO-
. ged. pert . ey 982 uses a second sensor to check for malfunction of the pri-
line would pass through the origin of the opacity—air mass di-

7 . mary sensor. Generally, temperature gradients within the tar-
agram. However, deviations can result from horizontal atmo- y y b 9

spheric inhomogeneities within the scanned volume Qual_get may lead to & that is not representative for the emitted
ity thresholds that guarantee the goodness of the fit are user(?dlance WcGrath and Hewisan2001). For HATPRO-G2

to filter out tipping curve calibrations under inhomo eneousSUCh temperature gradients are sufficiently reduesd £ K,
conditions ppIng 9 Sect.4.1.4, because the airflow from the internal blower

o . . . covers the internal target. In order to correct for significant
Tipping curves are a standard calibration tool that is com- 9 g

monly used to calibrate K-band channels of ground—baseé:hamges in HATPRO-G2's detector gain that occur on time
radiometers. During RHUBC-II the manufacturer’s internal Scales longer than 5min, the hot load target is reviewed every

- L 5min with an integration time of 4 s. For the V-band chan-
procedure performed a tipping curve calibration of the K- : . . oo
band channels every 6 h. For this, the radiometer scanned ton_els,g 's known from continuous noise switching (Sez:6)

. : ' . . and thusTy is used to updat&r during every hot load target
wards an azimuth of 500N at the following elevation an- calibration
gles: 30.0, 33.3, 38.4, 45.6, 56.4 and®9Uhroughout the '
campaign, 97 from 269 tipping curves passed the manufac-
turer’s internal quality checks. 4 Calibration analysis
V-band channels are generally not included in tipping

curve routines, because at sea level the opacity of these chas:1  Liquid nitrogen calibration
nels is too high. However, at 530 hPa, HATPRO-G2 channels
at 51.26 and 52.28 GHz are transparent enough to apply thBiases of 1-2K are found when comparing simulated and
tipping curve calibration. Zenitl, is below 40 and 60K, re- measured}, for radiometer channels along the oxygen ab-
spectively (Fig.1) — well below the boiling temperature of sorption complex at 60 GHA.{jegren, 2002 Lohnert and
LN>,. For the analysis in this study the tipping curve cali- Maier, 2012. However, the question remains whether these
bration is not only applied to the K-band channels but alsobiases originate from uncertainties in the 1.dalibration or
the first two V-band channels (Sed). Quality thresholds in the oxygen absorption model. This bias would be too large
for the horizontal atmospheric homogeneity can be variedfor an absolute evaluation of absorption models because ab-
(cf. Sect.4.2.5 and possible uncertainty sources can be in-sorption model uncertainties are on the same orHew{-
vestigated separately. The algorithm used within this analysison and Cimini2006. Therefore, the absolute accuracy of
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Fig. 3. Boiling point correction for LN: different radiometer manufacturers have used different formulations for the pressure-dependent
correction of the LN boiling point. Absolute boiling pointéa) and their impact on derivefi, (b, T}, reference from Eql5). Red: Eq. 12)
(Radiometer Physics GmQi2011), green: Eq. 13) (Radiometrics2007), blue: new formulation (EqL5), orange: reference valueSgan

2000, crosses: calibration poifii andTy. (b) Impact on the derived, from differences in the assumed temperature of the cold calibration
target (c). Lines: LN, calibration simulations using the different corrections for the 23.04 GHz HATPRO-G2 channel, X: cold and hot
calibration point.

HATPRO-G2 measurements is assessed by propagating uipo=1013.25hPa) this i§5=77.36 K. However, the boil-
certainties of the calibration parameters through the til- ing point depends on the atmospheric pressurand has
ibration procedure. The contribution of each source of uncer{o be corrected accordingly. For HATPRO-G2 the corrected
tainty is estimated by separately varying the individual inputboiling point is calculated from surface pressure supplied
parameters fot/get (EQs.4—7). The total system noise tem- by the internal sensor. At 530 hPa the correction is several
peraturelsys, when pointing to the LNtarget, is modeled as  Kelvin. Any inaccuracy in the applied correction impagks
— especially for scenes close to or below the cold calibra-
tion temperature. However, different instrument manufactur-
Tsys= (1 —r) Tiar + r Toont + TR + TN, (10)  ers use different formulas for the pressure-dependent correc-
tion (Fig. 3):
with the signal emitted by the target itselfi{;), a contam- RPG
inating componentcon, Which is reflected into the signal Ic ~ = To — 0.0082X100Q00 — p), (12)
beam, the receiver noiskr, and 7, which is injected by 54

an internal noise diode.is the reflectivity of the calibration
target: TEAP = 68.23 + 0.009037p, (13)

with p in hPa.7RPC and TRAP refer toRadiometer Physics
= 35 (11) GmbH (2011 and Radiometrics(2007), respectively. The
(n+1) different formulations might be explained by the fact that
with n being the real part of the target's refractive index. "€ pressure dependency is often calculated for high tech-
would be zero in case of a perfect black body target. For”!cal pressures in the laboratory. At. star_ldar(_j pressure the
further information on reflectivities of radiometer calibration discrepancy between these formulations is still mostly neg-
targets refer tiRanda et al(2005. Ty and7k are determined ligible, however with decreasmg pressure it increases and
by the calibration procedure (Eg#-7). The uncertainty of ~eéaches 1.1K at 530hPa. In Fig.the impact of the dif-
Ty and Tr results from error sources associated with, ferent boiling point corrections on the calibration is shown.

Teontandr. The associated error sources are analyzed in thd N€ effect itself is not frequency-dependent, but the impact
following. on measuredyj, increases with decreasing channel opacity. It

An important error source of a calibration that uses an ex-Can be seen that moving away from the hot target increases

ternal LN, target is the formation liquid water on the radome the cold targets influence. At the L\boiling point the dis-
due to condensation. This effect is not discussed here, bekrePancy between the different corrections already exceeds

cause HATPRO-G2 uses a combined dew blower/heater syst K- The proper pressure-dependent correction for the LN
tem, which effectively prevents condensation during mea-Poiling point can be calculated from the Clausius—Clapeyron

_(n—=172

surements and Licalibrations. equation:
n(—)=—(=—-=). 14
4.1.1 Boiling point correction (po) R (To T (14)

When calibrating against a liquid nitrogen target, theoLN with the boiling point of liquid nitrogerf” and the ideal gas
boiling point serves as reference. At standard pressureonstantR. Apart from the pressure Eql4) only depends
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Fig. 4. (a)Uncertainty in derived}, from uncertainties at the cold calibration point, blue: area of uncertainty resulting from the uncertainty
for the refractive index of the Lpsurface £ =1.20+ 0.03 Benson et a).1983), green: area of uncertainty for a single calibration due to
resonances between the L Nurface and the receivéb) Uncertainty in derived}, from uncertainties at the hot calibration point, red: area

of uncertainty from errors in the in-situ temperature measurement of the internal ambientadfget£0.2 K), X: cold and hot calibration
point. Note that the axes of the two subplots have different limits.

on the heat of vaporization Hyap, Which is constant for an  Table 2. Refractive indicesH n,) and reflectivities § n,) of the
ideal gas. Based on Edl4) a consistent formulation is now liguid nitrogen target and the resulting reflective componefits).
used:

7105241 vGHz niN, 7LN, (%] Tref [K]

Tc = . 15 -
€~ 9.185— In (1o528) (13) oig. 120 082 19
. . . . . min 1.17 0.61 1.4
Using the atmospheric pressure during the lddlibration at max 1.23 1.06 23

RHUBC-II of p =534.7 hPa, Eql®) gives a boiling point of
Tc=72.2K. For RHUBC measurements this adapted boiling
point decreases calibrat&gd values by up to 1.4 K compared
to the original LN calibration (Eq.12). Note that the Na-
tional Institute of Standards and Technology (NIST) gives a
boiling point of Tc =72.3 K at 534.7 hPaSpan 2000.

Additionally, the LN, surface is exposed to the environ-
ment and is thus deformed by capillary waves and boil-
ing bubbles. On the one hand, this can lead to frequency-
dependent interferences resulting in variations in the reflec-
tivity r N, of the target Shitov et al, 2011), because the de-
formation length scale is on the range of the received signal
The refractive index of the L target,n y,, determines wavelength. These variations are on time scales well below
the reflectivityr_y, of its surface (Eqld). n.n, is derived  theintegration time on the LiNarget of 30 s. Therefore, they
from laboratory measurementReesor et al(1975 deter-  are assumed to compensate each other over the integration
minen_n, = 1.2 for a frequency range of 18 to 26 GHz. The period. On the other hand, air bubbles on the;lduirface
results are in agreement with several other experiments dieduce the density of the interacting surface. This effect will
frequencies between 0.5 GHdgsking 1993 and 130GHz ~ Nnot be compensated by averaging and may improve the cold
(Vinogradov et al.1967. Thereforen n, = 1.2, which cor-  targets black body characteristics because, is reduced.
responds to a reflectivity ofin,=0.82% (Table2), is as- ~ However, it is difficult to quantify this effect. Assuming that
sumed for all HATPRO-G2 channels. The contaminating sig-the density of the interacting LiN-air volume is reduced by
nal Tont (Eq. 10) is estimated to originate from the receiver 1% due to air bubbles would lead td’g reduced by 0.2 K.
(Trec=305 K) and being reflected back at the 1 durface. As
Trec IS much higher than the LNtarget temperature even a
tsc;ngg rsglgggv'g {ﬁ:u(l:tglén tgrreeftletcetxe cortnpon?ntt';lr_\at haSContinuous observations of the kNevaporating from the

: ! 1arg perature. n IS CaS€o1d load were carried out at the Jilich Research Center. The
a reflective component is calculated T = 1.9+ 0.6 K . . .

: . observations were conducted with the same radiometer that
when annn, uncertainty of+0.03 is assumedBgnson et iously deploved at RHUBC-I1. While the level of the
al, 1983. The resultingT}, uncertainty reaches 1.4K for \was previously deploy o
To= 5K, which is the minimum measuref within the K- LN declines, |t§ @stance to the receiveincreases and the
band dl,Jring RHUBC-II (Fig4). The effect decreases lin- resonance condition changes. The .effecITgn(Eq.lo) can
early with higherTy, values. For the most opaque channels in be interpreted as a small perturbation spsfveraged over

the V-band the uncertainty reduces to 0.1-0.2 K. Finally, it ime. resf) is zero (reds(1)) = 0)). Via rresthe.:se standing
) L) . waves contribute to the reflective component:
disappears at the hot calibration point.

4.1.2 Refractive index of liquid nitrogen

Resonance effect
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Fig. 5. The effect of the non-linearity parameteof the radiometer system and its uncertainty on calibr@jgfr two exemplary HATPRO-

G2 channels. The exact 4-point scheme solution serves as the reference (zero line). Red: 2-point calibrafina foise injection), green:
2-point calibration using from the original 4-point calibration performed at the beginning of RHUBC-II, shaded area: uncertainty resulting
from random uncertainty af.

characteristic Tp = f (Udet) and (2) its variability. The first
point is addressed by simulating the ¢ Malibration with a
classical 2-point calibration scheme. This scheme is a sim-
plification of the 4-point scheme: it assumes a linear rela-
&ion betweern/yetand measured;, (« = 1) and no additional
r?é)ise is injected. The impact on the calibration characteristic

Trefl = (rLNz + rres(f)) (Teont — Tc) - (16)

Note thatrresis unknown, because the reflectivity on the re-
ceiver end is not known. The corresponding amplitudes an

phases of the observed signal are frequency-dependent ang given in Fig.5. Apart from numerical effects, the impact
affect the uncertainty of the calibration point. The maximum diminishes at the two calibration poiri andTy. The im-

uncertainty is estimated to be twice the amplitude of the os- act on the calibration is slightly higher for V-band channels

illation observ h channel he in riE .
cillation observed at each channel, because the integratio ecause is generally smaller than for the K-band channels.

P . P ence of 0.3K is reached at the lower end of the measiised

tudes of 0.1 to 0.6 K. In the V-band the noise level is gen-
. S e o range. Therefore, K-band channels are most affected. In any
erally higher, making it more difficult to detect oscillations, L . . . .
case, considering the detector non-linearity noticeably im-

and may lead to a reducuon of amphtude;, which art,-:‘ 0'1_proves the calibration. The variability inis investigated by
0.3 K. For both receiver bands, amplitudes in the band’s cen: S .
: ; o 27 LN, calibrations that were performed with HATPRO-G2
ter show higher amplitude. Most probably this is caused by o
. Lo ; at the Julich Research Center, Germany, between July 2010
the isolator, which is located directly after the feed horn. The . .
. . . : and November 2011 cannot be determined independently,
|solgtor is designed to cover.the Iqrge bandwidth of the WhOIebecause it characterizes the non-linearity of the whole ra-
receiver. Its performance mlght. slightly decrease towards th%iometer system. Within the considered time period, no sig-
SZITSr:ti gdt;s'fgr'g;g%ihgvl_s t?ﬁilsnlﬁzztnfl tr?aesrtehseog ?nggtsu?: nificant drift of « is found. Therefore, the standard deviation
FEHb : j . 9 of « over all 27 calibrations reflects the random uncertainty
certainty: for RHUBC-Il measurements wiffy below 10K Pf the o determination. which is 0.1-0.2 % of the mean

the maximum uncertainty range reaches 1.2 K. The impact Ogalue of each channel. It can be concluded thas solely

the resonances can be diminished by integrating on the cola frequency-dependent instrument property. For the K-band

target for exactly one oscillation period. However, th_e PET hannels the variability is largest at 22.24 GHz and decreases
ods are channel-dependent. Therefore, a more practical solu-

tion is to determine the calibration parameters from repeatecywth frequer?c_y. F|gur65 ?hOW_S t_he Impact on callbratd@
N . - when the originat is varied within the range of uncertainty.
calibrations while the LN evaporates. The remaining uncer-

tainty is due to the fact that only a limited number of repeti- Agam, th? effect IS Iar_gest for small measufid Combined
. . . . with the higher variability ofr, K-band channels are most af-
tions is possible before the LNhas evaporated. In this study,

. i ; fected. Anyway, the effect does not excee@l 04 K (Tableb)
the maximum uncertainty from resonances is assumed, beénd is therefore negliaible
cause for RHUBC-II only a single cold load integration was glhgiote.

performed.
4.1.4 Hot load temperature

4.1.3 Non-linearity parameter
All calibration types (Tabld) use the internal ambient target

Concerning the non-linearity parametethere are two as-
pects to be analyzed: (1) the effect@fon the calibration

Atmos. Meas. Tech., 6, 26412658 2013

as a hot reference. The main source of uncertainty is the in-
situ temperature measurement of the target. It is considered
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51.26GHz
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Fig. 6. (a)Impact of variations in noise diode temperat@iggon T, measurements for the 51.26 GHz channel. Vertical lines mark the mean
brightness temperatuiig = 38.4 K, the ambient target temperatdig=293.1K, and the average noise diode temperatiyre 1501.3 K. The
reference foA Ty, is the first calibration on 10 November 2011 performed with HATPRO-G2 at the Jilich Research (@¢Repeatability

of the LN, calibration. The mean differena&Tj, from the reference calibration (first calibration on November 10) and standard deviation
o (Tp) (error bars) of 11 LN calibrations is given for all HATPRO-G2 channels. The colored numbers give the standard dewviafiQis
ando (Tp).

by assuming a maximum uncertainty #0.2 K for the in-  deviationo (7p). o (Tp) does not only depend on the varia-
situ temperature measurement. This value is reasonable d@®n of o (Ty), but also on the distance betwegg and 7y,

it reflects the maximum deviation between the two tempera-and theT}, value itself. The lowefT}, the larger the impact
ture sensors within the ambient target during the campaignof Ty variations. For typicall}, values at 51.26 GHz under
For the three saturated V-band channels the resuliingn- RHUBC-II conditions ([, ~ 38.4K) o (Tp) is 0.4 K. The re-
certainty lies withind-0.2 and+0.3 K. For smallefl,, values  sults are summarized for all channels in Fg.It shows

the impact of the uncertainty within the in-situ measurementthat the repeatability (7,) ranges between 0.2 and 0.4K
drops linearly. All other channels are affected by approxi- for the non-opaque channels. For the opaque channels above

mately+0.1K. 54 GHz, the impact ofy on Ty, is negligibly small, because
the calibration is dominated by the ambient target tempera-
4.1.5 Repeatability and validity ture. It is assumed that the uncertainty is mainly caused by

noise and small variations from calibration to calibration in
The repeatability is the capability of a calibration to repro- the level of LN in the cold calibration load, which changes
duce the calibration parameters on time scales with neglithe resonance condition for standing waves between the re-
gible instrument drift. It is particularly important to assess ceiver and the LN surface.

the repeatability, because in this study a single; Lddli- The second point we would like to address here is the
bration is compared to a number of tipping curve calibra-validity period of the LN calibration. This aspect is rather
tions. We address this issue by analyzing 11lddlibra-  important for the V-band channels which cannot be cali-

tions that were performed within about two hours, using thebrated by the tipping curve calibration. Measurements of
same radiometer that was deployed at RHUBC-II. The meathese channels depend on the noise diode temperature de-
surements were conducted at the Julich Research Center aived from a liquid nitrogen calibration. Our paper includes a
10 November 2011. It is assumed that the repeatability iscomparison of the liquid nitrogen calibration and the tipping
characterized by the stability of the noise diode temperatureurve calibration. Results of the liquid nitrogen calibration,
Tn, which is determined with every calibration. Usifly performed on 11 August 2009, are compared to tipping curve
from the 11 calibrations allows to map the uncertainty within results from 16 August 2009. This comparison is only pos-
Tn into the range of measured brightness temperatures. Faible because the instrument’s drift over this time period is
these simulations the detector voltages, the target temperaregligible.
tures, and the other three calibration parameters in a 4-point Like the repeatability, the drift is recorded by the varia-
calibration scheme (the system noise temperdiiraletec-  tion of Ty. We have analyzed 27 liquid nitrogen calibrations
tor gain g and the detector non-linearity parametgrare  performed with HATPRO-G2 at the Jilich Research Center
kept constant while onlffy is varied. between June 2010 and May 2012. The time period between
The impact on measuredy, is demonstrated for the subsequent calibrations ranges from less than one hour to
HATPRO-G2 channels at 51.26 GHz (F®). For this chan-  several months. Still, a trend analysis of these calibrations
nel the standard deviation dfy is o (7Tn) =2.0K. Varia- reveals significant trends dfy. Depending on the channel
tions inTy affect 7, measurements below the hot calibration 7y changes by+0.006 to+0.010K per day in the K-band
point Ty. The repeatability can be expressed by the standard
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and by+0.054 to+-0.072 K per day in the V-band (Tab8. Table 3. Results of 27 liquid nitrogen calibrations performed with
The trends were calculated for a significance level of 0.05.HATPRO-G2 at the Jilich Research Center between June 2010 and
The calculated trends are statistically significant for all chan-May 2012.7y is the mean value of the 27 calibratiori(7)

nels apart from the channels at 31.40 GHz. The resultinds the calculated trend and its uncertainty (confidence interval,
confidence intervals vary betweerD.003 K and+0.010 K Sect4.1.9, D5 represents the estimated 5-day drift between 11 Au-

er day (Table8). On the basis of the calculated trends, gu_st 2009 (day of the L calibration for the measurt_ame_nt cam-
ghanggs( by Ies)s thap0.1 K in the K-band and-0 4Kd;§] paign RHUBC-II) and 16 August 2009 (day analyzed in this study),

. D74 estimates the drift over 74 days, corresponding to the duration
the V-band between 11 and 16 August 2009. The impaci; rHuBC-II. y P 9

on Ty can be derived similarly to the repeatability analysis
discussed above. We use the first calibration on 10 Novem- N T(IN) D5(7,) D74(Ty)
ber 2011 performed in Jilich as reference. When this calibra-  [GHz K] [K day~1] K] K]
tion is simulated with &y modified by the five-day driftT},

is affected by less than 0.@60.01K for all channels. The
given uncertainty results from the maximum uncertainty of

22.24 401.1 +0.010+0.003 -0.03 —0.51
23.04 399.0 +0.007+£0.002 —-0.02 —-0.37
23.84 353.4 +40.007+£0.002 -0.03 —0.42

the calculated trends. We can conclude thatZRedrift is 2544 3425 10.007+0.002 —0.03 —0.42
negligible for the analysis in this study (Tal8g 26.24 370.5 +0.007-0.002 -0.03 —0.42

o . . 27.84 363.3 +0.007+£0.002 —0.03 -0.41
4.2 Tipping curve calibration 3140  340.1 +0.006£0.010 —0.00 —0.04

. . . . 51.26 1500.1 +0.0544+0.008 -0.05 —-0.67
The tipping curve calibration results and the associated un- 5558 1341.8 10.064+0.010 -0.06 —0.82

certainties are investigated by a procedure that uses the el- 5385 12273 +0.06610.010 —-0.04 —057
evation scans in the 70N/250° N azimuthal plane, which 5494 1181.3 +0.059+0.010 -0.02 —0.23
were continuously performed during RHUBC-II. The results 56.66 1079.6 +0.061+0.008 -0.01 -0.14
from these elevation scans cannot be used to determine the 57.30 1083.8 +0.062+0.008 —0.01  —0.13
detector non-linearity and the noise diode temperatufig, 58.00 1134.8 +0.072+0.008 —-0.01 -0.14
because no noise is injected during the scans. Nevertheless,
calibrated zenitlf}, values, which can be derived from each

single scan, do_not depend on these parameters. M_easurﬁ-lth the absorption coefficient(s), the physical tempera-
ments at elevations 90.0, 45.0, 30.0 and 1@tk consid- e profile along the slant patif(s), and the total opacity

ered in the calibration procedure used for this analysis. EX'r(O, 50) along the slant pattfy, must be determined prior to

pressed in terms of air masses, they correspond t0 1.0, 1.4y0 cjibration and cannot be determined from the radiome-
2.0 and 3.0, respectively. This is an advantage compared tQ. itself. One possibility is to use a climatologic&, de-

the method used btan and Westwatg2000, who combine e from radiative transfer calculations with a climatology
zenith measurements with only one additional measurement¢ omospheric profiles. However, the tipping curve proce-
at an air mass that varies between 1.5 and 4. Fitting morgy, e is more accurate when the ambient surface temperature
than two opacity—air mass pairs allows the user to set qualy, - is ysed as predictor fdky in a linear regression scheme

ity thresholds that reduce the impact of atmospheric mhomo-(Haln and Westwate000). Thereforey is calculated from

geneities on the calibration results (Set.5. From each  pgc.|) radiosonde profiles using the Rosenkranz'98 ab-
scan passing the quality thrgsholds, zeﬁiighs calculated sorption modelRosenkranz1998. Then, the predictanthy

from Egs. (), (8) and ©). Calibrated zeniti, could then 5 50y lated for the nine non-opaque HATPRO-G2 channels
be used as a cqld callbratlop poif to derlve alp value for from 22.24-52.28 GHz and different elevation angles from
the scene. The impacts of different possible sources of uncerEq_ (L7). The surface temperature, taken from the campaign’s
tainty are examined in the following. Furthermore, the most /5 is averaged over a time period of 5min before and
appropriate quality thresholds are determined. 1 h after launch of each radiosonde. Finally, linear regression
coefficients are calculated from the obtairig—Tsyrs pairs.

For 22.24 GHz the RMSE (Root Mean Square Error) is 3.2K
The frequency-dependent mean radiative temperature of tht three air masses. The RMSE decreases towards higher fre-
atmosphereTm, is a required parameter for the calibration. duencies and reaches 1.1 K/1.2_K at51.26 GHz/52.2_8 GHz at
If a radiosonde profile exists, it can be calculated using a raihree air masses. The regression allows us to estiffiate

diative transfer model to compute the absorption coefficientffom the continuous ambient surface temperature measure-
and optical depth: ments throughout the campaign.

Figure 7 shows the sensitivity of calibrated zenifl to
uncertainties iffy,,. Assuming an uncertainty d,, of one
RMSE affectdl}, in the V-band by~ 0.1 K. In the K-band the
Tr = 1 — o—7(0,00) J 7 effect has virtually no impact. In order to exclude the effect

4.2.1 Mean radiative temperature

?T(s)ﬂ(s)e’f(o’s)ds
0
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51.26GHz 52.28GHz
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Fig. 7. Sensitivity of calibrated’}, to uncertainties in th&m, calculations. Crosseg T}, resulting from alyr varied by+3 RMSETmr)
(RMSE =Root Mean Square Error), solid line: linear fit, dashed: uncertainty area of one RM¥$&d the resulting uncertainty @f. The
RMSE(Tmyr) is 1.3K (51.26 GHz) and 1.4K (52.28 GHz).

of biases within the radiative transfer calculations, these ard-inally, the exact relative air mass value is given by
compared to results from the Liebe'9Big€be et al, 1993

and the Liebe’'87(iebe, 1987 models. At three air masses 4 — 7(0).

the different models result in &y, that agrees within 0.1 K T2en
(Table 5). Ty results are not affected by such small differ- For each tipping curve scamjs calculated by using the clos-
ences. We can therefore conclude tligt can be derived est available radiosonde profile. The usage bfstead ofig
from surface temperatures with sufficient accuracy for thedoes not notably affect the tipping curve results for K-band

(20)

tipping curve calibration. channels under RHUBC-II conditions. For the two V-band
] ) channels, the impact is higher: zenfthresults are affected
4.2.2 Air mass correction by ATZe"=+0.2K.

The tipping curve procedure uses scene observations to de- The uncertainty of the ray-tracing algorithm is assessed
. ppIng > P . ?)y the variation between all four radiosondes of the analyzed
rive opacities at different air mass values. For a plane-paralle

non-refracting atmosphere the air mass depends onlv on thday. It is found that the uncertainty does not have any effect
elevation an %@ In th%t case, the relative a?r mass isy iven 6n the tipping curve results. Using the air mass correction
gie. ' 9 suggested bidan and WestwatgP000 leads to an underes-

by a0 = 1/2'%9)' I]:|owever,hfor r(i)al ob_servzglons_;cﬂe(;elziﬂve timation of Ty, results by 0.1 K at 51.26 and 52.28 GHz, while
air mass differs fronug when observing off zenith. Onthe W o0 e oo e

one hand, the air mass is reduced due to the Earth curva-

ture. On the other hand, atmospheric refraction increases thg » 3 Beam width correction

air mass. The effects from refraction and curvature increase

when approaching the horizon and affect the tipping curveThe tipping curve calibration assumes tHEf measure-
results. Even though the curvature effect is predominant, rements are given at distinct nominal air masses. However,
fraction is not negligible. Here, both effects are consideredmicrowave radiometers receive the incoming radiation over
by a spherical ray-tracing algorithm that uses refractive indexan aperture that is defined by the antenna patteem (and
profiles derived from RHUBC-Il radiosondes. The refractive Westwatey 2000. For HATPRO-G2 side lobe suppression

indexn is calculated at each level using a bulk formula: is better than—30 dB. Numerical simulations of the beam
pattern reveal that 99.5 % of the signal is received within an
n=1+ <Cl P—C L% 4 s i) % 1076 (18)  angular range of two half-power beam widths (HPBW). Itis
T T T2 concluded that contribution from outside this range can be
neglected.

with the atmospheric temperatufdK], the pressure [hPa]
and the partial pressure of water vapghPa]. Here, the best
available set of coefficients, suggestedRiyeger(2002), is
used:

Still, the finite HPBW affects the effective air mass value
becausd}, does not scale with the elevation angle. For trans-
parent radiometer channels this results in an overestimated
T, because a larger part of the signal is received from di-
c1 = 77.695 ¢ = 7197, c3 = 3.75406 (in KhPa'l).(19)  rections below the nominal air mass value. This effect on

measuredl}, increases with air mass. In order to derifig
The ray-tracing algorithm calculates the slant path lengths fomeasurements for the nominal air mass values, the speci-
each height layer. The slant path opacity) for the given  fied HPBW is usedRose et al.2005. The beam is mod-
radiosonde profile is then integrated over the full path length.eled as a Gaussian-shaped lobe with a doubled HPBW being
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51.26GHz 52.28GHz
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Fig. 8. Lines: radiative transfer calculations at different air masses for four clear sky radiosondes launched at 09:27, 10:39, 12:03,
and 13:44LT on 16 August 2009. Air masses are modified in order to simulate a dift the radiometer by 0.1, 0.2, 0.3

ATy =Tp(el=el+1t) — Tp(el=el—r), (el =elevation). Crosses: mean HATPRO-G2 measurements during radiosonde ascents (5 min before
and 1 h after each launch). Radiative transfer calculations corrected air mass values; the antenna beam width and exact band-pass filters a
considered.

7° for the K-band and Sfor the V-band channels. It is re- Han and Westwatg2000 point out that tilts can be bal-
solved by equally distributed and weighted radiative trans-anced by averaging measurements of symmetric elevation
fer calculations around the nominal elevation angle with aangle prior to the tipping curve procedure. Nevertheless, the
resolution of 0.1 (air mass correction is included). The cor- random effect from atmospheric inhomogeneities cannot be
rections are applied to alf, measurements within tipping compensated by this method. The effect of inhomogeneities
curve scans on 16 August 2009. For air masses between oran T}, increases with air mass as water vapor variations close
and three, the correction is below 0.1 K for the K-band chan-to the surface are observed. This is reflected in the stronger
nels due to the small opacities under the low water vapowariance of up to 0.7K at four air masses when succes-
conditions during RHUBC-II. At 51.26 and 52.28 GHz, the sive scans are compared (FB). This suggests that — de-
correction is 0.1 and 0.2K at two air masses, afti5 and  pending on the measurement site and weather conditions —
—0.5K at three air masses, respectively. Zerfithvalues  only measurements down to three air masses should be used
from the tipping curve calibrations of these two channels arefor the tipping curve calibration. Furthermore, the consid-
affected by 0.5K when using air masses between one andred air mass range may additionally be constrained by site-
three.Han and Westwatgf000 derive a theoreticdl}, cor- dependent obstacles.

rection from a Gaussian-shaped antenna pattern and an ef- For the RHUBC-II deployment, the detected instrument
fective scale height. Compared to the numerical calculationgilt is not compensated by averaging, because the degree of
with radiosonde profiles used here, that approach leads tbomogeneity differs significantly towards both scanning di-
a much smaller beam width correction: the impact on cali-rections. For the K-band channely, measurements towards
brated7}, would be less than 0.1 K at three air masses for allboth azimuthal directions deviate from each other by up to
channels. 2K at four air masses. The difference can be explained by
drier air masses over the hillside of Cerro Toco*(K) com-
pared to the open plateau (290). Consequently, in the
K-band the number of succeeding successful scans towards
both directions is reduced significantly. Therefore, scans to-
The tipping curve procedure is very sensitive to uncertain-wards both directions are separately used after correcting the
ties in the radiometer elevation pointing. A mispointing of glevation angles by 0°2Finally, it is assumed that the cor-

1° can eaSily lead to a calibration error of several Kelvin rection results in a residual pointing uncertainty of 0.05
(Han and Westwater2000. As mentioned before, the ra- This uncertainty has no effect on the K-band channel re-
diometer continuously performed elevation scans along they|ts, though it increases with channel opacity and results in

(70°N/250° N) azimuthal plane. The V-band channels at 3-+0.1 K uncertainty of calibratet, in the V-band (Tablé).
51.26 and 52.28 GHz show almost const@ptdifferences

between the two scanning directions that reach 2—3 K at four )

air masses. Model simulations show that a large part of thes#-2->  Quality control and results

differences are systematic and can be explained by a tilt of

the instrument by 022(Fig. 8). Note that the simulations Five days after the original LNcalibration, the second oper-
consider the beam width and air masses in a spherical andtional day during RHUBC-II (16 August 2009) offered ideal
refracting atmosphere (Sedt2.2. clear sky conditions for analyzing continuous tipping curve

4.2.4 Pointing error
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Table 4. Difference ATp) of mean zenithr}, (standard deviation)  Table 5. Assessed total calibration uncertainties for RHUBC-II in
[K] from successful tipping curve calibrations (TIP) on 16 Au- Kelvin. For the LN, calibration, the total uncertainty results from
gust 2009 toT}, values based on the LNcalibration on 11 Au-  uncertainties of the refractive index of the hBurface N, ), from

gust 2009 AT, = Th(TIP) — Th(LN2). ATy is calculated for differ-  resonances between the receiver and the taxget (res), from un-

ent quality control thresholds within the tipping curve calibration certainties in the in-situ hot load measurement (hot), and from the
(Sect.4.2.5. n is the number of averaged successful tipping curve detector non-linearitya). The uncertainties are assessed for the
calibrations on 16 August 2009. Results from calibrations includingmeanTj, values measured at each channel on 16 August 2009. For
a beam width correction and an exact air mass calculation are givethe tipping curve calibration the total uncertainty results from the
in column “corr.”. The uncorrected results are given in column “un- derivation of the mean radiative temperatufg), from the beam

corr.”. pointing (poi), and from atmospheric inhomogeneities (atm).
COfin = 0.9995 2,1, = 1075 Liquid nitrogen calibration
v [GHZ] corr. n uncorr. n v[GHzZ] npN, res hot o total
22.24 —-1.3(0.2) 49 -1.2(0.2) 39 22.24 +0.7 +£04 +£0.1 4+0.04 +1.2
23.04 —0.7 (0.2) 50 -0.7(0.2) 49 23.04 +0.7 +£0.8 +£0.1 4+0.04 +1.6
23.84 —0.5(0.2) 69 -0.5(0.2) 68 23.84 +0.7 +£0.2 +£0.1 40.03 +1.0
25.44 —-0.5(0.2) 125 -0.4(0.2) 133 25.44 +0.7 +£0.1 +£0.1 4+0.03 +0.9
26.24 +1.0(0.2) 85 +1.0(0.2) 95 26.24 +0.7 +£0.3 +£0.1 4+0.03 +1.1
27.84 —-1.3(0.1) 67 —-1.3(0.1) 71 27.84 +0.7 +£0.2 +£0.1 40.03 +1.0
31.40 -0.5(0.2) 101 -0.5(0.2) 101 31.40 +0.7 +£0.2 +£0.1 4+0.02 +1.0
51.26 -0.4(0.4) 120 -0.2(0.5) 130 51.26 +0.6 +0.3 +£0.1 +0.03 +1.0
52.28 —-0.7(0.3) 216 -0.4(0.3) 223 52.28 +0.6 +0.1 +0.0 =+0.00 =+0.7

53.86 +04 +£01 +£0.0 =£0.00 =+0.5
54.94 +0.1 +0.0 +£0.1 +£0.00 =£0.2
56.66 +0.1 +00 +£0.2 +0.00 =+0.3
57.30 +0.1 +00 +£0.2 40.01 =+0.3
58.00 +0.1 +0.0 +£0.1 +£0.01 =£0.2

calibration. In addition to the four available radio soundings,

detector voltages arif}, data from HATPRO-G2 were taken.
The quality of a tipping curve scan is estimated by two

criteria, which determine if the atmosphere is horizontally Tipping curve calibration

stratified to the required degree. Two measures are used to VIGHZl Tmr poi  atm total
determine the goodness of the linear fit between measured
opacities and air masses: the linear correlation coefficient 2224 £0.0 +0.0 02 +£0.2
corr(t, a) and x 2, which is sensitive to deviations @ffrom 23.04 +00 00 0.2 +0.2
the linear relation taz. We are aware that these statisti- ;gii ig'g ig'g ig'i ig'i
cal quantities are not well defined for the small number of 26.24 100 400 402 102
opacity—air mass pairs used. Nevertheless, they can be used 27 84 400 401 401 401
to index the quality of the fity? is defined in a relative way: 31.40 400 400 402 +0.2
e 2 51.26 +0.1 +0.1 0.4 +0.6
calc _ ¢ 52.28 +0.3 +0.1 +0.3 +0.7
Xz = Z (Tl caltz:l ) . (21)
i=0 T
This study indicates that a relative threshold xq%axz not changed significantly. The number of successful tipping

1 x 10°° is most appropriate. Figur@illustrates the influ-  curves depends on the channel frequency: while it is small
ence of different correlation thresholds on the tipping curvefor the three K-band channels next to the line center (49—
results. Naturally, raising the correlation threshold ggir  69), there are 120 and 216 successful tipping curves for the
reduces the number of successful scans while increasiny-band channels at 51.26 and 52.28 GHz, respectively (Ta-
the calibration quality. Obviously, the quality threshold for ble4). Again, this indicates the high inhomogeneity of atmo-
x?2 is a sensible supplement, because even scans with vergpheric water vapor, which is most pronounced close to the
high correlation coefficients fail. Generally, V-band channelsline center at 22.235 GHz.

show higher correlations than K-band channels, because the Figure 10 shows time series of zenith, differences be-
temperature field seems much more homogeneous than theeen successful tipping curve calibrations and the original
atmospheric water vapor field. Different correlation thresh-LN> calibration for selected channels. In Talll¢he results
olds have been tested and it is found that the manufacturerare summarized for all calibrated channels. The assumed
default threshold (cogtin =0.9995) is adequate for all cali- quality thresholds result in a good repeatability of the tip-
brated channels. Higher values are not beneficial, because theng curve calibration throughout the day. The standard de-
standard deviation of all tipping curves on 16 August 2009 isviation of AT}, over all scans is 0.1-0.2K for the K-band
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Fig. 9. Linear opacity—air mass correlations gpélvalues for tipping curves on 16 August 2009 for selected HATPRO-G2 channels. Crosses:
scans towards PN, circles: scans towards 2508, dashed lines: quality thresholds Gasf andx2=0.1x 10~4, red: failed tipping curves

for corr < cormyin = 0.9995; tipping curve calibrations from successful elevation scans when only the correlation threshold is applied: green:
COI'min =0.9995, black: cofin =0.99999.
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Fig. 10. Time series of tipping curve resulf,(TIP) (16 August 2009) minus the original INcalibration7Ti,(LN2) (11 August 2009) for

selected HATPRO-G2 channels. The daily mean value (standard deviation) is displayed within each subfigure. Crosses: one-sided elevatior
scans towards PN, circles: scans towards 250, black lines: mean calibrated zenith and standard deviation (dashed) for scans towards

250° N; quality control thresholds are set to gai = 0.9995,)(%51)(: 1.0x 1074,

channels. For the V-band channels at 51.26 and 52.28 GHgystems. The analysis of the tipping curve calibration is gen-
it is 0.5 and 0.3K. It is assumed that this variability is in- erally applicable to all ground-based MWRs.
duced by random processes such as atmospheric turbulence
and radiometer noise. Therefore, it can be used to estimatb.1 Liquid nitrogen calibration
the random uncertainty of tipping curve calibrations. Twice
the standard deviation gives the maximum uncertainty rangd-or the LN calibration, a systematic error at 530 hPa was
of measured}, from a single tipping curve calibration (Ta- identified and corrected for by applying an improved formu-
ble 5). One possibility to eliminate the random variability is lation of the pressure-dependent boiling point ofL Kfter
to take the daily mean average of the tipping curve resultsthis correction, the LK calibration is mainly influenced by
A similar approach is taken bhiliegren (1999, who intro-  the temperature uncertainties of the cold and hot calibration
duces a rolling dataset of calibration parameters to the calitargets. Here, the main contributions arise from the uncer-
bration procedure of ARM radiometers. tainty of the reflective component that superposes the signal
from the LN, target. The reflective component depends on
the refractive index of the liquid nitrogen surfaegy, and
the strength of the standing wave that builds up between the
5 Summary and discussion LN» surface and the receiver. This leadsltouncertainties,
because: |, is not exactly known and the development of
Two different calibration techniques for a state-of-the-art the standing wave depends on the level of evaporatingioN
ground-based microwave radiometer (MWR) have been asthe cold load target. Resonances primarily affect the K-band
sessed on the basis of RHUBC-II data. The most commorchannels, because here the largest amplitudes are observed.
error sources that need to be considered when specifyingdditionally, both effects are frequency-dependent: the im-
the accuracy of the brightness temperature measuremenggct on calibrated}, increases with decreasirigy. Conse-
are discussed. Tabkgives a summary of the different un- quently, at RHUBC-II, K-band channels — with measufgd
certainty contributions. Although the uncertainties discussedelow 10 K — are most affected.
with respect to the L calibration are partially instrument- Approaching the hot calibration point, uncertainties in the
specific, we note that RPG-HATPROs account for a majortemperature measurement of the internal ambient target gain
part of existing ground-based MWRs, and thus this analy-influence. It is shown that a non-zero reflectivity of the inter-
sis is valid for a significant part of the worldwide available nal target can influence the derivég values. However, the
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Fig. 11. Calibration comparison for HATPRO channels (left panel: K-band, right panel: V-bari)refers to the mean zenith, values
based on the original Ljcalibration on 11 August 2009 (boiling point correction H®). X: LN calibration results with the improved
boiling point correction (Eql5), light blue: estimated uncertainty range of thed dalibration (Tableb), +: tipping curve results, red: esti-
mated uncertainty range associated with the tipping curve calibration (3plgeeen: range of zenith, differences from radiative transfer
calculations with three different absorption models: Liebel8@lje 1987), Liebe’93 (Liebe et al, 1993 and Rosenkranz’9&Rosenkranz

1998. V-band calculations fox 56 GHz have been convolved with the real band-pass filter shapes measured with a resolution of 10 MHz.

effect is difficult to quantify because there is no information at 51.26 GHz and 0.1K at 52.28 GHz. Neglecting the an-
available on the uncertainty of the hot load reflectivity. In tenna beam width would increase zenfif measurements
general, for different channels the overall uncertainty is be-at RHUBC-II by up to 0.2 K.

tween+0.3 and+1.6 K (Tableb). Furthermore, the Lhcal- In total, all effects add up to a zenith, uncertainty up
ibrations benefit from considering the detector non-linearityto +£0.2 K in the K-band and up t&-0.7 K in the V-band. It
parametere within the 4-point calibration scheme. Com- is important to mention that these estimations depend on the
pared to the 2-point calibration scheme, neglectirgan re-  atmospheric conditions at RHUBC-II. The assessed uncer-
sult in a bias in the sceng, in low-opacity channels that is tainties may deviate for locations with higher opacities.

close to 0.2K.

5.3 Comparative assessment
5.2 Tipping curve calibration

After assessing the uncertainties of the two calibration pro-

Tipping curve results are very sensitive to the exact radiomecedures, both are compared on the basis of calibrated zenith
ter pointing. Therefore, scans on both sides of the radiometef}, on 16 August 2009. The average tipping curve results are
were used to diagnose the instrument’s tilt. The pointing iscompared to measurements based on the original ¢aM-
improved by compensating the instrument’s tilt with a resid- bration five days before (Fid.1). However, in Sect4.1.5it
ual uncertainty of about 0.05The residual effect is negligi- is shown that the comparison is still possible, because the in-
ble in the K-band, and even in the V-baffglis only affected  strument drift over this period is negligible. Zenith from
by 0.1 K. A further source of uncertainty is the derivation of tipping curves are generally smaller thBnderived from the
the mean radiative temperatufg,;. The uncertainty offjy,, LN2 calibration. Table4 shows that for the chosen quality
affectsTy by up to+0.3K in the V-band. Finally, the uncer- thresholds (Coffin = 0.9995,xmax= 1 x 10~°) the difference
tainty of successful tipping curve calibrations is dominated ATy, = Tp(TIP) — Tp(LN2) reaches the maximum ef1.3 K.
by atmospheric inhomogeneities that are not completely exAT;, does not seem to depend on the number of averaged tip-
cluded by the quality thresholds (Sedt2.5. The inhomo-  ping curves, because the repeatability of tipping curve results
geneities lead to uncertainties up 4.2 K in the K-band  throughout the day is very gooe: (0.2 K, Table4). For the
and up to+0.7 K in the V-band. The contribution from at- two V-band channels the difference-sl.8 K at 51.26 GHz
mospheric inhomogeneities can be reduced by averaging thend—2.0 K at 52.28 GHz. Additionally, Figl1 shows the re-
results of several tipping curve calibrations instead of the cursults of the improved boiling point correction (ELp). This
rent practice to use a single tipping curve for an extendeccorrection significantly reduces the bias between the two cal-
measurement period. ibration techniques te-0.4K at 51.26 GHz and-0.7K at

Compared toHan and Westwate(2000 more realistic  52.28 GHz (cf. Figs10 and11). Apart from the channel at
air mass and beam width corrections — using observation27.84 GHz, the tipping curve calibration in the K-band gen-
from one to three air masses — are applied. In comparisorrally provides smallef}, results than the L} calibration.
to a plane-parallel non-refracting atmosphere, the used aistill, the total uncertainty ranges of both calibration methods
mass correction that considers the Earth curvature and resverlap for the two V-band channels and for most K-band
fraction (RUeger 2002 raises calibrated zenith, by 0.2K channels (Figll) when the updated boiling point correction
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is included. Only at 22.24 GHz and 27.84 GHz they are6 Outlook
slightly outside the overlap range 0.2 and—-0.4 K, respec-
tively). Nevertheless, the three lowest K-band channels showpummarizing, a larger number of detailed uncertainty assess-
a bias, which systematically increases towards the line cenments are needed to explain the differences between the LN
ter. This raises the question whether an atmospheric water vaalibration and the tipping curve calibration. Upcoming mea-
por signal has contaminated the 4 balibration via a reflec- ~ surement deployments should be accompanied by an accu-
tive component (Sec#.1.2. Such an external atmospheric racy analysis of the two calibration methods. Particularly,
signal would reduce the reflective component and therefordt would be valuable to repeat the sensitivity study for ra-
calibratedT},. An additional frequency-dependent effect re- diometer measurements under different atmospheric condi-
sults from the antenna’s beam width, which increases withtions, because RHUBC-II covers only the extreme case of
decreasing frequency. Therefore, the low-frequency channeldry and relatively warm conditions at high altitudes. Parts
could be influenced by an external signal that originates fromof the estimated calibration uncertainties might scale with
objects at ambient temperature or from the atmosphere.  Tmr(1 — exp(—1)) of the observed atmosphere, as suggested
Finally, the question which technique gives results that aredy one of the reviewers of this study. Other parts depend
closer to the truth cannot be answered. However, radiativé®n the instrument type and the calibration procedure. At this
transfer calculations for the K-band channels and the result§oint future deployments will help estimate how general the
from the tipping curve calibration agree very well: Zerilith ~ assessed calibration uncertainties are.
measurements that are calibrated by the tipping curve cal- An important aspect concerning the kNalibration is to
ibration only deviate by 0.3-0.8K from simulat&g val- verify its reproducibility by repeated calibrations. Addition-
ues from RHUBC-II radiosonde profiles for all K-band chan- ally, frequent elevation scans help to improve the calibration
nels (Fig.11). Therefore, we recommend to use the tipping accuracy by the tipping curve method. Using both methods
curve calibration for the K-band channels whenever possiblgsimultaneously gives the opportunity to detect possible cali-
(Table5). This is especially true for low-opacity conditions, bration problems.
where the uncertainties of tipping curve results are small and Finally, when the calibration accuracy is properly as-
the results show a very good repeatability (Fif). In con- sessed, the resultinl, measurements can be used to vali-
trast, the LN calibration suffers from large uncertainties at date gas absorption models. In contrast to the K-band, where
the cold calibration point. The influence of standing wavesdifferent absorption models show a good agreement, in the
can be reduced by averaging calibration results. However, th¥-band7j, calculations from different models deviate by up
Ty, uncertainty resulting from an uncertain refractive index of t0 2 K. Any significant deviation from the measurement can
LN, remains. then be assigned to the model spectroscopy, i.e., the absorp-
For the two V-band channels the uncertainty of the tippingtion parameters. Here, RHUBC-II data give the opportunity
curve is much larger than in the K-band, because most efto validate gas absorption models in a very dry middle-to-
fects that impact the uncertainties grow with channel opacityUpper troposphere.
In the V-band, both calibration techniques are in good agree-

ment when the LM calibration is used with the improved o
AcknowledgementsThe data used in this paper were collected as

boiling point correction. Also simulations for 51.26 and .
. A . . _ part of the ARM Program sponsored by the US DOE, Office of
52.28 GHz agree well with the tipping curve calibration re Science, Office of Biological and Environmental Research, Climate

sults, though for the other non-opaque V-band channels beémd Environmental Sciences Division. The microwave radiome-

low 56 GHz, simulated}, are systematically smaller thdp ey HATPRO-G2 was funded by the German Science Foundation
values from the improved LNcalibration. The difference (DFG, INST 216/519-1FU66).

reaches almost 3K at maximum. Stilf, uncertainties for The experiments on HATPRO-G2's Italibration at the Julich

non-opaque channels are smaller than for the thlibra-  Research Center are also part of Nils Kiichler's bachelor thesis.

tion, which suffers from resonances and an uncertain refracThank you, Nils, for contributing the statistical analysis of the ob-

tive index of LN, in the V-band, too. Of course, the LN  served standing waves.

calibration results can be tuned to the tipping curve results e gratefully acknowledge financial support by the SFB/TR 32

by adaptingz,n,. However, when doing this, each channel “Patterp in SO|I—Vegetatlon—Atnjos:’[)here Systems: Monitoring,

provides a significantly different;y, value. Furthermore, :\:AOde”'ng’ and Data Assimilation” funded by the Deutsche
. . . . . Forschungsgemeinschaft (DFG).

this excludes an independent comparison of both calibration

techniques. Edited by: D. Feist

www.atmos-meas-tech.net/6/2641/2013/ Atmos. Meas. Tech., 6, 26668 2013



2658 G. Maschwitz et al.: Investigation of ground-based microwave radiometer calibration techniques at 530 hPa

References Radiometrics: Profiler Operator's Manual for the MP-3000A, avail-

able from:Info@radiometrics.con007.

Benson, J., Fischer, J. and Boyd, D. A.: Submillimeter and Millime- Randa, J., Walker, D. K., Cox, A. E., and Billinger, R. L.: Er-
ter Optical Constants of Liquid Nitrogen, Int. J. Infrared Milli., rors resulting from the reflectivity of calibration targets, IEEE
4, 145-152, doi0.1007/BF01008973983. T. Geosci. Remote, 43, 50-58, did):1109/TGRS.2004.839809

Cadeddu, M. P, Payne, V. H., Clough, S. A., Cady-Pereira, K., and 2005.

Liliegren, J. C.: Effect of the Oxygen Line-Parameters Modeling Reesor, G. E., Dagg, |. R., and Mohabi, S.: The Complex Dielectric
on Temperature and Humidity Retrievals From Ground-Based Constant of Liquid Nitrogen in the Region 18 to 26 GHz, Can. J.
Microwave Radiometers, IEEE T. Geosci. Remote, 45, 2216— Phys., 53, 2611-2612, dtD.1139/p75-31,81975.

2223, doi10.1109/TGRS.2007.894063007. Rose, T., Crewell, S., Lohnert, U., and Simmer, C.: A net-

Gildner, J. and Spankuch, D.: Remote Sensing of the work suitable microwave radiometer for operational monitor-
Thermodynamic State of the Atmospheric Boundary ing of the cloudy atmosphere, Atmos. Res., 75, 183-200,
Layer by Ground-Based Microwave Radiometry, J. At-  doi:10.1016/j.atmosres.2004.12.0@905.
mos. Ocean. Tech.,, 18, 925-933, d0i1175/1520- Rosenkranz, P. W.: Water vapor microwave continuum absorption:
0426(2001)018<0925:RSOTTS>2.0.CO2R00. A comparison of measurements and models, Radio Sci., 33, 919-

Han, Y. and Westwater, E. R.: Analysis and Improvement of Tipping 928, doi10.1029/98RS01182.998.

Calibration for Ground-Based Microwave Radiometers, IEEE T. Riieger, J. M., Refractive Index Formulae for Radio Waves, JS83 In-
Geosci. Remote, 38, 1260-1276, d6i:1109/36.84301&000. tegration of Techniques and Corrections to Achieve Accurate En-

Hewison, T. J.. 1D-VAR Retrieval of Temperature and Hu-  gineering, FIG XXII International Congress, Washington, 2002.
midity Profiles from a Ground-based Microwave Ra- Rutlland, J.: On the extreme aridity of coastal and Atacama deserts
diometer, IEEE T. Geosci. Remote, 45, 2163-2168, in Chile, Ph.D. thesis, University of Wisconsin, Madison, 1977.
doi:10.1109/TGRS.2007.898092007. Shitov, S. V., Uvarov, A. V., Ermakov, A. B., and Vystavkin, A.

Hewison, T. J., Cimini, D., Martin, L., Gaffard, C., and Nash, J.:  N.: Measurement of the Reflector Antenna Absorption at Ter-
Validating clear air absorption models using ground-based mi- ahertz Frequencies by the Method of a Balanced Radiometer,
crowave radiometers and vice-versa, Meteorol. Z., 15, 27-36, Tech. Phys., 56, 1652—1660, dd:1134/S1063784211110223
doi:10.1127/0941-2948/2006/0092006. 2011.

Hosking, M. W., Tonkin, B. A., Proykova, Y. G., Hewitt, A,, McAl-  Span, R., Lemmon, E. W., Jacobsen, R. T., Wagner, W., and
ford, N. N., and Button, T. W.: The Dielectric Constant of Liquid ~ Yokozeki, A.: A Reference Equation of the State for the Thermo-
Nitrogen over the Frequency Range 0.5 to 10.4 GHz, Supercond. dynamic Properties of Nitrogen for Temperatures from 63.151 to
Sci. Technol., 6, 549-552, d&D.1088/0953-2048/6/7/018 1000K and Pressures to 2200 MPa, J. Phys. Chem. Ref. Data,
1993. 29, 1361-1433, ddi0.1063/1.1349042000.

Liebe, H. J. and Layton, D. H.: Millimeter-wave properties of the Stokes, G. M. and Schwartz, S. E.: The Atmospheric Ra-
atmosphere: Laboratory studies and propagation modeling, Natl. diation Measurement (ARM) Program: Programmatic Back-
Telecommun. and Inf. Admin., Boulder, Colorado, 1987. ground and Design of the Cloud and Radiation Test Bed,

Liebe, H. J., Hufford, G. A., and Cotton, M. G.: Propagation Mod- B. Am. Meteorol. Soc., 75, 1201-1221, dd.1175/1520-
eling of Moist Air and Suspended Water/Ice Particles at Frequen-  0477(1994)075<1201: TARMPP>2.0.CQ1D94.
cies below 1000 GHz, Atmospheric Propagation Effects thoughTurner, D. D. and Mlawer, E. J.: The Radiative Heating in Underex-
Natural and Man-Made Obscurants for Visible to mm-Wave Ra-  plored Bands Campaigns, B. Am. Meteorol. Soc., 91, 911-923,
diation, AGARD Conference, Palma de Mallorca, Spain, 1993. d0i:10.1175/2010BAMS2904,2010.

Liliegren, J. C.: Automatic Self-Calibration of ARM Microwave Turner, D. D., Mlawer, E. J., Bianchini, G., Cadeddu, M. P., Crewell,
Radiometers, Ninth ARM Science Team proceedings, 22— S., Delamere, J. S., Knuteson, R. O., Maschwitz, G., Mlynz-

26 March 1999, San Antonio, Texas, 1999. cak, M., Paine, S., Palchetti, L., and Tobin, D. C.: Ground-based
Liliegren, J. C.: Microwave Radiometer Profiler Handbook, Man-  high spectral resolution observations of the entire terrestrial spec-
ual, Argonne National Laboratory, Washington, D.C., 2002. trum under extremely dry conditions, Geophys. Res. Lett., 39,

Lohnert, U. and Maier, O.: Operational profiling of tempera- 10801, doi10.1029/2012GL051542012.
ture using ground-based microwave radiometry at PayerneVinogradov, E. A., Dianov, E. M., and Irisova, N. A.: Dielectric
prospects and challenges, Atmos. Meas. Tech., 5, 1121-1134, characteristics of liquid nitrogen at lambda=2.3 mm, Sov. Phys.
doi:10.5194/amt-5-1121-2012012. Tech. Phys., 11, p. 983, 1967.

McGrath, A. and Hewison, T. J.: Measuring the Accu- Westwater, E. R.: Ground-based passive probing using the mi-
racy of MARSS - An Airborne Microwave Radiometer, crowave spectrum of oxygen, Troposphere kinetic temperature

J. Atmos. Ocean. Tech., 18, 2003-2012, H0i1175/1520- structure from ground-based measurements of oxygen emission
0426(2001)018<2003:MTAOMA>2.0.CQ;2001. spectra in microwave region, using inversion technique and itera-

NIST — National Institute of Standards and Technolobtp:// tive method, J. Res. Natl. Inst. Stand. Technol., 69D, 1201-1211,
webbook.nist.goylast access: 1 October 2013), 2013. 1965.

Radiometer Physics GmbH: Instrument Operation and Software
Guide — Principle of Operation and Software Description for
RPG standard single-polarization radiometers, availabletit:
IlIww.radiometer-physics.de/rpg/html/Download.htriast ac-
cess: 14 June 2013.

Atmos. Meas. Tech., 6, 26412658 2013 www.atmos-meas-tech.net/6/2641/2013/


http://dx.doi.org/10.1007/BF01008973
http://dx.doi.org/10.1109/TGRS.2007.894063
http://dx.doi.org/10.1175/1520-0426(2001)018%3C0925:RSOTTS%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0426(2001)018%3C0925:RSOTTS%3E2.0.CO;2
http://dx.doi.org/10.1109/36.843018
http://dx.doi.org/10.1109/TGRS.2007.898091
http://dx.doi.org/10.1127/0941-2948/2006/0097
http://dx.doi.org/10.1088/0953-2048/6/7/018
http://dx.doi.org/10.5194/amt-5-1121-2012
http://dx.doi.org/10.1175/1520-0426(2001)018%3C2003:MTAOMA%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0426(2001)018%3C2003:MTAOMA%3E2.0.CO;2
http://webbook.nist.gov
http://webbook.nist.gov
http://www.radiometer-physics.de/rpg/html/Download.html
http://www.radiometer-physics.de/rpg/html/Download.html
Info@radiometrics.com
http://dx.doi.org/10.1109/TGRS.2004.839809
http://dx.doi.org/10.1139/p75-318
http://dx.doi.org/10.1016/j.atmosres.2004.12.005
http://dx.doi.org/10.1029/98RS01182
http://dx.doi.org/10.1134/S1063784211110223
http://dx.doi.org/10.1063/1.1349047
http://dx.doi.org/10.1175/1520-0477(1994)075%3C1201:TARMPP%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0477(1994)075%3C1201:TARMPP%3E2.0.CO;2
http://dx.doi.org/10.1175/2010BAMS2904.1
http://dx.doi.org/10.1029/2012GL051542

