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Abstract. This paper details the SAGE (Stratospheric SAGE series, including the Stratospheric Aerosol Measure-
Aerosol and Gas Experiment) version 7.0 algorithm and howment (SAM II) instrument. This paper provides an overview
it is applied to SAGE II. Changes made between the previ-of the instrument operation and algorithm, followed by a de-
ous (v6.2) and current (v7.0) versions are described and thetiailed description of each step of the processing algorithm
impacts on the data products explained for both coincidentind how it is applied to SAGE I, including differences be-
event comparisons and time-series analysis. Users of the dateeen the previous (v6.2) and current (v7.0) versions.

will notice a general improvement in all of the SAGE Il data )

products, which are now in better agreement with more mod-1-1  Instrument operation

ern data sets (e.g., SAGE Ill) and more robust for use with

trend studies. SAGE |l operated on board the Earth Radiation Budget Satel-

lite (ERBS) from its launch in October 1984 until its retire-
ment in August 2005. It employed the solar occultation tech-
nique to measure multi-wavelength slant-path atmospheric
1 Introduction transmission profiles at seven channels during each sunrise
and sunset encountered by the spacecraft. The optical proper-
The Stratospheric Aerosol and Gas Experiments (SAGE lties of most channels were defined by the position of exit slits
II, /METEOR-3M, and Ill/ISS) are an ongoing series of along a Rowland spectrometer where photodiodes measured
satellite-based solar occultation instruments spanning ovethe impinging light. The seven channels, in channel number
twenty-six years. Measurements from the SAGE series haverder, were nominally located at 1020, 935, 600, 525, 452,
been a cornerstone in studies of stratospheric change, inclu@48, and 386 nm. Due to limitations on the size of the diodes
ing having played a key role in numerous international as-(i.e., placing them next to each other), channels 2 and 5 were
sessments (e.g., WMO, 2011). Given the importance of theplaced at the zero order location with filters providing the
data, it is imperative that the data sets, and the processindesired band-pass. Channel 6 required a narrow band-pass
codes that produce them, be maintained and, when necessagnd also employed a filter to relax the requirements on high
updated and improved to reflect the evolving “best practicestolerance mechanical positioning of the channel 6 exit slit.
for processing occultation data to science products. To facili- The SAGE Il instrument was oriented towards nadir on
tate using data from multiple instruments to investigate long-the spacecraft such that the optics could observe Earth's
term variability in atmospheric components, it is important limb. Prior to the expected start of an occultation (event),
to maintain consistency in methodology (when applicable)the scan head/telescope/spectrometer assembly rotated to-
and fundamental assumptions made in processing data fromvards the predicted azimuth location of the Sun and then
each instrument. This paper describes the first standard algdecked onto the solar centroid brightness. An elevation scan-
rithm to process SAGE data, SAGE version 7 (v7.0). Themirror then began moving the field-of-view (0.5 by 2.5 arc-
basis of the version 7.0 algorithm derives primarily from minutes) across the solar disk normal to the Earth’s sur-
the SAGE I1I/M3M version 4.0 algorithm and is intended face. As the field-of-view went off the edge of the Sun,
to form the basis for the reprocessing of all members of thethe scan-mirror would reverse direction. In this way, the
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field-of-view scanned vertically across the Sun while eachof the Sun as viewed through the atmosphere is calculated
channel recorded solar irradiance data (count values) at as a ratio to the same point in tHezero curve to create
rate of 64 Hz (packets per second) to construct a series aflant-path transmission data for each channel. Several cali-
solar limb-darkening curves (counts observed as a functiorbrations and corrections are included in the iterative process-
of time). The instrument continued this process until theing of transmission to compensate for biases in the edge time
Sun disappeared below Earth’s limb (for sunsets) or a pre<calculations, reflectivity of the scan-mirror as a function of
set amount of time had elapsed (for sunrises). The benefit oflevation position, rotation of the field-of-view on the so-
scanning back and forth across the Sun, as opposed to sinfar disk due to orbital motions, and other minor corrections.
ply staring at the Sun, is that during the course of a sunriseélransmission data are then interpolated to a 0.5km grid to
or sunset, the instrument was able to observe the same altfacilitate the inversion process.

tude multiple times, albeit through slightly different viewing  Slant-path transmission profiles are converted into optical
geometries. Stated differently, the instrument was able to obdepths and then combined with spectroscopy data to separate
serve the same point on the solar disk through multiple rayinto species-specific slant-path optical depth profiles. These
tangent altitudes. This allowed for excellent vertical resolu-are then inverted to produce vertical profiles of ozong)(O
tion (~1km) in retrieved SAGE Il data products. (Mauldin nitrogen dioxide (N@), water vapor (HO), and aerosol ex-

etal., 1985) tinction (at 1020, 525, 452, and 386 nm) using a simple
onion-peeling technique. In order to do this, the inversion
1.2 Algorithm overview algorithm must make the assumption that the layer of atmo-

sphere at each altitude is homogeneous, or at least has a con-

The general approach of the version 7.0 algorithm is the samstant gradient, through the whole swath that the instrument
as previous versions. The process begins with the producebserves. This assumption has obvious limitations in the tro-
tion of slant-path transmission profiles at each wavelengthposphere and well-understood biases at higher altitudes for
followed by the separation of the spectral information into certain species due to rapid photochemistry, giving rise to a
species slant-path column abundances, and finally, the inronlinear variation across the terminator (Chu and Cunnold,
version to species density and aerosol extinction profiles1994), but works well through most of the stratosphere (Cun-
SAGE Il processing begins with the assimilation of instru- nold et al., 1989). A general outline of the algorithm can be
ment data (time of each packet, scan-mirror elevation posiseen in Fig. 1. The sections that follow provide greater de-
tion of each packet, and count value in each channel of eachail on the various steps just outlined and note when and how
packet), spacecraft and solar ephemeris data, meteorologictiiese differ from the approach of SAGE Il version 6.2.
data for the time and location of the observation, and spec-
tral information related to trace gas species involved in the
retrieval process. 2 Preprocessing

Spacecraft and solar ephemeris data are processed to de-
termine where the spacecraft was, where the Sun was, anBefore anything can be done with the solar irradiance data
what the viewing geometry was at all times during the event.measured by the instrument, a series of preprocessing steps
Meteorological data are processed to create vertical profilesnust be performed so that this data can be placed in the
of temperature and density that are used to calculate refragaroper context. The algorithm needs to determine where the
tion angles that are subsequently used to construct the propéristrument was looking during the collection of each data
refracted viewing geometry observed by the instrument. Aspacket. This requires processing spacecraft orbital ephemeris
an additional preprocessing step to facilitate later calculadata, along with atmospheric refraction information and the
tions, spectral characteristics of the Sun, atmospheric moleaequisite meteorological information. In addition, some cal-
ular scattering, and trace gas species are combined with theulations related to the spectroscopy of the instrument are
spectral filtering characteristics of each channel to creatgerformed to facilitate later calculations.
band-pass averaged effective cross-sections observed by each
channel. 2.1 Ephemeris

The solar limb-darkening curves are used to determine the
location of the physical edges of the Sun, which, when com-NASA's Tracking and Data Relay Satellite System measured
bined with ephemeris data, allow for an accurate mappinghe state vectors (position and velocity) of the ERBS on a
of instrument data to viewing geometry data. The instrumentregular basis. The Operation Support Computing Division at
observed every point on the Sun both through the attenuatethe Goddard Space Flight Center assimilated this data with
atmosphere and high above it, which allowed for SAGE Il an accurate model to determine the spacecraft position and
to be self-calibrating. Exoatmospheric scans are combinedelocity at 60 s intervals, which was provided as level zero
to create an exoatmospheric limb-darkening curve (pero ~ ephemeris data to the SAGE processing team. From this orig-
curve). Scans observed through the atmosphere are then cornimal ephemeris data, events with beta angles (defined as decli-
pared to the standarzero curve; each point on the surface nation of the Sun as measured from the orbital plane) greater
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multi-pole expansion of Earth’s gravitational potential have
Preprocessing (2.0) been updated to those from the Earth Gravity Model 1996
(EGM96) (Lemoine et al., 1998). In addition, coded rou-
tines that relied upon approximations based upon pre-1984
data have been modified to utilize SDP Toolkit routines
(Noerdlinger, 1995). Most of these changes result in incon-
Transmission (3.0) sequential changes to the results with one notable exception.
The original routine designed to calculate the position of

Ephemeris (2.1) Meteorology (2.2) Refraction (2.3) Spectroscopy (2.4)

Normalization,
Gridding, and

Edges and Pointing Other Corrections || Mirror Calibration Edge-Time
(3.1)

Refinement 351 | oceraimies (2.6) the Sun suffered from inconsistent ephemeris epoch usage
and outdated numerical approximations. The adoption of a
Toolkit routine has corrected what was a previously unknown

Vertical Profiles of Individual Species (4.0) guasi-random error in thg altitude regi;tration in_the SAQE Il
data products. For any given event, this correction manifests
pasieProcedures (4.1 Spectes sparetion (42 inversen 42 itself as an altitude offset between SAGE Il versions 6.2 and

7.0. This altitude offset can be positive or negative, can have
Fig. 1. A general outline of the SAGE Il algorithm. The numbers & magnitude up to a few hundred meters, and varies from
correspond to sections in this paper. event to event. While there is no simple dependence upon
beta angle or latitude, there is some correlation with time of
year, as expected, as shown in Fig. 2.
than 6% or events that occur during spacecraft viewed so-
lar eclipses are excluded from further processing. High bet®.2 Meteorology
angles are excluded because the duration of an event (and
subsequent ground track) becomes long and the assumptid®AGE processing algorithms require ancillary meteorolog-
of atmospheric spherical symmetry, used for the inversionical data that relates density and temperature to altitude.
process, breaks down. For each remaining event, the origindbAGE 1l version 6.2 used multiple sources of data to yield
spacecraft state vectors just prior to the start of the event ardensity and temperature data (i./7 data) from the surface
used as input to the processing algorithm. Using a model foup to 100 km. NCEP reanalysis data (Kalnay et al., 1996) was
Earth’s gravitational potential, the equations of motion areused first, yieldingP/T data from 1000 mbar up to 10 mbar
calculated and the state vectors are propagated througho(t 30 km). Above that, operational model data provided by
the event. In addition to the state vectors, the position of theNCEP was used up to 0.4 mbar 60 km). Lastly, the Global
Sun is calculated for each time. Then, for each time, coordi-Reference Atmospheric Model-1995 (GRAM-95) (Johnson
nate and geometrical data required by the algorithm are calet al., 1995) was used to extend the profiles up to 100 km.
culated. This includes information related to the spacecraftSince each atmospheric layer is assumed to be uniform, a sin-
(sub-spacecraft latitude, longitude, and altitude), the Sun (angle location was chosen to retrievdT data from, namely,
gular size, right-ascension, declination, and azimuth), and théhe 20 km subtangent latitude and longitude. The temperature
tangent point (altitude, latitude, longitude) looking at the cen-and pressure data sets were then combined and interpolated
ter, top, and bottom of the Sun. to a standard 0.5 km-spaced altitude grid.

The methodologies for these calculations originate from Analysis of the version 6.2P/T data revealed a few
Buglia (1988). For the most part, these methods are straightanomalies where NCEP operational model data were (and
forward geometry but, in pre-version 7.0 algorithms, someare) absent, resulting in the use of GRAM-95 data deep into
aspects (e.g., sidereal time, precession, nutation, and Sun pthe stratosphere. In addition, an analysis comparing SAGE |l
sition) were approximated using numerical constants derivedand Il coincident events revealed that SAGE 1l NCEP oper-
from pre-1984 data. It is important to note that in 1984, na-ational model temperature data were typically warmer than
tional and international almanacs adopted a revised set 08AGE lll, even though both were using NCEP data sources
physical constants put forth by the International Astronom-(Fig. 3). The cause of this bias is unexplained. To maintain
ical Union in 1976, which necessitated a change to vari-as much consistency as possible, a long-term self-consistent
ous numerical constants used in these approximations. Howmeteorological data set was required that spans the lifetimes
ever, these changes were not uniformly implemented anaf all of the SAGE instruments and provides data through-
data quality in versions prior to version 7.0 was adverselyout the stratosphere. The Modern Era-Retrospective Analy-
impacted by an inconsistency in ephemeris epoch usage. sis for Research Applications (MERRA) (Rienecker et al.,

In version 7.0, all physical constants (e.g., Earth’s equa-2011), based on the Goddard Earth Observing System Model
torial and polar radii and gravitational constant) have been(GEOS-5.2) (Rienecker et al., 2008), provides temperature
updated to those used in the World Geodetic System 1984lata at 42 pressure levels from the surface up to 0.1 mbar
(WGS84, updated in 2004) (NIMA Technical Report, 1997), (~65km) from 1978 to the present. While this has not
which is the current standard. The constants used for thget been implemented in SAGE lll, there are plans to use
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SAGE Il v7.0 vs. v6.2 (Sunrises) SAGE 3 vs. SAGE 2 Temperatu re
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Fig. 2. Tangent height registration differences between version 7.0 o ] )
and 6.2 for the same time index near a tangent height of 60 km fofFig. 3. Coincident event temperature profile comparisons between

sunrises/sunsets (top/bottom) as a function of time of year. A single>”CE Il and SAGE II. The biases in the middle stratosphere
point is plotted for each SAGE Il event. between SAGE Ill and SAGE Il v6.2 data are unexplained. The

comparison with v7.0 illustrates differences in the shape of the
upper stratosphere between MERRA and NCEP/GRAM-95, with

. MERRA typically having a less well-defined transition to the meso-
MERRA data for the reprocessing of SAGE III/M3M data to sphere and a cooler and/or higher (in altitude) stratopause.

the version 7.0 standard and to use operational GEOS data

for the upcoming SAGE IlI/ISS mission. SAGE Il version

7.0 uses MERRA data from the surface up to 0.1 mbar and

GRAM-95 above that up to 100 km. Instead of using the ac-function of wavelength and possible tangent heights assum
tual GRAM-95 temperature values, the GRAM-95 lapse rateing spherical geometry (Fig. 4). It also calculates the layer
is used to extrapolate above the MERRA data. This is doneslant-path matrix with which it determines the total number
because the MERRA lower mesospheric temperature valuegensity of the slant-path air column (mass path) by integrat-
are often smaller than those from GRAM-95. Any attempt to ing along the curved path of the light ray (again with a spher-

merge the two data sets can introduce an artificial inversiorical model). The use of a spherical model for these calcula-
layer in the lower mesosphere. tions provides a good first guess before refinement using an

In both versions, afteP/T profiles are determined, num- oblate Earth model can be done. These parameters are chosen
ber density profiles are calculated. In order to have uncerbecause, for each packet, the algorithm needs to know pre-
tainty estimates in derived quantities in the inversion processisely where on the Sun the instrument is pointing and these
(e.g., uncertainty estimates for Rayleigh scattering slant-patfparameters allow it to easily go between where the instru-
extinction), we calculate an uncertainty estimate in this den-ment is pointing in space and where the instrument is look-
sity calculation, based on the uncertainty in the original tem-ing on the face of the Sun. The methodology of computation
perature data. NCEP reanalysis does not provide uncertaintiemains largely unchanged from version 6.2 and comes from
estimates for their model products; however, we obtainedChu (1983) and Auer and Standish (2000). After refraction,
some temperature uncertainty values (ranging from 4K intangent point altitudes, latitudes, and longitudes are updated,
the troposphere to 15K in the mesosphere) to use at eact@king an oblate Earth model into account.
pressure level (Finger et al., 1993). MERRA also does not There is one important error in previous versions to note,
provide uncertainty estimates for their model products. Wewhich is corrected in version 7.0. As the algorithm deter-
continue to discuss the topic of model uncertainties with themines the refraction angle, it begins at the surface and moves
MERRA group. In the meantime, we are currently adaptingto higher tangent altitudes. At a small threshold value for the

the NCEP uncertainty values as a rough guideline. refraction angle, this process ceases and remaining refraction
angle values are assumed to be zero. However, these values
2.3 Refraction were not explicitly set to zero. The result of this was that if

one event hit this threshold at some altitude and the follow-
Our refraction algorithm calculates the elevation angle (rel-ing event hit this threshold value at some lower altitude, then
ative to the local horizontal plane at the position of the the refraction angle values between these two altitudes would
spacecraft) of the refracted Sun (where the instrument sedse carried over from the previous event, potentially through
the Sun) and the total refraction angle of the light ray as amultiple events. This generally occurred in the 50-60 km

Atmos. Meas. Tech., 6, 3538561, 2013 www.atmos-meas-tech.net/6/3539/2013/



R. P. Damadeo et al.: SAGE version 7.0 algorithm: application to SAGE Il 3543
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range, and would be interpreted as non-physical CharaCter.lﬁfig. 5. Absorption cross-sections for SAGE Il retrieved species at

tics in the atmosphere, which could propagate downward INHs0 K over SAGE Il measurement wavelengths for v7.0.
the inversion process. However, while this potentially intro-

duced random deviations in derived products (e.g., as large as
afew percentin ozone), the effect averaged out, even within a o
single event, to zero. As such, correcting this error in version@nd produced better agreement with in-atmosphere measure-

7.0 did not uncover or correct any biases in prior versions. ments (Pitts etal., 2006). As such, SAGE Il version 7.0 uses
the SCIAMACHY V3 O; cross-sections, including compan-

2.4 Spectroscopy ion measurements of NGabsorption cross-sections encom-
passing SAGE Il measurement wavelengths (Fig. 5). These
The retrieval process requires absorption cross-sectionband-pass averaged, or effective, cross-sections are com-
for O3, NOo, the oxygen dimer (0,), and molecular bined with vertical density (for @0,) or temperature pro-
(Rayleigh) scattering at all wavelengths. This is done byfiles (for O3 and NQ) to create vertical “profiles” of effec-
first combining each channel’s measured spectral responstive cross-sections for these species in each channel, facili-
function with the solar spectrum (Kurucz et al., 1984). tating later computations.
The spectral response of channels 2, 5, and 6 also incor- Effective cross-sections are constructed in this fashion
porate the long-term evolution in the spectral characterisbecause the interactions between species absorption within
tics of their respective band-pass filters. These spectral rethe band-pass of any channel are negligible. Ther®
sponses are then combined with cross-section data for eadhieval is primarily dependent upon observations in channel
species (i.e., @ NO,, 0,-O2, and Rayleigh) and integrated 3 (600 nm), where the Nfcross-section has decreased two
across each channel’s spectral range. Rayleigh cross-sectionsders of magnitude from its peak and contributes a negli-
(c? molecule 1) are wavelength-dependent and are calcu-gible amount to the extinction. The NQetrieval is primar-
lated in the same fashion as in Bucholtz (1995»-@ ily dependent upon correlative measurements in channels 5
cross-sections (chmolecule 2) are taken to be wavelength- (452 nm) and 6 (448 nm), where the €ross-section has de-
dependent, are assumed to scale with density, and are cadreased nearly two orders of magnitude from the Chappius
culated in the same fashion as Mlawer et al. (1998) (forband and displays little to no structure within these narrow
wavelengths encompassing channels 1 and 2) and Newnhaband-passes. Aerosol retrievals have a strong dependence
and Ballard (1998) (for wavelengths encompassing channelapon observations in channel 1 (1020 nm), where the cross-
3 through 7). @ and NG cross-sections (cfmolecule 1) sections of both @and NG have decreased by several or-
are taken to be both wavelength-dependent and temperatureers of magnitude and contribute a negligible amount to the
dependent. In version 6.2, they were derived from the Shetextinction. The use of effective cross-sections requires a lack
tle and Anderson cross-section compilation (Shettle andof spectral correlation between species within a given chan-
Anderson, 1995), which is the same cross-section compilanel. The reason for this is that, at large optical depths, absorp-
tion that was used in SAGE Il version 3.0. In SAGE Il tion features at spectral scales finer than the instrument can
version 4.0 (Thomason et al., 2010), however, thecfdss-  resolve will become saturated, and the process of removing a
sections were updated to the Bogumil (Scanning Imag-single species’ contribution to a channel becomes nonlinear.
ing Absorption Spectrometer for Atmospheric Chartogra- Due to the nature of the water vapor feature near 940 nm,
phy (SCIAMACHY) V3) cross-sections (Bogumil et al., the creation of effective cross-sections for water vapor is not
2003), which had a positive impact on several data productgossible and the absorption must be modeled. Water vapor
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Fig. 6. Daily maximum exoatmospherid “zero” count values for
each channel. While a general degradation in response can be see .
in each channel over time, a few channels, namely 2, 6, and 7, went 5
through periods of rapid change during the beginning of the mis-
sion.

line data for version 6.2 were provided by L. Brown (per-
sonal communication, 2002), which were later incorporated
into the water vapor line data for the 2004 version of the
HITRAN (high resolution transmission) molecular spectro-
scopic database (Rothman et al., 2004). The version 7.0 wa:
ter vapor line data come from the 2008 version of HITRAN el . S . i
(including the 2009 update to water vapor) (Rothman et al., 1985 199 - 7995 5000
2009). These line data are used to precompute derivatives
of absorption as a function of temperature, pressure, and
line-of-sight molecular number density for later use with an Fig. 7. SAGE Il v6.1/v6.2 (top/bottom) water vapor data (dots) and
emissivity curve-of-growth approximation (EGA) as the for- HALOE climatological data (lines) (Thomason et al., 2004).

ward model for water vapor absorption (Gordley and Russell,

1980).

After SAGE Il had been operating for some time, a long- to attempt to model the filter characteristics, it was decided
term analysis of the water vapor product showed it to be into adjust the spectral response of the water vapor channel to
poor agreement with other satellites and ground measuremake the mean SAGE Il water vapor data at one latitude and
ments. While many possibilities were considered, and evenseason agree with a HALOE (UARS (Upper Atmosphere Re-
tually ruled out, it was determined that the poor quality of search Satellite) Halogen Occultation Experiment) (Russell
water vapor data was a result of a shift in the spectral re-et al., 1993) climatological profile for the same latitude and
sponse of the water vapor channel (channel 2) prior to 198&eason (horthern mid-latitudes in March). The center wave-
(Fig. 6). The primary reason behind this thinking was an in-length and full-width at half-max (FWHM) were adjusted
cident associated with the SAGE Il instrument during oneand the two data sets were again compared. While it was im-
of its final thermal vacuum tests just prior to being shippedpossible to completely match these data sets, it was found
off for integration with the ERBS. An incomplete shutdown that the best match came from a center wavelength shift of
of the cooling system caused condensation within the instru-+10 nm (945nm) and an increase in the FWHM of 10 %
ment. Itis believed that the channel filters absorbed water and22 nm). This was then applied to all SAGE |l data from 1986
then subsequently dried out on orbit, affecting their spectralonward. The before and after comparisons of that work can
characteristics. Unfortunately, it was impossible to reproducebe seen in Fig. 7. (Thomason et al., 2004)
this in the lab as no original filter material remained and the With the adoption of the SCIAMACHY V3 ozone cross-
company that created it was no longer in business. Versiorsection database came a large shift in the Wulf ozone bands
6.2 was the first version to attempt to account for an apparenthat span the SAGE Il water vapor channel spectral response
shift in the location of the water vapor channel filter. In order (Fig. 8). Given the sensitivity of the water vapor retrieval

Water Vapor Mixing Ratio (ppm

L CAITS km; Lat=s 42,0+/4;2.0.
g e i £ & E G

Year
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O, Cross-Sections: v7.0 vs. v6.2 (T = 250 K) HALOE vs. SAGE Il Aura MLS vs. SAGE Il SAGE Il vs. SAGE ||
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Wavelength (nm) Fig. 9. A comparison of HALOE/Aura MLS/SAGE IIl minus

SAGE Il v6.2 water vapor products over their coincident events
Fig. 8. SCIAMACHY V3 O3 cross-sections minus the Shettle and (<2° lat, <10 lon, <2.5h). For each plot, mean data are shown in
Anderson compilation at 250K in the range of 930-970 nm. black while median data are shown in blue (uncertainties are shown
with dashed lines). Since HALOE was used to infer channel drift
in v6.2, they are obviously in good agreement. However, there is an
offset of about 10 % with both Aura MLS and SAGE Il
to the details of ozone (Chu et al.,, 1993), the evolution
of the water vapor channel spectral response was reevalu-
ated. A comparison of SAGE |l version 6.2 with newer data channel 5 to obtain the effective cross-sections in channel 6
sets (Fig. 9) shows that, while version 6.2 matches well tofor any time during the mission. The time-dependent model
HALOE, as expected, there is an offset of about 10 % withfor the channel 6 spectral band-pass required the determina-
both SAGE Il and the MLS (Microwave Limb Sounder) tion of the initial properties and the rate of change relative to
(Lambert et al., 2007) on board the Aura satellite, perhapghe observed long-term anomaloligero drift. To compute
suggesting the choice of HALOE as a standard for inferringthese, the SAGE Il N@ stratospheric column abundances
channel drift was not optimal. The channel 2 drift assessmentere compared to twilight N©@ measurements at Lauder,
was repeated, except SAGE Il water vapor was used to infeNew Zealand (Johnston and McKenzie, 1984). This proce-
the location of the water vapor channel rather than HALOE.dure was applied in version 6.2, though only at one temper-
The smallest difference between data sets came from an addéature (240 K). The dependence of SAGE Il pN@trieval on
tional center wavelength shift 2.7 nm (947.7 nm) and an Oz necessitated a repeat of this procedure after both the O
additional increase in the FWHM of 5 % (23 nm). An updated and NQ cross-section databases were changed. The differ-
set of instrument-to-instrument comparisons can be seen ience in version 7.0 is the implementation of a temperature-
Fig. 10. dependent differential cross-section correction and the use of
SAGE Il is able to measure NOby observing the dif- SAGE Il NO, data to determine the starting spectral location
ference in absorption between the two channels located aof channel 6. The overall quality of SAGE Il NOneasure-
452nm (channel 5) and 448 nm (channel 6). Another lookments relative to the SAGE lll NOmeasurements remains
at exoatmospheric data (Fig. 6) shows that, like the watemostly unchanged between versions (Fig. 11).
vapor channel, channel 6 may have had a change in spec-
tral response prior to 1990 as a result of the aforementioned
thermal vacuum testing incident. We chose a similar, but3 Transmission
slightly different approach, to that used to correct the wa-
ter vapor channel. Since NOneasurements are derived pri- The transmission algorithm combines measured limb-
marily from the differential extinction between the two chan- darkening curves with timing and pointing data to produce
nels, we chose to use one channel to calibrate the other, sincdant-path optical depths for each tangent altitude between
the long-term variation in solak zero showed channel 5 to 0.5km and 100 km in 0.5 km increments. In order to do this,
be well behaved. The differential effective cross-sections bea number of physical and instrumental sources of variation
tween the two channels were compared to the differences imust be compensated for.
their exoatmospheric counts. It was assumed that any differ- The series of calculations and corrections for version 6.2
ence in the exoatmospheric counts of channel 6 relative tavere done in a mostly linear fashion with some iterative
that seen in channel 5 over time were a result of a change ialculation of transmission. It is now recognized that many
the band-pass of its filter. In this way, a time-dependent fitof these corrections are dependent upon transmission and
could be made that allowed the application of a differentialare thus updated in version 7.0 throughout these iterations.
cross-section correction to the effective cross-sections inThe algorithm begins by computing edges and pointing
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HALOE vs. SAGE Il Aura MLS vs. SAGE Il SAGE Il vs. SAGE Il Limb Darkening Curves (Channel 1)
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Fig. 10. A comparison of HALOE/Aura MLS/SAGE IIl minus 500 m\\ﬂ(\/\ E
SAGE Il v7.0 water vapor products over their coincident events Ogb 700 f}gé\”’\’”\“qéo A

(<2° lat, <10 lon, <2.5h). For each plot, mean data are shown in Time (seconds)

black while median data are shown in blue (uncertainties are shown

with dashed lines). This shows the SAGE Il v7.0 water vapor prod-Fig. 12. Solar irradiance data measured by SAGE Il for a typi-

uct to be in much better agreement with Aura MLS and SAGE Il cal sunset event showing both exoatmospheric and in-atmosphere

data sets than v6.2. scans. The shortening of scan duration as a function of flattening of
the Sun due to refraction can clearly be seen. The alternating dura-
tion of each scan is a byproduct of spacecraft and orbital motions.

SAGE Il vs. SAGE Il SAGE lll vs. SAGE Il Typically for sunset events, scans that move from the bottom to the
(238 Events) (239 Events) . .
45 g e qremrre 45 oo e e qrerere top of the Sun (“up” scans) take less time than scans that move from
: : the top to the bottom of the Sun (“down” scans).
40} 1 40l
- : - a resultant transmission profile is computed (Sect. 3.6). If
= | : 17 the event is a sunrise, the electronic transient correction is
% : ” computed and applied. Lastly, a time-dependeréro cor-
5 30} | Mogian— 1 30} rection is performed and the entire process is reiterated so
= , that the algorithm can take advantage of every correction
25l 1 25l available. The algorithm then proceeds to resample the trans-
! mission data to the standard grid and compute uncertainties
i (Sect. 3.6).
20} ' 1 20f
: 3.1 Edges and pointing
15 Leenesnidisnsnnlienanth Tueessissiliynnssnn foosnd 15
3620416071620 "30 30 20 1001020 30 . . o . .
NO, Difference (%) NO, Difference (%) The first step in transmission processing requires that the

limb-darkening curves (Fig. 12) be combined with pointing
Fig. 11. SAGE Il NO, minus SAGE Il v6.2/v7.0 (left/right) over  data to place every data packet accurately on the face of the
coincident events (<22lat, <10 lon, <2.5h). The overall quality ~ Sun. First the limb-darkening curves in the 1020 nm chan-
of SAGE Il NO, remains mostly the same between versions. Theng| gre used to determine where the physical top and bot-
bias above 38 km is a source of ongoing study. tom edges of the Sun are by looking for the inflection points

and the times associated with them. The timing of science
information (Sect. 3.1) to place each data packet on the facpacket data and ephemeris pointing data can then be accu-
of the Sun, followed by computing a preliminady zero  rately mapped to each other. This mapping is done by as-
(Sect. 3.2). From this, a preliminary transmission is cre-suming that the rate of motion of the scan-mirror is constant
ated (avoiding sunspots) and the mirror calibration is com-during a scan so that each packet of data within a scan can be
puted (avoiding PMCs and accounting for Rayleigh scatter-interpolated to a location on the face of the Sun.
ing) (Sect. 3.4). The zero curves are then updated (includ-  This assumption becomes invalid when the bottom of the
ing a correction for the electronic transient (Sect. 3.3) if the Sun is obscured by cloud or is below the limb of the Earth, as
event is a sunset). Ondezero curves have been obtained, a the calculated inflection point of the limb-darkening curve no
refined estimate of transmission is computed. The edge-timéonger correlates to the physical edge of the Sun and the cal-
refinement algorithm (Sect. 3.5) is iterated for convergenceculated scan rate becomes biased high. The apparent rate of
to improve the point registration on the face of the Sun andmotion of the scan-mirror is a combination of the motion of

Atmos. Meas. Tech., 6, 3538561, 2013 www.atmos-meas-tech.net/6/3539/2013/



R. P. Damadeo et al.: SAGE version 7.0 algorithm: application to SAGE Il 3547

—Up Mirror Scan Rates ve. Time A Once the algorit.hm has good_rgte data for each scan, the
465 — Rown a E proper tangent altitude and position on the face of the Sun
:'i - — Dif+4.3  © Pog LICIEIE are calculated for each packet. Given the problem of combin-

] R ing refraction effects derived from a spherical model depen-

°
°
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9% o0 BEesprRasizadionty 7 dent upon distance from the center of the Earth and an oblate
0 20 40 60 80 100 120 140 Earth model dependent upon distance from the surface of the
4 Ead(Avg)idt | First Derivatives B-] Earth, the algorithm uses an iterative scheme optimized for

N

F - d(Difyat = rapid convergence to refine the tangent point altitudes. Dur-

of M 3 ing the development of both the SAGE Il version 4.0 and
—2F sy ! E SAGE version 7.0 algorithms, the algorithmic uncertainty in

E il E determining the tangent point altitude was determined to be
0 20 40 60 80 100 120 140 . :
. — . better than 20 meters. Lower in the atmosphere (in the tropo-
0.4 F-o d?(Avg)/dt? Second Derivatives C .

0.2« d2(Difyd o ] sphere), where refraction effects can become large, the un-
oGk R T X I E certainty in the tangent point altitude is dominated by uncer-
E 5 o8 oHdg® = P . . .
—02F ; AR e R ey ™ o3 tainties in the meteorological data. Each packet of data, in
—04F f 3 each channel, is subsequently assigned a time, tangent alti-
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In order to create transmission profiles, the algorithm cal-
20 40 60 80 100 120 140 culates ratio measurements made by the instrument looking
Time (seconds) at a particular point on the Sun through the atmosphere to

Fig. 13. Scan-mirror rate data for a sunrise event. Fits to the firstt.he same point seen "?‘bqve the aFmosphere'. Thus one of the
derivatives of the average scan rate and difference between up arféfSt things the transmission algorithm does is create a stan-
down scan rates are used to reconstruct scan rate data at low alflard exoatmospheric limb-darkening curvezgro curve) ra-
tudes where scan rate data have gone bad. Only the scans just abdiiée measurement to map other scans to. The instrument gen-
where rate data go bad are used (between the green and red dashelly collects between 10 and 20 exoatmospheric scans, so
lines in(B). To avoid any programmatic errors with using the second these are combined into a pair bizero curves, one for up-
derivative data to determine where rates have gone bad, an altitudgcans and one for down-scans, which are then interpolated
upper limit .of. 60 km is used (dashed purple Iing). The cqmparisont0 a fine grid in position on the face of the Sur 1000
between original and reconstructed scan rates is sho@@)in points in version 7.0 versus 100 points in version 6.2). As

the I zero curve is mapped onto each scan (including the

exoatmospheric of zero scans), an edge time refinement
the scan-mirror itself and the orbital and attitudinal motions (see Sect. 3.5) is made for tliezero scans. A new addition
of the spacecraft. A look at the average scan rates and the difa version 7.0 is the introduction of a time-dependézero
ference between up and down scan rates for a typical evertorrection, which was first introduced in SAGE 1l version
shows that they are generally well behaved and slowly vary4.0. A time-dependent zero correction benefits high alti-
ing with time (Fig. 13a). The derivatives of these quantitiestude scans by helping to correct for apparent rotation of the
show linearity with respect to time (Fig. 13b). However, at scan track across the face of the Sun due to orbital motions
any time during the event, the attitude actuators on the spacdgBurton et al., 2010).
craft (these keep the spacecraft in a desired orientation) can Occasionally the instrument would fail to acquire more
turn on or off and cause an abrupt shift in these derivativesthan one or two exoatmospheric scans. This happened spo-
While attitude control maneuvers do not affect retrieved scarradically through the lifetime of the instrument, but most no-
rates due to the fact that they affect the retrieved top andably during the so called “short event” period (from mid-
bottom edge times equally, they do account for the kink in1993 to mid-1994), when a battery problem on the spacecraft
Fig. 13b. The linearity of derivatives with respect to time al- reduced the operational scan time of the instrument, causing
lows for a fit of these quantities to data just above where thesunset events to begin later than normal and sunrise events to
rate data begins to go bad, which is characterized by largend earlier than normal. Many of the corrections applied to
values in the first or second derivatives (Fig. 13c). These fitgehe data (e.g., mirror calibration and “thermal shock”) require
are then used to reconstruct low altitude rate data (Fig. 13da minimum number of zero scans (i.e., data over a large
in order to compensate for scans with bad edge calculationsange of exoatmospheric altitudes). In prior versions, the ab-
resulting from the bottom of the Sun being occluded by cloudsence of this data would often result in anomalous events
or the limb of the Earth. that were not screened (i.e., dropped) by the algorithm and
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required the user to manually screen them out (Wang et al.,

0.001 — ISunrlse §hock Cgrrectlon

2002). In version 7.0, all events without a minimum num- . * i o«

ber of I zero scans are dropped from processing and flagged ;
accordingly. 0.000 :

3.3 Other corrections :
-0.001}

d(Res)/dt

Once anl zero curve is established (and mapped to each
scan), a preliminary transmission can be computed for each :
scan. This then allows the calculation of a few corrections -0.002F
that need to be made. An initial correction for Rayleigh at- :
tenuation is done (for the benefit of other corrections) and

a polar mesospheric cloud (PMC) detection routine is run -0.003L. . ., . ! ! ]
(Burton and Thomason, 2000). While no overall correction is 10 15 20 25 30 35
made in the presence of PMCs, the use of data within PMCs Time (sec)

stglc?e?,a;f/;) Iieguvxzzgtd(f:ég:gLn?otl:‘t?nrgIirsrogéghrzrﬁtgé (fneee Fig. 14.The sunrise shock cor_rection fits the d?fferential extinction

CU etween channels 5 and 6 with an exponential and computes the
;urements inside of sunspots are flagged so that.they Cajn k?gsiduals. The residuals within an altitude bin are then analyzed,
filtered later. It was found that the sunspot detection routinecomputing the rate of change of the residuals as a function of time.
in version 6.2 would often overcompensate in its sunspot fil-The blue asterisks in the plot denote the computed derivatives while
tering (i.e., it would often omit all data from the start of a the red line denotes the fit. Once computed, this fit is integrated
sunspot to the edge of the Sun) and a more robust algorithno derive a correction factor to apply to the originally computed
has been introduced for version 7.0, which identifies sunspotdifferential extinctions.
by their characteristic shapes in both the first and second
derivatives of the limb-darkening curves. In order to avoid
false positives resulting from noise in the limb-darkening
curves, the derivatives are normalized and the magnitude an
shape of both derivatives are used simultaneously to identif){
sunspots.

This is not an absolute reflectance calibration as only the rel-
tive change in reflectivity with angle is required. In version

.2, this calibration was determined through a quadratic fit
0 exoatmospheric transmission data as a function of alti-

As the SAGE Il instrument began taking data during eaChtude and was performed only once at the end of transmission

. . rocessing. In version 7.0, this quadratic fit is to exoatmo-
event, a small transient was observed in channels 5 and EP 9 d

This so-called thermal shock needed to be accounted for ir?pherlc transm|SS|on da}ta as afunctpn of the eIevapon gngle
of the scan-mirror and is performed in the overall iterations

the data processing. For sunset events, this is relatively eas o . . )
: . f transmission processing. In each case, the mirror calibra-
as the data are fairly homogenous (exoatmospheric scans) . . L= .
. . . . on is applied as a multiplicative correction to remove cur-
and any time dependency is easily recognized and removed, : ; . S .
. . . vature in the high altitude transmission data, which should
For sunrise events, however, the transient occurs while th . . .
eoretically be a constant value of 1 with some instrument

instrument is looking through the attenuated atmosphere and - e Since smaller angles (higher altitudes) are used for

the correction is necessarily at low altitudes. In this case : . .
I ) . . ithe fit, an extrapolation of the correction term to larger an-
scan-to-scan variations in the channel 5 and 6 differentia . :
S . . . . gles (lower altitudes) is necessary to correct attenuated data.
extinction at a given altitude, which are correlated in time . ; N
: . ; . An example of the mirror correction can be seen in Fig. 15,
across multiple scans, are examined. By looking at the ratio . -
S : demonstrating that the angular dependence of the reflectivity
of channel 6 to channel 5, which is used for the N€trieval, 7 .
i . : ._,of the scan-mirror is on the order of 0.5 %.
the algorithm determines the rate of change of differential
extinction, which is then integrated to produce a correction 5 Ed . f
that is applied to these two channels (Fig. 14). The impact or‘?' ge-time refinement
the transmission in these channels is on the order of 0.25 % . , , . . .
whereas the impact on other channels (were it to be appliedThe edge-time refinement algorithm is designed to minimize

would be no more than 0.05 % (SPARC/IOC/GAW, 1998). &Y biases.in. f[he Iimb—da}rkening curves (?reated by slight er-
rors of the initial calculation of the edge times of each scan.

The measured solar intensity of a scapif a given channel
(») is a function of both position on the face of the Sy (
and altitude £), which are themselves both functions of time

3.4 Mirror calibration

SAGE operates by using a scan-mirror to move the instru X
ment field-of-view up and down across the solar disk (normal(f): @nd can be written as

to the Earth’s limb). The reflectivity of the scan-mirror varies

slightly with the angle of incidence and requires calibration. I (x,p () ,z())=Io (A, p @)) T A,z ())+e (X, p @), z()), (1)
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10 300 T be expanded into
2 E ol ; T, p(t+e),zt+e))= J
ﬁ 50 : Io(k,p(t))T(A,z(t))JrE(Io(l,p(t))T(k,Z(t)))en (4)
S : 200}
g £
g < IGup(t+e).2(t+e) =
5 Of S 150 dT dz dlpdp
£ £ IcT lo——+T—— 1), 5
= E 0 +<Odzdt+ dp dr ) (et ®)
c
§ 100 wherecy andc; are again the linear shift and stretch (S&S)
di coefficients. Following the same procedure, the correction to
! 50} ! the edge times is obtained. Since the pair of edge times apply
: | equally to all spectral channels, the derivatives are performed
-10 I 1 I at each wavelength and used together in the regression cal-

1 1 O L
0.990 0.995 1.000 1.005 1.010  0.990 0.995 1.000 1.005 1.010 . . .
Transmission Transmission culation. The shift and stretch algorithm has the effect of re-

moving spectrally and vertically correlated noise in the trans-

Fig. 15. SAGE 1l v7.0 mirror correction for the 452 nm channel on mission profile, typically at low altitudes (Fig. 16).
the very first iteration of a sunset event. The correction is a quadratic

fit to raw high-altitude transmission as a function of scan-mirror el- 3,6 Normalization, gridding, and uncertainties

evation angle. The black dots show the raw transmission values and

the blue line shows the correction factor. The corrected transmissionn order to calculate the various corrections already out-
(red dots) are raw transmission divided by the correction factor. Thejned, the algorithm iteratively computes transmission val-
plot on the left shows transmission data points and correction facy,ag for each packet. In order to mitigate effects remaining
tors versus scan-mirror elevation angle while the plot on the rightfrom residual edge time uncertainties, the outer 10 % of the

shows the same points plotted against the corresponding altitude,

The correction factors are extrapolated outside of the range of theSOIar disk is omitted. Omitting the edges of the Sun is also

fitted transmission data points for use with low altitude transmissionmeant tq compensate for anqther correction th{f‘t IS currer_1tly
data. not applied, namely a correction for the expansion of the in-

strument’s field-of-view on the face of the Sun as a function
wherel is the I zero limb-darkening curvel is the slant-  of refraction. The impacts of this effect are most notable at
path transmission, andis the error in the measurements or the edges of the Sun, where curvature in the limb-darkening
estimates. Since there is some inherent uncertainty in the cakurve is largest. After the algorithm has undergone several
culated edge times, Eq. (1) can realistically be rewritten as iterations of calculating transmission and applying correc-

tions, it computes the final transmission profile. A running
LQ,pte) ztte))=lo@, pt)T (4 2(1) median filter is applied through altitude sorted transmission
+e(d, p(t),2(1), (2)  packets to minimize the impact of strong outliers, and then

whereg, is related to uncertainties in the edge times. ThereSmoothed with a boxcar average. The filtering process is

are two cases that can be considered separately. The ﬁrgprformed in altitude and the filtering/smoothing parameters
case is for high altitude measurements whte) = 1, and correspond to 1.0 km so that all transmission data meet the

Eq. (2) can be expanded into Nyquist samplir_1g criterig for a 0.5 I.<m. gridde(_j profile. An
example of an intermediate transmission profile and a final

IT(A,p(t+e)=1 (A, p+8,,) transmission profile is shown in Fig. 17. The transmission
dlo(x, p) data are then interpolated to the 0.5km grid, and the vari-

=Ilo(x, p)+ T p ance of the fit with respect to the raw data in each bin is
dlo (1, p) useq t.o compgte. the uncertainty estimate. Ir_1 version 6.2, the

=Ih(A, p)+ d (c1+c2p), 3) statistics of this fit were used for the uncertainty in the trans-

mission value in each altitude bin. In version 7.0, we have
wherely is the estimate for thé zero curve and; andcp are  incorporated an additional uncertainty term, namely a calcu-
the linear shift and stretch coefficients, respectively. The cordated uncertainty in the origindl zero curve, meant to ac-
rection is a linear function because position on the face of thecount for variations between the exoatmospheric scans used
Sun is linearly mapped to time. The derivative term is calcu-to create the zero curve and the resultingzero curve it-
lated using finite differences and a multiple linear regressionself. These minor variations between each exoatmospheric
technique is used to obtain the shift and stretch terms, whictscan are highly correlated with position on the solar disk, but
yield the correction to the edge times. have no discernible time dependency (i.e., they are not de-
The second case involves measurements in the atmosphetected and filtered by the time-dependért#tero correction).
whereT (z) can no longer be ignored. In this case, Eqg. (2) canlt is believed that these variations represent physical features
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Fig. 16. The effect of the shift and stretch (S&S) algorithm on Fig. 17. The normalization and fitting process for most iterations
1020 nm transmission during the first iteration for two separate(left) and the final iteration (right) of the algorithm. Black marks
SAGE Il events. The black marks/lines denote pre-S&S transmis-denote transmission values for each packet while the blue lines de-
sion (shifted to the left by 0.2 in transmission for ease of viewing) note the fitting process.

while the blue marks/lines denote post-S&S transmission. The shift

and stretch algorithm helps to remove a lot of the noise associated

with inaccurate edge times. 4.1 Basic procedures

in the Sun’'s photosphere (e.g., granulation) combined withT he viewing geometry of SAGE is such that at each tangent
the apparent rotation of the solar disk during the event, as opbeight the instrument looks through the atmosphere, itis also
posed to instrumental noise. These variations manifest thend90king through a slant-path column of air that incorporates
selves as low amplitude oscillatory patterns in high altitude@ll of the tangent heights above it. Accounting for refraction,
transmission (on the order of 0.1 %) that are periodic in al-2 triangular path-length matrix is computed. The slant-path
titude (due to their high correlation with surface features ontotal column at each tangent height, derived from a matrix
the Sun) and correlated between channels (Fig. 18). An exMultiplication of the path-length matrix and density profile,
tension of the time-dependehtzero algorithm to compen- is thus comprised of the sum of partial slant-path columns
sate for this effect is in development. Lastly, all slant-pathfrom all overlying 0.5km thick layers. This simple matrix

transmission profiles are converted to slant-path optical depti@Peration allows for an “onion peeling” process to be per-
profiles. formed later for inverting a species’ slant-path optical depth

profile to the species density profile.
The first step in the retrieval of vertical profiles of indi-
4 Vertical profiles of individual species vidual species is to account for and remove the contributions
of molecular (Rayleigh) scattering in all channels ang O
The inversion algorithm takes slant-path optical depth Pro-o, absorption in a subset of channels-O, cross-sections
files and, along with other data such &7 data, sepa- (crm® moleculel) are scaled with density and both-@;
rates them into species-specific slant-path optical depth proz,q Rayleigh effective cross-sections famolecule?) are
files before finally inverting them into vertical profiles 0O combined with the slant-path total column to convert to slant-
and NG number densities, 0 volume mixing ratio, and  path optical depths, which are then subtracted from each
aerosol extinction. While much of this follows the same ba- channel. The largest source of uncertainty in the retrieved
sic procedure described in Chu et al. (1989), there are somgyofiles of individual species comes from uncertainty in the
important differences between versions 6.2 and 7.0, SOM@ontripution from molecular scattering, which itself origi-
of which include more subtle aspects of the algorithm. As5tes from uncertainty in the temperature profile.
such, this section will generally review the entire inversion
process. The uncertainties throughout this process are propt.2 Species separation
agated from uncertainties in the neutral density and derived
transmission profiles. The species separation in SAGE Il is performed using five
of the seven channels simultaneously (1020, 600, 525, 452,
and 448 nm) and is separated into three altitude regions: alti-
tudes where some of the five channels are no longer available,
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Fig. 18. The plots on the left show the creation of arzero curve for both up (top) and down (bottom) scans. Eagkro curve (black

line) is created from multiple exoatmospheric scans (red marks). These plots are zoomed in on the center 20 % of the Sun scan to show
how there are both minor variations in intensity across the face of the Sun as well as some inherent uncertainty in the resulting value of
the I zero curve. The plots in the middle show normalized up (top) and down (bofta®@jo curves for each channel to show how these
spatial variations are strongly correlated across channels (channels 1-7 are discernible from outermost to innermost). It is very likely that this
variation is representative of physical variation on the Sun (e.g., solar granulation). The plot on the right shows high altitude transmission
for several channels. The repetitive oscillatory patterns that are strongly correlated between channels are the direct result of this unfiltered
physical variation. For now, this is not compensated for in the final transmission profiles but, as a new feature in version 7.0, is accounted for
in the uncertainty estimates.

altitudes in which all five channels are available, and alti- the unknowns. Most of the coefficients for this process (
tudes above which itis believed there is no aerosol extinctionc, andcs) are simply “1s” and “0s” (e.g., for channels 1,
These five channels are used because the poor quality of thg and 5), and those that are not are determined using an en-
386 nm channel prevents its use in the broad retrieval. Sigsemble of single mode log-normal size distributions of sul-
nificant absorption by water vapor occurs only in the 940 nmfate aerosol at stratospheric temperatures, though, in practice,
channel and is inverted in a separate process. composition is of secondary importance. The ensemble of
The first step is to find the highest extent to which onelog-normal size distributions spans the observed wavelength-
of the five channels is not available (i.e., no valid or non-fill dependence of the aerosol spectra and is used to estimate the
data) and begin just above that. The residual slant-path optirelative dependence of extinction in channels 3 and 6 as a
cal depth (hereafter abbreviated as OD) in each channel corfunction of the values in channels 1, 4, and 5. The ensem-
sists of contributions from § NO,, and aerosol, though at ble consists of a large range of mode radii and widths that
longer wavelengths (particularly 1020 nm) the contribution effectively span the observed relationships of the dependent
from gas species absorption becomes vanishingly small. Aand independent aerosol channels. Ultimately this is simply
this point we have measurements with seven unknowgs: O a means of interpolating between nominal aerosol channels
NO,, and aerosol at each wavelength. We solve this set o&s, given the log-normal ensemble extinction estimates at
equations using a least-squares solution where we approxit020, 525, and 452 nm, the range of values possible at 600
mate the aerosol contribution at 600 and 448 nm as the lineaor 448 nm is small. Using simple linear processes, the coeffi-
combination of aerosol at 1020, 525, and 452 nm. The full setients that relate the dependent extinction values to the three
of species separation equations to be solved can be expresseaiependent extinction values are robust, and residuals of the

as fit provide at least some information regarding uncertainty in
005 (Ai) clearing aerosol from each channel.
c1(A;) ODper (A1) + ODgj; (A3) + ¢2 (A;) ODaer (14) Once @G and NG ODs are determined, their relative con-
003 (A3) - .
ono, (A1) tributions in the 940 and 386 nm channels can be removed
+c3(X;) ODper (A5) + 2-—"-ODno, (A5) = OD(%;) and aerosol OD in the 386 nm channel is retrieved as a resid-

INO; (45) ual. Aerosol OD in the water vapor channel is calculated

wherei = {1, 3,4,5, 6} is the channel numbes;(%;) is the  from the 525 and 1020 nm aerosol values, using separate
effective cross-section of the stated species at the given chanveighting coefficients determined from the use of the 525
nel, OD ) is the slant-path optical depth of the stated chan-to 1020 aerosol OD ratio. Once the aerosol contribution in
nel, and the channel specific aeroso, @d NGQ ODs are  the water vapor channel is determined, the actual water vapor
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OD is calculated as aresidual. This process separates the va:2 has a “no aerosol” retrieval, at altitudes near and above
ious species from lower altitudes (typically in the middle to 40km, the 525 to 1020 aerosol OD ratio can begin to vary
upper troposphere) up to some maximum altitude (typicallywildly through non-physical numbers. This has a detrimental
set to 75km). effect on the second iteration retrievals, producing extremely
While this retrieval works very well, it typically suffers “noisy” data above 35km. In version 7.0, once the retrieved
from attempting to retrieve species at higher altitudes whereaerosol OD in each channel drops below a predetermined
extinction values are near detection limits and noise becomethreshold, a nonlinear least squares fit is made to the data
the dominant signal. This noise is a carryover of the channelin the form of an exponential decay curve. Above the alti-
correlated solar structure noise first discussed in Sect. 3.@ude where these fits drop below the amplitude of the noise,
which does not dampen at higher altitudes. Much of thisthe fits are used for the 525 to 1020 ratio instead of the ac-
noise ends up being interpreted by the algorithm as aerosdlual data. The second iteration retrievals then have far more
and detrimentally affects the simultaneous retrieval of allrealistic weighting coefficients to work from.
species. To compensate for this in version 6.2, a separate re- While the use of fits to determine the 525 to 1020 ratio
trieval scheme was used that uses only 4 channels (600, 528pes improve the quality of the 5-channel retrievals, partic-
452, and 448 nm) and assumes that no aerosol is present tdarly above 35km, it can still suffer from the same limi-
calculate @ OD in the 600 nm channel and NA@D in the tations that necessitated the use of a “no aerosol” retrieval
448 nm channel. Water vapor was again treated as a residuabove 40 km, namely the fact that the aerosol ODs at higher
in the 940 nm channel. In lieu of more adaptive methods, thisaltitudes can still become non-physical and detrimentally af-
process began at 40 km up to some maximum altitude (typfect the simultaneous retrieval of all species. Typically this is
ically 75 km). Thereafter, the 5-channel retrieval was transi-a byproduct of retrieved non-physical aerosol OD values in
tioned into the “no aerosol” retrieval between 40 and 45 km.the shorter wavelengths at higher altitudes detrimentally im-
The version 7.0 algorithm utilizes the data to determine howpacting the retrieved values in longer wavelengths. This had
to transition into regions where the inclusion of aerosol in the tendency (in version 6.2) to result i @d NG values
the retrieval is no longer necessary, the methods of which ar¢hat were biased high at altitudes abevd0 km. To compen-
outlined later in this section. sate for this, in version 7.00, the algorithm looks only at the
For altitudes below the 5-channel retrieval, there is no600 nm channel to retrieve ozone in these altitude regimes.
longer valid data in the 448 nm channel and thus;M@n- ~ When the fit to the 600 nm aerosol OD drops below a cer-
not be simultaneously retrieved. Instead, thesNBID profile tain threshold, the algorithm subtracts out the fit (which is
from the 5-channel retrieval is inverted to get extinction val- generally below the “noise level”) and inverts only the re-
ues and the algorithm reconstructs ODs at lower altitudes bynaining 600 nm OD to retrieve ozone. A more adaptive al-
assuming the N®mixing ratio is zero. The OD contribu- gorithm is being developed for retrieving N@t higher al-
tion from NG, at lower altitudes is then removed from all titudes though, for now, the high bias persists from version
channels. With N@ removed, the algorithm begins work- 6.2.
ing from the bottom of the 5-channel retrieval and moves The water vapor retrieval has benefited greatly from the
down. It first uses a 4-channel retrieval (1020, 600, 525, anduse of fits to the aerosol optical depths to determine the 525 to
452 nm) so long as there is valid data and then transitions to 4020 ratio. In version 6.2, once either the 525 or 1020 aerosol
3-channel retrieval (1020, 600, and 525 nm) when necessargontribution became negative, the algorithm assumed there
The main retrieval algorithm stops if there is no longer anywas no longer any aerosol contribution above that altitude in
valid data in any of these three channels. Aerosol extinctiorthe water vapor channel (mainly because the weighting coef-
in the 1020 nm channel is thereafter retrieved until no furtherficients could not be determined from a negative ratio). How-
data exists. These data are then used to estimate the contever, it is possible, due to noise, for the aerosol contribution
bution of aerosol in the 940 nm channel so that water vapoto become negative but then become some non-negligible
can again be calculated as a residual. positive number again. This should have manifested itself as
This entire process goes through two iterations. The firstnoise in the data, but was instead being artificially removed.
iteration uses a default set of weighting coefficients to de-By using the fits to the aerosols to determine the 525 to 1020
termine the contribution of aerosol at 600 and 448 nm. Inratio, weighting coefficients could be applied to the real data
the second iteration, we use the measured 525 to 1020 nrfbe it positive or negative) through the entire retrieval range.
aerosol extinction ratio to select sets of coefficients deter-This has benefited the retrieval greatly as, after the removal
mined using the fits to the ensemble of aerosol spectra foof O3 and NQ, the aerosol contribution to the water vapor
values around the observed value. This accounts for a smatthannel can still be a significant fraction of the remaining
degree of nonlinearity observed in the fits to 600 and 448 nnsignal in some cases.
aerosol extinction. In reality, this is a distinctly second order
correction but seems to reduce the sensitivity of the quality of
the ozone data product to aerosol, particularly when aerosol
levels are high. However, for the same reasons that version
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SAGE Il version 4.0, due to uncertainty of the quality of the
relative spectroscopy used between the water vapor channel
and the 600 nm channel, with beneficial results (Wang et al.,
2006). For the same reason, this feature has also been turned
off in SAGE Il version 7.0. It is important to note, however,
that this has not completely corrected the low bias in SAGE Il

V1o S

tropospheric ozone data.

Once the algorithm has run through both species separa-
tion iterations, it has produced vertical water vapor volume
mixing ratio and NQ number density profiles. All that re-
mains is to invert the @and various aerosol slant-path col-
umn optical depth profiles into vertical extinction profiles.
As with NOy, the G vertical extinction profile is then con-
verted to a vertical number density profile by simply divid-
ing by the effective cross-section. The inversion technique
used in version 7.0 is different from that used in version
6.2, which utilized Twomey’s modification of Chahine’s al-

Fig. 19. Coincident event mean water vapor mixing ratio profiles 9orithm (Chahine, 1972; Twomey, 1975) to retrieve extinc-
between SAGE Il (blue) and SAGE Il (black) (v6.2 left and v7.0 tion values and a simple onion-peeling technique to retrieve
right). In v6.2, SAGE Il water vapor mixing ratio profiles ap- uncertainty estimates. The Twomey—Chahine algorithm was
proached asymptote towards large values near the top of the refound to have several undesirable behaviors. It would not al-
trieval, a trait that SAGE Il v4.0 also exhibits. In v7.0, this has been |ow negative values and therefore introduced a positive bias
corrected. The overall change in bias between v6.2 and v7.0 comefy, regions of the density (extinction) profile where the signal-
from a change in ozone spectroscopy and a modification of the wayg_nojse ratio was small, typically at the higher altitude end
te.r vapor channel filter response towards results in better agreeme%tr the retrieved profile. It also systematically approached the
with SAGE IIl and Aura MLS. . . .

solution from one direction and stopped once the tolerance
criterion was met, producing another form of bias as a result.
Lastly, its use introduced discontinuities in the profile when
the slant-path extinction fell below a preset value and verti-
cal smoothing was activated. Given the high quality of the
After species separation, water vapor is the first retrievedSAGE Il version 7.0 transmission profiles and the algorith-
species. The slant-path optical depth data are first convertenhic limitations of the Twomey—Chahine inversion method, it
to extinction and then smoothed to help mitigate noise in thewas replaced entirely with onion-peeling in version 7.0.
weak signal. The algorithm to retrieve water vapor mixing Lastly, with all primary data products computed, the
ratio remains mostly unchanged from Chu et al. (1993) withaerosol extinction in the 525 and 1020nm channels are
one small exception. Originally the process began at 50 kmmused to compute some physical parameters to characterize
and worked down. The algorithm requires a small range of al-aerosol at each altitude. The methods outlined in Thomason
titude at the top of the retrieval process to establish the abunet al. (2008) are used to determine the effective radius and
dance and scale height of the®l profile as a boundary con- surface area density of aerosol particles.
dition. Improvements in the version 7.0 transmission allow
the starting altitude to be moved up to 60 km. This, combined
with the aforementioned aerosol fit method, has greatly im-5 Results of version 7.0
proved the water vapor product above 40 km. In version 6.2,
water vapor mixing ratio profiles would suffer from a char- This paper describes the SAGE Il version 6.2 and version
acteristic “hook” towards unrealistically large values nearing 7.0 algorithms. Prior versions of SAGE |l data products have
50 km. This can also be seen in SAGE Ill version 4.0 waterpeen well validated (e.g., Wang et al., 2002) and included
vapor mixing ratio profiles. With these modifications to the in numerous international assessments (e.g., WMO, 2011).
retrieval, this “hook” has been removed (Fig. 19). Several of the version 7.0 changes affect the quality of these

Prior to version 7.0, once water vapor was retrieved at thedata products and a brief assessment of the differences seen

end of the first iteration, its contribution to the 600 nm chan-in the version 7.0 data products follows.
nel was removed and the second iteration began. This had
an inconsequential impact on ozone above the hygropaus&.1 Event comparisons
However, below the hygropause, SAGE Il ozone retrievals
have consistently been biased low when compared with otheFigure 20 shows several comparison plots of ozone. The
data (Wang et al., 2002). This feature was turned off inchanges in ozone from version 6.2 to version 7.0 come

/SAGE 2— |
/| /SAGE 3—

30¢ 30

Altitude (km)
Altitude (km)

20t 20

1 10 1 1 1 1
10 12 2 4 6 8 10 12
Water Vapor Mixing Ratio (ppm)

10 1 1 1
2 4 6 8
Water Vapor Mixing Ratio (ppm)

4.3 Inversion
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almost entirely from the change in spectroscopy, resulting in V7.0 vs. v6.2 SAGE Il vs. SAGE Il SAGE Il vs. SAGE I
a nearly uniform decrease in concentrationaf.5 % in the g, iouol Bvents ., 208 Events B =0 EVETS
stratosphere. The magnitude of the offset increases to abou [y} -~ : :

2% above 40 km due to the removal of the “no aerosol” 50 50f

method of retrieval. The large increase in ozone below 10km _
is a result of the removal of the water vapor correction to £
ozone. The difference between the mean and median belovw§30
20 km is a result of using onion-peeling for inversion instead 2
of Twomey—Chahine, as the outliers in version 6.2 were bi- < 20}
ased positive whereas in version 7.0 they can take on nega
tive values, though overall the same number of outliers exist. ;
While the changes move SAGE Il ozone values further from ¢ bzizic ; ; o I
SAGE Il concentrations by about 1.5% despite using the '%0 D};gr(;nﬁ (%3)0 030 ,\',,Lod?a,: % %0 -0 Q;’d?a;‘g %0
same spectroscopy, the changes in the retrieval method mak ’ Difference (%) Difference (%)
the offset vary less with altitude.
Given the diurnal nature of N&sunrise and sunset events Fig- 20. Comparison plots of ozone. The panel on the left shows
are compared separately. Figure 21, left and middle panels?f‘r?ei” V;é?O':C')rI‘L,‘r?t;’gj;‘r’]:::”f;"ne]”tfé el\ﬁ‘;'”:t'”gr:gte tt')':zfert'%‘:]
. . | u | u uptuon.
S-hOW comparison pIots.for sunset and sunrise; N@spec- The ot;llgr two panels show SAGE Il v4.0 minus SAGE Il v6.2pand
:Ir\;etilzhtzjl;esltjzsc::talr:lg@eﬁalg jfoe;pt)reodscbc;p)g Te overall concenyz o (middle and right, respectively) over their coincident events.

0% |r_1 the r_md- The comparison of each of SAGE lII's main ozone data products is
stratosphere. The large decrease below 20km is again a rgnown. MLR ozone (retrieved by a multiple linear regression tech-
sult of using onion-peeling instead of Twomey—Chahine for nique) is represented in blue while aerosol ozone (retrieved in a
inversion. As previously mentioned, sunset N@lues are  fashion similar to SAGE Il) is represented in red.
biased high above 40 km and an algorithm to better retrieve
NO; at these higher altitudes is in development. Net changes
in sunrise NQ are an amalgamation of changes made in(SAD) and effective radiusRes) from the technique out-
transmission, spectroscopy, species separation, and invelined in Thomason et al. (1997) to a more robust method
sion. Sunrise N@remains somewhat of a research productdeveloped in Thomason et al. (2008). Since there is some
as quantifying the impact on sunrise N@ata quality isham-  concern about the newer technique’s performance at low 525
pered by the fact that insufficient high quality sunrise NO to 1020 nm aerosol extinction coefficient levels, the new op-
measurements exist for comparison during the time periocerational method transitions from the 2008 method for ratios
where SAGE Il measured sunrise N@ll comparisons with  above 2.0 to the old method for ratios below 1.5 with a linear
SAGE lll are sunset events due to power problems late in themix in between. As a result, aerosol products do not change
mission, forcing operation at half duty cycle). Looking at the significantly during the post-Pinatubo period but change sub-
sunset/sunrise Nfratio, however, reveals that the data are stantially during the clean period, particularly after 1998. The
more consistent in the mid-stratosphere in version 7.0 tharthange in this period can be seen in Fig. 23 where the SAD
in version 6.2 (Fig. 21 right panel). has increased by 50 % throughout the lower stratosphere and
While no changes have been made to the retrieval ofthe Resf has decreased by about 10 %.
aerosol extinction in version 7.0 specifically, the data in The process of retrieving water vapor and the impact on
various channels are impacted by the changes made to thaata quality has been discussed throughout this paper. As
spectroscopy and the technique used for inversion (Fig. 22)mentioned in Sect. 2.4, the water vapor channel filter spectral
As a result of using onion-peeling instead of Twomey- location was shifted a total ef12.7 nm and the FWHM was
Chahine for inversion, aerosol extinction tends to decreaséncreased by 15 % from the original location. This filter lo-
more quickly at higher altitudes, as opposed to asymptotcation was determined by comparing SAGE Il and SAGE llI
ing to some positive non-zero value as in previous versionswater vapor data, albeit prior to the inclusion of the use of
The overall data quality through the mid-stratosphere has reMERRA meteorological data in the retrieval. We have since
mained mostly unchanged for aerosol extinction in the 1020revisited this problem and come to the conclusion that, in
and 385 nm channels. The change in spectroscopy has hatidition to the drift of the water vapor channel filter spec-
a large impact on the comparisons between SAGE Il andral response, the relative ozone spectroscopy used to remove
SAGE Il aerosol extinction in the 525 and 452 nm chan- ozone from the water vapor channel may be incorrect. The
nels. SAGE Il version 7.0 aerosol extinction at 525nm is reasoning behind this is illustrated in several plots shown
in much better agreement with SAGE Il version 4.0 asin Fig. 24. During the course of determining the best loca-
compared to SAGE Il version 6.2, whereas the opposite idion to move the water vapor channel spectral response, it
true for aerosol extinction at 452 nm. We have transitionedwas noted that very good agreement could be reached in al-
the aerosol derived products including surface area densityitude regions of low ozone without adjusting the FWHM
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dle show SAGE Il v7.0 sunset and sunrise )N@espectively, mi- ) . o
ATesp y Fig. 22. Comparison plots of aerosol extinction. The panel on the

nus SAGE Il v6.2 sunset and sunrise §Qespectively, for all left sh SAGE 11 V7.0 mi 6.2 for all The ofh
events, excluding the time period of heavy aerosol interference '™ SNOWS v7.0 minus v6.2 for all events. The other two

from the Mount Pinatubo eruption. The plot on the right shows the page!s;how SAG,E ||” v4.0 mr:”!ls SAGE Il v6.2 and v7.0 (middle
mean NQ sunset over sunrise ratio for all events (again excluding and right, respectively) over their coincident events.
Pinatubo) in the tropics for v6.2 (black) and v7.0 (blue). Results are

similar in other latitude bands. v7.0 vs. v6.2 (42097 Events) v7.0 vs. v6.2 (42097 Events)
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of the channel. However, removing the remaining “ozone- 39 £
like” signal from water vapor required nearly doubling the : %
FWHM of the channel. It is well understood that some level = 30p i = 30 &
of uncertainty exists in laboratory experiments to retrieve < <
temperature-dependent ozone absorption cross-sections, pag 25! ; S 25l !
) . ) ) 2 2 \
ticularly in the Wulf bands (Bogumil et al., 2003). Since 2 2

the release of the SCIAMACHY V3 ozone cross-section

~1 Yy S i N

\ 20} 20} 5
database, several other ozone cross-section databases ha ¥ >
been released that show significant changes in the Wulf
bands relative to the Chappius (e.g., Chehade et al., 2013 15 1 1= 1>
Serdyuchenko et al., 2011). While we are hesitant to adopt ; ’:I
a new cross-section database until it has been validated 1066”'-“1]66"'“8 ----- 486500 100aferr L Lo as Tt

) 2 -40 20 020 40

SAGE Il data suggests that the relative 0zone spectroscopy Aer. Surf. Area Dens. Difference (%) Aer. Eff. Rad. Difference (%)

in the SCIAMACHY V3 database could be off by on the or- ) ,

der of 10 %. We have identified many possible combinations?g'lzft' Cr?mpagzcngll?ts of aelrosolfderlved p;oduqts._Th(e?%ane_l on

of changing both the filter location and the relative ozone!® €t shows aerosol surface area density in v7.0 minus

spectroscopy in order to minimize differences with SAGE Il v6.2 for all events after and including 1998. The panel on the right
P shows SAGE Il aerosol effective radius in v7.0 minus v6.2 for all

water vapor. However, any change to the 0zone spectroscopy,ants after and including 1998.

creates a coupled problem when comparisons are made with

SAGE lIl water vapor, as the same spectroscopy would have

to be adopted by SAGE Ill as well. As it currently stands, the |atitude gridding or monthly means). The purpose of this fit

water vapor product in SAGE Il version 7.0 is in much bet- was for the creation of climatologies, but has revealed some
ter agreement with SAGE |1l version 4.0 than was SAGE Il interesting data quality impacts between versions 6.2 and 7.0.
version 6.2. However, we are still not satisfied with the resultSince the content of this paper focuses on the residuals of the

and this issue remains a topic of further study. fit rather than the fits themselves, we will only briefly outline
) . _ the fitting process.
5.2 Time series analysis The fitting process begins by applying a modification of

the Wang et al. (2002) filtering criteria to each event and then
Herein we present a new way of fitting SAGE Il data for use taking daily (zonal) means of collocated events. The follow-
with time series analysis; namely, we fit the entirety of the ing functional form is then regressed to all of the data:
data at a single altitude simultaneously using the dates and

latitudes of the measurements as they were made (i.e., ng(0,t) = ©(6)T(¢) (6)
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Fig. 24. Left — SAGE Ill and SAGE Il mean water vapor mixing 1985 1990 1995 2000 2005

ratio profiles over all coincident events after shifting the water va-
por channel center wavelengt12.0 nm. Right — SAGE Il mi-

nus SAGE Il water vapor comparison over coincident events af-
ter adjusting the water vapor channel in various ways: A — ce

Fig. 25. Results of the new fitting routine on SAGE lls@lata at
40 km. The data points include all data betwe&$%nd 5 N while
the fitis plotted at the Equator. The first two plots show the data and

n-,. . . .
fit for v6.2 and v7.0 prior to the lag-1 autocorrelation correction.

h [/ —

ter wavelength+12.0 nm, FWHM+509; B — center wavelength The third plot shows the data and fit after the correction for v7.0,

0 ) } o
+11.5nm, FWHM+40%, ozone effective cross-section in water though the same plot for v6.2 is nearly identical. The residuals as

vapor channel artificially decreased by 10%; C — center wavelength, ¢ vtion of time are not shown as there was no discernible trend
+11.3nm, FWHM+45 %, ozone cross-section database change ith time

to Serdyuchenko et al. (2011); D — center wavelengt2.7 nm,
FWHM +15 % (channel location prior to inclusion of MERRA in
SAGE Il v7.0).

wheren is the concentration of the given species (i.e3, O a result of smoothing applied above that altitude. Recall that
NO,, and H0), ®(0) is the functional form of the latitudi- version 6.2 employed a 2.5 km boxcar smoothing gfdata
nal dependence, ari€l(¢) is the functional form of the time above~ 50 km, while version 7.0 employs no smoothing to
dependence® (0) is simply a Fourier series (6 harmonics) Os data. The correlated residuals, or those that are removed
with the constraint of zero derivative at the pol&s:) con- from the lag-1 autocorrelation correction, exhibit similar be-
tains semiannual (3, 4, and 6 month terms), annual, quasihavior as the total residuals (Fig. 28). The correlated residu-
biennial oscillation (QBO) (Singapore wind proxy at 30 hPa als represent geophysical variability that is well sampled, but
and 50 hPa), solar cycle (11yr period terms), and equivanot well modeled. While the Singapore winds can be used
lent effective stratospheric chlorine (EESC) (Newman et al.,as a reasonable proxy for the QBO in the tropics, it is still
2007) (for fits to Q) terms as well as an additional piece- not exact and even less so at higher latitudes. The inability of
wise term to account for any potential diurnal variation in a the model to accurately represent the QBO can be seen as in-
species. Botl®(#) and T (¢) also contain a constant term, creased correlated (and total) residuals in regions where the
which collectively provide the constant for the fit. Residual model is less able to capture all of the geophysical variability
analysis is performed to omit any outliers with large influ- that is attributable to the QBO. In addition, since the model
ence on the data and a correction is made for lag-1 autocomttempts to fit all latitudes simultaneously, the deficiencies of
relation (Reinsel et al., 1981). This fit is performed for each using the proxy to model the QBO at higher latitudes will de-
altitude. Some examples of the fits themselves are illustratedract from the ability of the model to fit the QBO in the trop-
in Figs. 25 and 26. Two sets of plots are shown at low- andics. This effect is evident in Figs. 27 and 28. The uncorrelated
mid-latitudes to illustrate the robustness of the fit. residuals, or those that remain after the lag-1 autocorrelation
The absolute values of the residuals, hereafter simplycorrection, are, not surprisingly, similar between versions 6.2
stated as residuals, are examined throughout the fitting proand 7.0 (with the exception of the aforementioned smooth-
cess. Figure 27 illustrates the mean residuals of the fitsto O ing) and reveal the extent of combined instrumental and geo-
prior to the lag-1 autocorrelation correction for versions 6.2 physical noise in the data (Fig. 29). The uncertainties in the
and 7.0 (total residuals). It also shows the same data avemeasurements (dashed lines) mirror the shape of this noise
aged between 6 and 60 N. There is a clear reduction in and are slightly £ 1 %) lower than the observed residuals,
total residuals between 30 and 50 km from version 6.2 to verindicating that the uncertainty estimates are reasonable and
sion 7.0. The artifact in residuals in version 6.2 at 50 km isthat the zonally averaged, unresolved geophysical variability
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Fig. 27.Results of the fitting algorithm to £showing altitude and & relsu'.t of fthﬁ pre"'ous'ly d'3°”5§§d T'gfh bias in S“”ﬁei'N?)
latitude dependence of the mean absolute residual prior to the Iag-f‘na ysis of the uncorrelated residuals for sunsets shows be-

autocorrelation correction for both v6.2 and v7.0. The mean absolavior consistent with that of3i.e., version 6.2 and version
lute residual at each altitude is also shown. 7.0 are comparable, with mean uncertainties that mimic their

shapes at a smaller level and an implied geophysical vari-
ability of ~ 1 %) above 25 km and below the high bias in the
is on the order of 1 %. The uncorrelated residuals are slightlyversion 7.0 data. At altitudes below 25 km, version 7.0 has
higher in the tropics near 30 km, which is a result of geo- more noise than in version 6.2 as well as having large un-
physical variability that is not well sampled as opposed to acertainties. The cause of this behavior is a matter of further
localized region of increased noise. All told, version 7.0 dataresearch. A look at sunrise N@Fig. 31) reveals similar, al-
is more consistent, with less correlated noise and smaller tothough much less consistent, results as sunset [SOnrise
tal residuals than version 6.2, making the data more robust ttNO, shows consistent measurements only near the peak, but
work with for time series analysis. it is still a research product.

Figure 30 shows the same (hon-latitude dependent) plots Figure 32 shows the fitting results for water vapor. While
as @ for sunset NQ@. There is again a clear overall decrease the total residuals have decreased overall between version
in the total residuals in the mid-stratosphere. The artifact in6.2 and version 7.0, especially at higher altitudes thanks
version 6.2 at 40km is a result of the transition to a “no to changes in the retrieval, the behavior of the correlated
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residuals is not consistent with other species. Several pos-
sible causes exist to explain this behavior, though we believeaptured in the model and noise in the data that is correlated
the most likely explanation is a lingering interference from from day to day. Since the algorithm itself cannot produce
other species in the water vapor product. The uncertainties ircorrelated noise (without serious errors), any correlated noise
the water vapor measurements are much too high when conin the data must be a result of correlated noise in the input
pared to the uncorrelated residuals at lower altitudes (therelata, namely the ephemeris and meteorological data. While
is a transition to additional smoothing above 25 km), whichthe possibility of correlated noise in the ephemeris data it-
may be the result of the inclusion of an aerosol clearing un-self exists (Buglia, 1989), the manner in which the algorithm
certainty into the water vapor uncertainty. The aerosol uncerprocesses ephemeris data and the fact that ephemeris data is
tainty manifests itself as a bias rather than increased randorhighly correlated from day to day can affect the correlated
noise. As previously mentioned, we are still not satisfied withnoise in the processed ephemeris data. As such, version 6.2
the result and plan on addressing these issues in a future relid have a source of correlated ephemeris noise. The alti-
vision. tude registration offset caused by improper ephemeris calcu-
With the exception of some unusual behavior in water va-lations (outlined in Sect. 2.1 and shown in Fig. 2) would be
por, the total residuals of retrieved species have decreasddterpreted as a source of correlated noise in the processed
from version 6.2 to version 7.0, partly as a result of improve-ephemeris data. Since the solar ephemeris calculations in
ments to the algorithm and partly as a result of decreasedersion 7.0 are more accurate, this correlated noise in the
correlated residuals. Since the correlated residuals are the r@rocessed ephemeris data has been reduced. The meteoro-
sult of the lag-1 autocorrelation, and the data has been corlogical input data also have some amount of correlated noise.
solidated into daily means, the correlated residuals repreFigure 33 illustrates the same residual analysis for the neutral
sent a combination of daily geophysical variability that is not density that comes from the meteorological data. While the

Atmos. Meas. Tech., 6, 3538561, 2013 www.atmos-meas-tech.net/6/3539/2013/



R. P. Damadeo et al.: SAGE version 7.0 algorithm: application to SAGE Il 3559

overall level of correlated noise is small, there is a clear re-aerosol extinction in the 525 and 452 nm channels. While
duction in correlated noise abowve35 km in version 7.0. Re- 1020 nm aerosol has remained consistent, 525 nm aerosol
call from Sect. 2.2 that, in version 6.2, operational model datais now in better agreement with SAGE |Il, though 452 nm
provided by NCEP were used between 10 mbar and 0.4 mbasierosol is now much smaller than before. Use of aerosol in
(~30-50km) and have been shown to be potentially inconthe 385 nm channel continues to be discouraged due to un-
sistent and problematic. This explains the separation of th&nown issues with that channel. The aerosol derived prod-
correlated residuals between versions 6.2 and 7.0 and thects have been updated, with surface area density increasing
subsequent convergence as both algorithms eventually retutoy 50 % during clean periods and effective radius decreasing
to the use of GRAM-95 data at higher altitudes. The reduc-by 10 % compared to version 6.2.
tion of both of these sources of correlated input data resultin  Water vapor continues to be a work in progress. Many
the subsequent reduction of correlated noise in the retrievedhanges have been made to the version 7.0 algorithm to im-
species. prove the quality of the water vapor data product, though
several sources of uncertainty remain that require additional
work. Most notably is the presence of lingering signatures
6 Conclusions from other interfering species. While potential solutions are
currently being investigated, we did not want to hold back the
Version 7.0 of the SAGE Il processing algorithm has beenrelease of the significant improvements made to theal
detailed and discussed and the changes made between vexerosol products. That having been said, the SAGE Il version
sion 6.2 and version 7.0 have been explained. Some of th&.0 water vapor data product is now in much better agreement
changes from version 6.2 to version 7.0 that have had thevith more modern data sets and shows significant improve-
greatest impacts on the data include corrections to solament above 40 km compared to previous versions, though we
ephemeris processing to remove a quasi-random altitude reggtill strongly caution the use of this data for trend studies.
istration offset, migration from NCEP ancillary meteorolog-
ical data to MERRA, adaptation of updateds @nd NQ
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