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Abstract. Differential Optical Absorption Spectroscopy  The DOAS approach can be formulated in terms of optical
(DOAS) is a widely used method to quantify atmospheric depth (OD)r as

trace gases from spectroscopic measurements. While DOAS

can, in principal, be described by a linear equation systemy . | I_ _Zsl.(,i +P (1)
usually nonlinearities occur, in particular as a consequence Io

of spectral misalignments.

Here we propose to linearise the effects of a spectral shi
by including a “shift spectrum”, which is the first term of
a Taylor expansion, as pseudo-absorber in the DOAS fit
The effects of a spectral stretch are considered as addition
wavelength-dependent shifts.

Solving the DOAS equation system linearly has several
advantages: the solution is unique, the algorithm is robust
and it is very fast. The latter might be particularly impor-
tant for measurements with high data rates, like for upcomin
satellite missions.

compareRichter and Wagner2011, Eq. 2.10)./ denotes
he measured intensity is the “reference spectrum”, mean-
ing either the intensity of an artificial light source (active
OAS), the solar irradiance (satellite DOAS), or even a spec-
um of scattered sun light (MAX-DOAS) (see Sect. 2).
is the wavelength-dependent absorption cross-section of the
ith relevant trace gas, angd is the respective slant column
tensity (SCD), i.e., the concentration integrated along the ef-
fective light path.P is a closure polynomial which accounts
%or broad-band wavelength dependencies of Rayleigh or Mie
scattering, surface reflectance, etc.
Note that besides molecular absorptions, further phe-
nomena can affect the spectral structures of the OD, as,
1 Introduction for instance, the so-called “Ring effectS¢lomon et al.

) ) ) ) 1987, caused by inelastic Raman scattering. In practice,
Differential Optical Absorption Spectroscopy (DOA®)&  \ch spectral structures are often accounted for by intro-

1999 is an established method for the analysis of atmo'ducing additional “pseudo-absorbers” like a “Ring spec-
spheric composition. Based on the Beer-Lambert law, and; (Solomon et al. 1987 Chance and Spurr1997).
making use of the characteristic absorption features of varigiher common pseudo-absorbers are an “undersampling
ous trace gases in the UV/vis spectral range, several imporgpectrym” to account for the effects of spectral undersam-
tant trace gases, like ozoneq)or nitrog'en dioxidg (N@), pling (Chance 1998 Slijkhuis et al, 1999, or the in-

can be quantified. For a comprehensive description of th e s jrradiance, to account for an additive stray-light offset
DOAS method and its application, see eRjatt(1994; Platt  (Noxon et al, 1979. Mathematically, such pseudo-absorbers
and Stut1200§; Richter and Wagne2011), and references e the same functionality as the cross-sections in the fit-

therein. ting procedure, while physical meaning and units of the fit
coefficients are different.
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662 S. Beirle et al.: Linearised shift and stretch in DOAS

For measured spectra dfand I, Eqg. (1) results in a sys- and of BrO in the UV, in Sect4. In Sect.5, we discuss
tem of N linear equations witli unknowns, whereV isthe  various aspects of our approach and sum up our findings
number of detector pixels in the considered wavelength rangén the conclusions.
and M is the sum of (pseudo-)absorbers and polynomial co-
efficients. If overdetermined\( > M), this system can eas- o . ) .
ily be solved by simple Matrix operations, e.g., by calculat- 2 DOAS applications and their typical shifts
ing the pseudo-inverse, which is mathematically equivalen
to a least-squares minimisatiowilliams, 1990.

However, if spectral misalignments occur, i.e., if the wave-
lengths assigned to the detector pixels do not match for
Ip, or the involved cross-sections, the SCDs resulting from . .

. ; : : wavelength allocation of the detector, like contrac-
a linear algorithm are systematically bias&iutz and Platt . .

S . _tion/expansion due to temperature changes, or the Doppler

1996. Such spectral misalignments could be caused by in- ) 2
: effect for moving spectrometers. In addition, other effects

accurate reference cross-sectiepstemperature changes of (like interfering temperature effects on grating, dark current
the spectrometer/{, instabilities of the light sourcel{, for g P 9 9 ’

active DOAS), etc. Sectio® lists typical shifts for different and gain), mlgh'g cause spectral s_tructures S|m|!ar to _those
0 of a spectral misalignment. In this study, we investigate
DOAS applications.

. o how far the effects of spectral misalignments can be lin-
To account for such spectral misalignments, it is com-

mon practice to allow for a spectral shift and stretch/squeezee arised. For this, the actual cause of the (physical or virtual)

as additional free parameters within the DOAS analysis.mIsal'gnment Is not relevant,

. . L Typical misalignments are small (e.g., about 0.01nm)
This approach can reduce systematic errors significantly, but ;

. I : 2' ““compared to the measured spectral structures, which are
with these additional parameters, the system is not linea

r . :
any more. The solution (or simply “fit” hereafter) requires determined by the detector resolution (e.g., about 0.55nm

non-linear least square minimisation algorithms, like the it- FWHM for OMI). Nevertheless, they can impair the DOAS

erative Gauss-Newton or Levenberg-Marquardt aIgorithmsremeval of trace gases if being ignored (see Sect. 4).

(M_arquardt 19_63. Compa_red to the simple and_ uniqu_e SO- 21 Active DOAS

lution of the linear equation system, the non-linear fit has

several disadvantages: For an active DOAS system, an artificial light source,
like a Xenon arc lamp, or, recently, also a LED, is
used. The effects of spectral misalignments depend on
the high-frequency structures of the lamp spectrum, which
are usually rather small compared to the Fraunhofer lines
in solar spectra.

Spectral shifts for active DOAS systems can be caused, for
example, by temperature drifts of the spectrometer or insta-
— In a non-linear system, local minima can exist. Conse-bilities of the light source, and can reach values-@.02nm.

quently, the fit results can depend on the initial valuesComputational costs, however, are generally not critical for

of the state vector, and the fit might even diverge for anactive DOAS measurements, due to the limited data sets.
offside initial state vector. Thus, we focus on passive DOAS applications in this study.

tHere we shortly summarise different DOAS applications in-
sofar as related to this study. For details see ®lgtt and
Stutz(2008.

Various effects could physically affect the pixel-

— It is considerably slower, as it requires the calculation
of partial derivatives for all parameters in each iteration
step.

— Itis not unique and the fit results depend on the prede
fined termination criteria.

The aspect of speed might become particularly relevan2.2 Passive DOAS applications
for future satellite missions like TROPOMVéefkind et al,

2012 with high data rates~ 12GB per orbit, or some Passive DOAS set-ups use the sun as light source. Thus, the
hundred spectra per second). measured spectra of scattered sunlight are usually dominated
Here we propose a linearisation scheme to account foPYy Fraunhofer lines. This allows one to create a calibrated

spectral misalignments (shift and stretch) betwgemd /o, set of references, consisting of the reference spectiym
similar to the approach used Rozanov et al(2011). the absorption cross-sections, and the pseudo-absorbers. This
After a short summary of DOAS applications and their calibration involves the following steps, which can be easily
typical spectral misalignments (Se@), we investigate the realised by DOAS software platforms as DOASKrdus
spectral patterns caused by a shift or stretch by performing?009 or WinDOAS (Fayt and van Roozenda&001):
a Taylor expansion of. In first order, the linear term can be
simply added as pseudo-absorber to the DOAS Bgwhile
maintaining its linearity (SecB). The accuracy and perfor-
mance of our proposed linearisation are investigated exem- — Iy is calibrated (i.e., the wavelength-pixel alloca-
plarily for the retrieval of NQ in the blue spectral range, tion is determined) by means of a well-calibrated,

— Areference spectrury (measured by the spectrometer)
is chosen.
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high-resolution solar spectrum (e.Ghance and Ku- 3 Method

rucz, 2010, making use of the dominant Fraunhofer

lines. Based on Eq.1), the DOAS fit is equivalent to a simple lin-
The instrument spectral response function (ISRF) has tc¢ar equation system, as long as spectral alignment is given.
be known; if necessary, a parameterised (e.g., Gaussiartjere, we investigate the spectral structures caused by a spec-

ISRF can be fitted during calibration by e.g., DOASIS tral misalignment betweed and /o, and derive pseudo-
or WinDOAS. absorbers which account for these effects in first (linear) or-

der. A potential misalignment of a cross-sectigncan not

— According to this calibration, laboratory absorption pe linearised in analogous form, as shown in Appendix A.
cross-sections are convolved and interpolated on the

spectrometer’s pixel grid. 3.1 Spectral shift

- Pseydo-absorperS, in particular the Ring spectrum andy investigate the effects of a spectral shift, i.e., a simple off-
the inverse £ in order to account for stray light, are set of A2 in the wavelength-pixel allocation betweérand
derived from/o. Io, we reformulate Eq.1) as

2.2.1 Zenith-sky DOAS In(I) — In(lp) = ZSiUi +P. 2)

Zenith-sky measurements from ground-based spectrometers | the cross-sections; and /o are spectrally calibrated on
provide time series of (mostly stratospheric) trace gases. Theye detector’s grid (see Se@), but I is shifted byAx, ar-

solar reference is typically taken from noon-time measure-ificia| spectral structures are created which can be approxi-
ments (Note that this is not a real solar spectrum, but is alypated by a Taylor expansion:

ready affected by atmospheric absorption. The fitted SCDs
are, thus, differential SCDs with respect ™). If Iyis used NI+ AL = In(I(h Eln TON AL+ O2
for a time-series of several days to months, typical shifts are (TG A%)) AN+ di (TA)AL+OE@)

i ' 1
of the order of 0.001 up to 0.01 nm, respectively. If daily solar — 1IN () + EI(A)A)L +O@)

references are used, typical shifts are general®y002 nm. I()) da
I'(x
2.2.2 MAX-DOAS =In(I(V) + I((A)) AL+ 0(2)
Multi-Axis (MAX) DOAS measurements provide additional ~ In(1 (1)) + AshitAr 3)

information on surface-near vertical trace gas profiles (e.g.o(z) denotes second and higher order terms. The errors in-

Hkb hninger et a|.2(?[Q4 Wa%neret ?1'201]3)' Usualllé/ azelmt: troduced by the linearisation are quantified by the second
sky measurement is used as solar referenck, i§ applie term of the Taylor expansion below.

g; ?hgrgzifréefsoog Oszezgrglodlag; t(:ergogéz\sléfypll;szl _slhn‘tslare Thus, a spectral shith A of I causes, in first order, a spec-
’ ' €SP y. I dally SOar .| structure which is proportional to

references are used, or even a sepakgfer each elevation

angle sequence, shifts are generall9.002 nm. 'O

Ashitt 1= o

(4)

2.2.3 Satellite observations

This “shift-spectrum”Aspit, i.e., the derivative of I (1)),

Several spectrometers with moderate spectral resolution arg_ '\ be included as pseudo-absorber to the equation sys-
in orbit, e.g., GOME, SCIAMACHY, GOME-2, or OMI, tem, while maintaining its linearity. The respective fit coef-

providing global information on var?ous atmospheric trace oiant directly yields the shifi\x. A similar approach was
gases (e.gWagner et al. 2008 Martin, 2008. Direct SO used inRozanov et al(2011 Eq. 20) for the retrieval of BrO
lar measurements are taken by these spectrometers typ'caLB/rofiles from SCIAMACHY limb measurements

once _per_day. Due to the h_igh speed of the satellites_, SPEC™ \we illustrate the effect of a spectral shift érior a simple
tral misalignments are dominated by the Doppler-effétit (., ssian absorption bandiat

jkhuis et al, 1999, which causes shifts of about 0.01 nm for

A =440nm between the earth-shine measurements and the 2

solar referencdy, which is measured in flight direction. The 7 =ae %7, (5)
spectral shifts on top of this overall offset are typically below

~0.003 nm. where the subscript “SB” stands for “single band"and ¢

are the band depth and width, respectively, aigithe wave-
length relative to the band centre:

A=A — Ao (6)
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For simplicity, we assume a perfect white light soufge= 1. For the example shown in Fid, this is~ 0.6 %, i.e., about

Itis, thus, one order of magnitude lower than the first-order term ac-
2 counted for byAgpitt. These orders of magnitudes as derived

| —e s — e—ae7&‘72 7) for a general absorption band (E§sand12) also proved to

SB T .

be meaningful for complex spectra (see Séxt.
Figurela displays/g, (black) fora = 0.2 ands = 5 pixel, The third order term is proportional &, i.e., negligible
and/gg shifted by 1 pixel (blue). Figuréb shows, in blue, the ¢, typical shifts (see Sec®). g
spectral structure (in terms of OD) caused by the shift, calcu-
lated as Ii/shired) — IN(1). In green, the respective structure 3.2 Spectral stretch
resulting from the linearisation in Eg3)is shown, i.e., the
pseudo-absorbet s as defined in Eq.4), scaled by the In addition to a spectral shift, the wavelength-pixel alloca-

applied shift. tions might also be linearly transformed by a facior.e.,
For I, the shift-spectrum can directly be calculated: stretched 4 > 1) or squeezedg(< 1) (below we use the
I — generic term “stretch” in a general meaning for bgtk 1
Ashift = -2 = —tl = %TSB‘ (8) andq < 1). Here we defing the stretqhwith respect to the
Isg S central wavelength of the fitting windoiy as:
It has its maximum/minimum at = +¢, whereAspitt is ~ / — g(h — o) + Ao+ AX. (13)

:i:“ "2 (compare Figlb). To first order, a spectral shift of
AJ, thus, causes spectral structures (peak-to-peak OD) opY this definition of the stretch-parametgrthe stretch does

(max(Ashif) — MiN(Ashif)) X AA: not affect the central wavelength of the fitting window, i.e.,
overall, it does not introduce an additional shift. However,
Ol)=12x aﬂ, (9) locally, such a stretch is equivalent to a (wavelength depen-
S dent) shift: at a given wavelength, the spectral displacement

i.e., they are proportional to the shift itself, to the depth of the D can be expressed as
qbsorptlon lines, and reciprocal to the W|dth_ of the absorption;, A — A =q(h— o)+ Ao+ Ak — A
lines. In other words, deep narrow absorption lines are most

critical for a spectral misalignment. For the sample values = (@ =D — o) + Ak, (14)
(a=02,¢=>5andAx =1), Eq. Q) yields a peak-to-peak e, locally, a shift of(g — 1)( — 1o) is added to the over-
OD of 5%, in agreement with Fid.. all shift Ax. Similarly to Ax, this additional shift causes, in

It can be seen thatsyirt reproduces well the spectral struc- first order, spectral structures 8fnitt(* — Ao)(g — 1). Thus,

tures caused by the shift. The remaining errors, i.e., the dif spectral stretch can be accounted for by adding the pseudo-
ference of the curves in Figb, are caused by the neglect of apsorber (“stretch-spectrum”)

higher orders in Eq.3). The second order term of the Taylor

expansion is Astretch:= Ashift(A — A0) (15)
0@) = }d—zln(I)AAZ to the Iine.ar equation system. The respective fit coefficient is
2dr2 (g —1). Figure2 shows the effects of a spectral stretch and
1dr  , the stretch spectrum analogously to Fig.
T 2dn 1 In principle, also higher orders of spectral misalignments
11 -rr._, (quadratic terms, etc.) could be considered as well in an
=5z A (10)  analogous way, i.e., by defining the pseudo-absorbettof
For . itis order asd,, := Ashit(A — Ap)". Here, we focus on the effects
SB? of shift (=Ap) and stretch®A;).

2 » 1d , 2 As a stretch can be regarded as wavelength dependent
2dx2 In()Ar" = EJ(_TSB)A)‘ - shift, the errors of the linearisation can be evaluated similar
1d & , lrg 72 , to Sect.3.1 according to the maximum pixel displacement
5 dA( —5 Tsp) AL =322 <1— ?> AL“. (11)  caused by the stretch.

This function is maximum ati=0 and minimum at 3.3 Pseudo-absorbers fol

)» +v3¢. Thus, (Eq.5), the peak-to-peak distance is The shift-spectrum was defined in Ed) pased on a Taylor
L1+ Ze‘?)A)\2 The second-order peak-to-peak effects expansion of a shifted radiande Here, we define a similar

of a spectral shift are thus shift-spectrum based afy:
AL? I/
0(2) =0.7 x a7 (12)  Bghitt:= 1—0 (16)
0
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Fig. 1. lllustration of the effect of a spectral shift éf (a) Original (black) and shifted (blue) Intensifyin artificial units, showing a single
absorption line according to Eqg7)( with an optical depth ofi = 0.2 and a widths of 5 pixel, for a shift of Ax =1 pixel. (b) Actual
difference of the true and shifted OD (blue), compared to the linear approximation, i.e., the pseudo-absgtpas defined in Eq.4),
scaled by the applied shift of 1 pixel (green).
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Fig. 2. lllustration of the effect of a spectral stretch bf(a) Original (black) and stretched (blue) Intensityin artificial units, showing
a single absorption line according to E@),(with an optical depth of = 0.2 and a widths of 5 pixel, for a stretch off = 1.1. (b) Actual
difference of the true and stretched OD (blue), compared to the linear approximation, i.e., the pseudo-Abkgaihs defined in Eq ),
scaled by the applied stretgh— 1 (green).

The respective stretch-spectrum is defined analogously td Applications

Eq. 15):
In this section, we analyse the accuracy and performance of
Bstretch:= Bshift(A — Ag). an the proposed implementation of spectral shift and stretch in
the DOAS analysis by pseudo-absorbers, in comparison to
Deriving the pseudo-absorbers frofp instead of/ may the “classical” non-linear DOAS.
seem illogical, ado is spectrally calibrated against a high-  |n Sect.4.1, a standard DOAS application, i.e., the fit of
resolution, well-calibrated solar reference and, thus, notNO, in the blue spectral range, is performed on synthetic
subject to further shifts. But if the difference between spectra, which allows us to compare the fit results to the
Bshifystretchand Ashifystretchis negligible, which is the case  a-priori “truth”. In Sect.4.2, the linearisation is applied to

if the spectral structures of bothand /o are dominated by  actual satellite measurements for the retrievals of, @d
the strong Fraunhofer lines and the OD of atmospheric abgrQ.

sorbersr is low, this approach has high practical relevance,

as it allows one to create a complete, consistent set of refer4.1  Synthetic spectra

ences just based afy, which can be applied to a sequence

(e.g., one satellite orbit) of radiance measurements. In con4.1.1 Setup

trast, the exact calculation of the pseudo-absorbers based on

1 would imply the calculation of the derivative éffor each We consider a detector with a spectral resolution of 0.55nm

measured spectrum, before the linear fit can be performed. FWHM and a spectral sampling of 0.2 nm, as for TROPOMI
Both approaches are investigated in the next section fofn the blue spectral rangé/efkind et al, 2012). Starting

concrete examples, and the applicability Bhitystretchin- with a high-resolution solar irradiation spectrui@h@nce

stead ofAshifystretchis discussed further in Se&.2 and Kurucz 2010, Iy is determined in detector resolution

by assuming a Gaussian slit function. The radiahccal-

culated by considering rotational Raman scattering and the
absorption of N@ (Vandaele et a].1998, corresponding to

www.atmos-meas-tech.net/6/661/2013/ Atmos. Meas. Tech., 6, 6515-2013



666 S. Beirle et al.: Linearised shift and stretch in DOAS

Table 1.Variations of shift and stretch applied to the synthetic spec- (16), scaled by the applied shift, are shown in green/orange,

tra. respectively. They both reproduce well the spectral structures
caused by the spectral misalignment.
Parameter ~ Values Figure 3d displays the residue of the linear fit including
Shift 0,4(0.001,0.003 0.01,0.03,0.1,0.3, 1) Ashiit and Astretch @S pseudo-absorbers in green, dhhit
(in pixels) and Bstretchin orange. The remaining residue is about 0.11 %
Stretch 0-4(0.00001 0.0001 0.001, 0.01,0.1) (A) and 0.15 % B) peak-to-peak, i.e., more than one order of
(¢-1) magnitude lower than for the simple linear fit. Note that the

residue for the non-linear fit, shown in red, depends on the
settings of the Levenberg-Marquardt-Algorithm, in particu-

optical depths (peak-to-peak) of 5% and 1%, I‘eSpecti\/elyJar on th_e aIIo_we_d number of iterations and the predefined
plus a broad-band absorption. Note that the dependency dgrmination criteria.
the NO; fit bias on shift and stretch, as investigated below, is  |f we estimate the shift effects from Eq$) @nd (2), we
not affected by this choice of the a-priori NGCD. expect (fora ~ 0.4, ¢ ~ 0.3nm, andAi = 0.02nm) spectral
[ is then manipulated by a variety of spectral displace-Structures of the order of 3.2%, in agreement with Bg.
ments. Tablel lists the applied shift and stretch parameters. and unresolved residues of about 0.12 %, in good agreement
The fit accuracy is analysed for “ideal” spectra, as well aswith Fig. 3d. Therefore, the estimates derived for a single
for spectra where a Gaussian random noise with a standargand can also be used to estimate the order of magnitude for
deviation of 0.015 % of the maximum radiance is added to@ complex multi-band spectrum.
I. This noise level corresponds to residues of about 0.1% N Fig. 4, the fitted shift and stretch parameters are com-
peak-to-peak. pared to the actually applied values. Note that for the linear
The pseudo-absorbershit and Asyetch are determined fit (green), the shift and stretch parameters are simply the
from I according to Eqs4) and (L5), andBshirt and Bsyercn 11t CO€fficients for the pseudo-absorbetspitt and Astretch
from Ip according to Egs.16) and (L7), respectively. Note  1-€., Ak andg — 1, respectively, whilel is not changed. In
that the calculation of the discrete derivativésor I has contrast, for the non-linear fit (red), a real shift/stretch is per-
to be done properly, as a simple difference quotient wadormed to! in each iteration step. It can be seen that both
found to be not accurate enough. This aspect is discusselfs actually reproduce the applied shifts/stretches with high
in Appendix B. accuracy. For the non-linear and linear fit, relative deviations
Finally, the shifted and stretched radiances are analysed byetween fitted and true shifti are less than 0.4 % and 3 %,
linear (with and without the proposed pseudo-absorbers) anéespectively, for displacemerts0.03nm. For a linear it in-
non-linear DOAS at 430-450 nm. For this, the commercial€luding Bshitt (not shown), the relative deviations are slightly
software MATLAB, as well as DOASISKraus 2005, have  higher (up to 13%).

been used. Now we investigate the resulting SCDs for the variety of
shifts and stretches listed in Takle For each shift/stretch
4.1.2 Results combination, we define the “maximum displacement” as the

maximum of all detector pixel displacemeriswithin the fit
Figure3 illustrates the effect of the shift and the accuracy of window, in order to have a single abscissa. For instance, for
the fit exemplarily for a shift oA = 0.02nm, i.e., atenth of  a shift of 0.1 pixel, i.e., 0.02 nm, and a stretch of 1.0001, the
a pixel. The figure displays only half of the fitting window to spectral displacement, according to Et{)( is maximum at

zoom in the small horizontal displacements. the right edge of the fitting window, where it g — 1)(» —
Figure 3a displayslp (black) and the original (grey) and 1g) + Ax = 0.021nm.
shifted (blue) radiances and Ishiteq, Which can be hardly Figure 5a shows the resulting fit residues for all combi-

discriminated. In Fig3b, the respective OD is shown fér  nations of shift and stretch, up to a maximum displacement
(grey, revealing the combined structures caused by the apef 0.03 nm, on a log-log-scale. The straight lines indicate the
plied Ring effect and N@absorption), andshirieq (blue, re-  expected first (purple) and second (green) order estimate ac-
vealing additional spectral structures due to the shij. cording to Eqgs.9) and (L2) for a = 0.4 and¢ = 0.3nm. The

In Fig. 3c, the difference of both OD (“true” and “shifted”) absolute deviations of the fitted NG CDs from the true (a-
from Fig. 3b are displayed in blue, analogously to the sim- priori) value are shown in Figbb. In addition, values for
ple example shown in Figb, showing spectral structures of a shift of 0.002 nm are listed in Tabk
about 3.5% peak-to-peak caused by the spectral mismatch. Purple dots show the results for the simple linear fit ignor-
Note that this structure is very similar to the fit residue of the ing shift and stretch, revealing residues according to the first
linear fit without shift- and stretch-spectra (not shown), but order estimate. For a displacement of 0.002 nm (i.e., 1% of
not identical, as the fit tries to “explain” part of the shift struc- a pixel), residues are 0.33 %. The respective,NBCDs are
tures by the considered (pseudo-) absorbers Ring angd NO biased by 2 x 101*molec cnt?2, which is of the order of fit
The shift spectra shiit and Bshit, as defined in Eqs4] and uncertainties of NQSCDs from satellite retrieval8persma
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and original Intensities (blue), and the “shift-spectrum” as defined in Bjjan@ (L6), scaled by the applied shift of 0.02 nm (green/orange).
(d) Fit residues for the non-linear fit (red) and the linear fit with shift and stretch pseudo-absorbers included (green/orange).
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Fig. 4. Comparison of the fitted and the true shift (left panel, for stretd) and stretch (right panel, for shift 0) for the non-linear (red)
and the linear fit includindA shift and Asyretch (Qreen). The applied shifts and stretches are listed in Tablkhe grey line shows 1:1

correspondence. Note that the scales are non-linear to show the full range of variations over some orders of magnitude.
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Fig. 5. Dependency of the peak-to-peak fit residapand the abso-  Fig. 6. As Fig. 5 for synthetic radiances with additional Gaussian
lute NO, bias(b) on the maximum spectral displacement caused noise of 0.015 %.

by the combined shifts and stretches applied, for the non-linear

and various linear fits, on a log-log-scale. The purple and green

lines indicate the estimated first and second order effects of a spec- The noise truncates the fit residues (peak-to-peak) of all

tral displacement, according to EgS) @nd (2), fora =04 and  fits to > 0.1%. Still, the linear fit without shift/stretch per-
¢ =03nm. forms poorly, while the other methods (linear with pseudo-
absorbers and non-linear) show lower residues by a factor of
i i ... about 3 for the typical shifts of 0.002 nm for passive DOAS-
et al, 2004. Compared to this, the fit results are signifi- applications.
cantly improved if _shift a_nd stretch are included_ as pseudo- " Tna piasis quite low on average for all fits except the sim-
absorbers to the linear fit (green): both the residue and theyq |inear case. But the standard deviation of the bias caused
NO» bias are generally reduced by more than two orders Oby the noise is about.@ x 10 molec cnt? for a shift of
magnitude. At a displacement of 0.002 nm, the residue anq)loo2 nm.
NO, bias are now only about 16 and 162moleccnm?, For the noisy radiances, the non-linear fit shows neither
respectively, which is negligible, and quite close to the re-|, o1 residues nor lower NEbiasses compared to the linear
sults of the non-linear fit. For pseudo-absorbers derivedy it pseudo-absorbers. Thus, for practical applications,
from Io (orange), the results are slightly worsex80™° e jevels of- 0.015% and shifts< 0.002nm, there is no
residue and 5 10'?molec cm 2 bias at 0.002nm), but still o otit from the non-linear fit at all, and the pseudo-absorbers
far better than those of a linear fit without pseudo—absorbersCan be derived frondo instead off, at least for the analysis
For smaller displacements, the bias decreases approximateg/f NO, (see also Sect.2and Sect5).
quadratically (according to Eq2) for A, as expected (as the
quadratic term is neglected in E8). For B, the decrease is 4.1.3 Computation time
slower ¢ linear) due to the additional approximation, i.e.,
the neglect of atmospheric trace gas absorptions in the calcuFhe fits have been performed on a Windows XP system with
lation of the pseudo-absorbers (compare E). an Intel Core 2 Duo CPU T9300 at a frequency of 2.50 GHz.
Figure6 shows the respective fit results averaged for 300The synthetic spectra have been analysed using DOASIS
spectra exposed to additional Gaussian noise. Tahists (Kraus 2005 as well as MATLAB; for the linear fit, the re-
the respective means and standard deviations for a shift afulting SCDs are identical for both implementations, while
0.002 nm. for the non-linear fit, small (but insignificant) deviations of
SCDs occur between MATLAB and DOASIS due to the
different implementations and termination criteria.
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Table 2. Fit residues and N&bias for a shift of 0.002 nm. For the spectra affected to noise, the mean and standard deviation of 300 random
spectra is given. All numbers are given with 2 digits, but in fixpoint notation so that the different orders of magnitude are directly visible.
The last two fits (5. and 6.) refer to different methods for the calculation of the discrete derivative (see Appendix B) .

Peak-to-peak residue [% OD] Nias [14molec cnT?]
w/o noise with noise w/o noise with noise
1. Non-linear 0.00076  (0.09% 0.015) 0.0038 (2+1.6)
2. Linear 0.33 (0.34+ 0.026) 3.2 (8.2+16)
3. Linear includingAspifystretch  0.0011 (0.095+ 0.015) 0.012 (0.0+1.6)
4. Linear includingBspifystreich  0.0045 (0.095t 0.015) 0.045 (0.1+1.6)
5. As 3., derivative Eq.B2) 0.027 (0.10 £ 0.017) 0.48 0.5+1.7)
6. As 3., derivative Eq.§3) 0.010 (0.095+ 0.015) 0.082 (0.1+1.6)

Table 3. Computation times for linear and non-linear fits from 4.2 Satellite measurements
MATLAB and DOASIS in seconds per fit.
In addition to the case study for synthetic spectra, we applied

Linear fit  Non-linear fit the linearisation scheme also to real satellite measurements
for the trace gases N(QSect.4.2.7) and BrO (Sect4.2.2),
and compared the results to the routine retrievals at Max-
Planck-Institute for Chemistry (MPI-C) Mainz. Both MPI-C
retrievals are based on a non-linear Levenberg-Marquardt
minimisation algorithm. Spectral shifts, but no stretches, are

The computation times for a single fit (without noise) considered in the routine retrievals, as well as below.

are compared in Tablg. For the spectra affected by Gaus- e considered three different linear fit set-ups: 1. a sim-
sian noise, computation times are about 2 to 3 times highety|e jinear fit ignoring shift, 2. a linear fit including the shift-
The non-linear fit is faster by a factor of 10 for the DOA- gpectrumAgpir and 3. a linear fitincluding the shift-spectrum
SIS implementation compared to MATLAB, as could be ex- p¢,.. -and compared the residues and SCDs to the non-linear
pected, since DOASIS is optimised for this method, and theyjt The resulting SCD bias is set in relation to the respective
mathematical operations are processed by pre-compiled, exjetection limit, which is determined according to Eq. (8.41)
ecutable code, while MATLAB is a script language. But in- i pjatt and Stut{2008. However, we would like to point
terestingly, for the linear fit, MATLAB performs better than oyt that spatio-temporal means of satellite observations can
DOASIS; this is probably due to the fact that MATLAB is 0p- reveal clear patterns far below the detection limit for single
timised for linear matrix operations, while DOASIS does not measurements, as statistical noise cancels out. Thus, the tol-
directly provide the option of a linear fit; instead, the fitted grgpje systematic bias is usually lower (about 1/10) than the
parameters can only be fixed (i.e., the shift can be set to O)getection limit for an individual measurement.

Though we can not comprehend the implementation details Fqr poth NQ and BrO, the shift along the orbit has been
of DOASIS, we consider this to be the reason that DOASISfq5,nd to be> 0.01 nm (see Tables 4 and 5). This overall shift
is slower for the “Iinea_r“ fit com.pa_red to MATLAB. We con-  ~gp mostly, but not completely, be explained by the Doppler
clude that DOASIS yields realistic numbers{40~°s per  effect (see Secp.2.3. As this overall shift is quite large, but
fit) for the computation time of the non-linear fit, while for consistent along the orbit, it could be a-priori accounted for
the linear fit, the re_sults from_ MATLAB gives an upper limit py shifting all radianced by this overall shift before per-
of what can be achieved for linear algorithms{20 s per  forming the fit. However, if undersampling effects can be ne-
fit). Therefore, the linear fit is at least faster by two orders Ofglected, this is mathematically equivalent to shifting the set
magnitude. Further acceleration of the linear fit can possiblyof references Io, cross-sections and pseudo-absorbers) to-
be gained using optimised code on GPUs (Graphic Processqfards; instead. Therefordp and all cross-sections/pseudo-
Units), which are particularly suited for linear operations.  apsorbers are shifted consistently by the mean spectral shift
If we apply these numbers to one orbit of TROPOMI with {5 petter match the pixel-wavelength allocation/ofThis is
about one million spectra (P. Veefkind, personal communi-mych faster, as it has to be done only once per day for satel-
cation), the computation time would be about 4008®(€  |ite measurements. After this “pre-shift’ of the set of refer-
hour) for the non-linear fit, but only 40s for the linear fit, ences, the fit only has to find the remaining shift relative to
without consideration of input/output operations. this mean shift, which is far smaller. Below, we discuss the
fit results for both, the original as well as the pre-shifted set
of references.

MATLAB 4 x 107> 5x 1072
DOASIS 4x10%4  4x10°3
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Table 4. Comparison of the results of the non-linear and the different linear fits applied to SCIAMACHY measurements on 1 June 2006.
Spectral shift, fit residues, and NGCD bias are displayed as me#standard deviation, first for the original, then (separated by “/”) for
the pre-shifted set of references.

Fit Shift Peak-to-peak residue NQ\SCD

[10~3 nm] [% OD] [10molec cnT?]
Non-linear 14.3:1.0/0.0+£1.0 0.20+:0.04/0.20+0.04 =0 (by definition)
Linear - 1.95+0.15/0.24:0.06 34.32£2.67 /—0.06+2.45

Linear includingAspiii  14.3+£1.0/0.0£1.0 0.21+0.04/0.20£0.04 —0.62+0.10/-0.00+0.01
Linear includingBgpjit 13.8£1.0/0.0£1.0 0.21+0.04/0.20+ 0.04 0.914-0.26/0.02£ 0.02

< pre-shifted — 3 original > using the pre-shifted set of references are far lower. Com-

a) 107" T bined, both fits reveal a consistent dependency of residues
S 02l and SCD biasses over a large variety of spectral shifts.

2 i Generally, the results are quite similar to the fit of syn-
T 1073} thetic spectra (compare Figs. 5 and 6). For large shifts

. A L (original set of references), the residues of the simple lin-
0.0001 0.001 0.01 ear fit (purple) show the expected linear dependency on the
shift, even matching quantitatively the estimation according

b) 10'° ‘/ ' to Eq. (9). The fit residues for the other fits (linear with
1013 I o pseudo-absorbers (green)B (orange) and non-linear (red))
a o 2 ‘ are similar to each other and show no dependency on the
S £ 10 / | shift, i.e., they are dominated by spectral noise and potential
<1(\I E 10" o sysftematic. spectrgl structures of apout 0.2.% peak-to-peak,
o © | PR which is slightly higher than the noise applied for the syn-
z E 1012 \ 8 : thetic fits. The difference of residues compared to the non-
" \ . linear fit (not shown), i.e., the additional residue due to the
10 Frtatr oy AN . linearisation, decreases further towards low shifts, following
0.0001 0.001 0.01 Eq. (12) and shown as green line in Fig. 5.
absolute Shift [nm] The bias in NQ SCD for the simple linear fit shows a

Fig. 7. Dependency of the peak-to-peak fit resid(sand the ab- cleqr linear depend_ency on the spectralsshift, as fog the syn-
solute N@Q SCD bias with respect to the non-linear (fif) on the thetic _Ca_se study. Itis, on average,.&.ﬂpl r_n0|_e_c cm fo_r
absolute spectral shift (as found by the non-linear fit). Colours asth® original set of references, which is significantly higher
in Fig. 5. The purple line corresponds to Eq. (9) fo= 0.4 and  than the NQ detection limit, and would not be tolerable for
¢ =0.3nm. Results from the original (shift0.007 nm) and the satellite retrievals of N@ For the pre-shifted set of refer-
pre-shifted set of references (shif0.007 nm) are combined. ences, positive and negative shifts cancel each other, lead-
ing to a low bias on average (0.0610"*moleccnt? ).
But the SCD deviations for individual pixels can still reach
4.2.1 Retrieval of Nitrogen dioxide — NQ 1 x10*® molec cnt?.
The linear fit includingAspit performs very well. Devi-
The routine MPI-C retrieval of N@from SCIAMACHY is  ations from the non-linear fit are onkt0.62 and—0.004
described irBeirle and Wagne(2012). Here we analyse the  x 104 molec cnt? for the original/pre-shifted set of refer-
first orbit of 1 June 2006. ences, respectively. UsinBgnir; instead ofA shir; slightly de-
Figure 7 shows (a) the resulting residues (peak-to-peak)grades the agreement (also for the fitted shift), but still, the
and (b) NQ SCD deviations to the non-linear fit, in depen- mean bias would be acceptable even for the original set of
dency of the fitted SpeCtraI shift (from the non-linear flt), sim- references without pre-shift_
ilar as Figs. 5 and 6. The mean shifts, residues, and SCD bi- Note that the observed SCD bias is proportional to the shift
asses are listed in Tab#e Note that Fig.7 shows absolute  even for small shifts, whereas in Fig. 6 (synthetic spectra
values both on x and y axis, as the scales are logarithmic, bufith noise), it is rather constant for shifts belew0.002 nm.
the means listed in Tabkeare calculated for the signed val- This is due to the fact that Fig. 6 compares the fit results of
ues and can thus be far lower if positive and negative numbergoisy spectra to the a-priori truth, while in Fig. 7, fit results
cancel each other out. of different fits, but the same noisy spectrum, are compared
For the original set of references, a mean shift oftg each other. Thus, the low biasses at low shifts must not
~0.014 nm is found for the complete orbit. The fitted shifts
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Table 5. Comparison of the results of the non-linear and the different linear fits applied to GOME-2 measurements on 12 April 2009.
Spectral shift, fit residues, and BrO SCD bias are displayed as tagtandard deviation, first for the original, then (separated by “/”) for the
pre-shifted set of references.

Fit Shift Peak-to-peak residue Br®SCD

[10~3 nm] [% OD] [10'2molec cn 2]
Non-linear 127415/0.1+15 0.82+0.22/0.82£0.22 =0 (by definition)
Linear — 5.93+0.75/1.05+0.34 —32.31+4.01/0.23+3.89

Linear includingAspit  12.7+1.5/0.1+1.5 0.87+0.22/0.82:0.22 —0.52+0.20/0.00+0.02
Linear includingBspizz ~ 11.5+1.4/0.1+1.4 0.90+0.22/0.82:0.22  9.69: 1.78/—0.024+0.93

<« pre-shifted — 3 < original > ~0.005nm) and BrO biasses on the absolute spectral shift.

a) 107" T But the slope of the residue is higher than for Ndbe to the
® ol . | deeper Fraunhofer lines in the fitting window. The purple line
g 1077 privera SR . > i
2 \ in Fig. 8a corresponds to Eqg. (9) far= 0.7 and¢ = 0.2 nm.
K 1078 \ 1 The residues of the other fits again show no dependency on
L | the shift, and are generally higher (about 0.8 % peak-to-peak
0.0001 0.001 0.01 OD) than for NG.
The simple linear fit results in a mean bias-e8.2 x 103
b) 10" T molec cn? for the original set of references, which would
1013 e “"' not be tolerable. In contrast, the linear fit includiAgii
A / | works very well and yields results very close to those of the
O E 10" | non-linear fit. The mean bias 6£0.52 x 102 molec cnt?2
2 g 1 E for the original set of references is negligible.
Q0o 10 y Including Bshit yields again lower SCD biassesx(103
a E 1010 | molec cnt?) than the simple linear fit. But the improvement
| is less distinct than in the case of NOThis is due to the
10%9 . fact that the difference oflshit and Bt is determined by

00001 ool oo the derivative of the OD, which is generally higher for the
absolute Shift [nm] BrO fit, mainly due to the Ring effect and ozone absorption

_ o (see Sect. 5.2). The resulting SCD bias is slightly below the

Fig. 8. Dependency of the fit residug) and the absolute BrO SCD  detection limit of BrO, but still high enough to significantly

bias with respect to the non-linear (lt) on the absolute spectral affect spatio-temporal means.

shift. Colours as in Fig. 5. The purple line Cor.re.Sponds o Eq. (9) This case study clearly illustrates that the linearisation in-

for a = 0.7 and¢ = 0.2nm. Results from the original and the pre- luding A< al ks f K absorb BrO. Th

shifted set of references are combined. clu |n_g Shift &ISO WOTkS for a wea _a sorber as bro. The

question whetheBgspi; could be used instead depends on the
accuracy requirements and has to be investigated for each

be interpreted as kind of overall error or detection limit, but trace gas and fitting window individually. In several cases,

nicely illustrate how close the linear results can reproducethe a-priori correction of the Doppler-shift by pre-shifting the
the non-linear fit. set of references will allow the usage Béhjs.

4.2.2 Retrieval of Bromine monoxide — BrO ) )
5 Discussion

The routine MPI-C retrieval of BrO from GOME-2 is de- )
scribed in Sihler et al. (2012). Here we analyse an orbit of The proposed treatment of shift and stretch effects as pseudo-

12 April 2009 for the Northern Hemisphere, where enhancedPSorbers allows one to solve the DOAS equation system lin-
tropospheric BrO was observed in the Beaufort sea (see pag%‘”y- For typical noise levels, the fit accuracy almost equals
17 of the Supplement of Sihler et al., 2012). Fig8rshows that of a non-linear fit. The linearisation significantly speeds

(a) the resulting residues (peak-to-peak) and (b) BrO scpHP the DOAS fit, which is particularly relevant for satellite
deviations to the non-linear fit, analogue to FigTable5 measurerngnts. Here we discuss further advantages, aspects
lists the respective orbit means and standard deviations, ~ nd restrictions of our approach.

The results are similar to those for N@Bect. 4.2.1), but
with some differences in detail. The simple linear fit again
results in a clear dependency of residues (for shifts above
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5.1 Quick assessment of the spectral calibration works well (i.e., SCD biasses are negligible) even for such
large shifts. However, as the observed shifts are quite consis-
Apart from fitting trace gas SCDs, the pseudo-absorbersent along the orbit, we propose to correct for the overall shift
Asniystretch@llow the quick assessment of the spectral cal-py pre-shifting the set of referencds, cross-sections and
ibration of a given spectrum: the respective fit parameters dipseudo-absorbers accordingly (see Sect. 4.2). (The a-priori
rectly yield the spectral shifh 1 and stretclig —1). Thus, for  required overall shift could, for example, be taken from the
example, the mean spectral shift of satellite measurementgrevious day in routine retrievals of satellite data). The re-
can quickly be determined, or the need for accounting formaining shifts (relative to this overall shift) are considerably

a spectral stretch can be easily evaluated. smaller, resulting in far lower SCD biasses due to the lineari-
] sation, thus, facilitating the use of the pseudo-absorBéns
5.2 Pseudo-absorbers derived fronio stead ofA (see previous section), even for the BrO retrieval.

As mentioned in SecB.3, calculating the pseudo-absorbers 5 4 \issing pixels

from I)/Io instead ofl’/I has high practical relevance for

satellite retrievalsl;/Io needs to be calculated only once per An additional advantage of the proposed implementation of
reference spectrum, i.e., once per day for satellite measurespectral misalignments by pseudo-absorbers derived from
ments, thereby providing one consistent set of references foy, instead of/ is the evaluation of radiance measurements
the complete day. I containing gaps (e.g., due to dead detector pixels); such

For passive DOAS applications, bothand /o are usu-  gaps are problematic for the non-linear fit, as shifting-

ally dominated by the strong Fraunhofer lines. ThBishittis  volves interpolation and one missing pixel, thus, affects (i.e.,
generally similar tAshi; they differ by the derivative of the  removes) its neighbours as well. In contrast, for the linear

OD: fit, the dead pixels can just be skipped forlp, o and the
. pseudo-absorbers likewise, and the effect of a potential shift
Bshift — Ashift =7 (18) s still accounted for appropriately by the pseudo-absorbers.

In the case of gaps ify, however, these have to be filled in
first (e.g., by fitting another solar reference without gaps plus
a polynomial), before the derivativi§ can be calculated.

(compare Eql).

Fort with a peak-to-peak OD df, the order of magnitude
of ' isabouth/c. If, in addition, the spectral structures of the
OD are dominated by the Ring effect, the peak widtill 55 |njtialization of the non-linear fit
be similar to that off. Consequently, the relative deviation
betweenAghirt and Bshit is aboutb/a, i.e., the ratio of the  Even if a non-linear DOAS analysis is unavoidable for
order of magnitude of and the depth of the Fraunhofer lines. a given set-up, e.g., due to large shifts or other effects causing
Note that the impact on the fit results is even lessB& nonlinearities, the linear fit could still be applied for the cal-
can be scaled by the fit. Therefore, only different patterns ofculation of the initial state vector. The subsequent non-linear
Bshitt compared tA shift can cause an additional SCD bias. fit benefits from accurate initial values for SCDs and particu-

For NGOy, the errors induced byBshitystretch have been larly shift and stretch, and will be more robust and faster. For
found to be generally negligible (Fig6.and 7). However, instance, for a shift of 0.002 nm, the non-linear fit becomes
this is different for DOAS evaluations for trace gases absorb-30 % faster if initialised with the linear fit results including
ing in the UV, like BrO, due to the higher OD of Ozone and shift- and stretch-spectra.
the Ring effect.

If the errors caused by the pseudo-absori#csin not be .
neglected, andi have to be used, the derivative bhas to & €onclusions

be calculated for each individual measured spectrum. Thi ectral misalianments cause biasses in a DOAS analvsis
reduces the acceleration due to the linearisation by abou P g y

20 %, if the derivative is calculated according to EB3) qnd can g.eﬁera.”y not be. neglected. A.s aconsequence, non
) linear minimisation algorithms are applied in state-of-the-art
(see Appendix B). . . .
. . DOAS analyses, which are far slower than linear algorithms.
Alternatively, we propose to apply a pre-shift to the set of : . .
. . L We propose to linearise the effects of spectral shifts by the
references (next section), which results in significantly Iowerﬂr:st order term of a Tavlor expansion and introduce a “shift
remaining shifts and, thus, allows one to usénstead ofA Y P

for the investigated examples. spectrum”

')

10

For satellite measurements, the spectral shift is dominated b&s pseudo-absorber (comp&ezanov et a).2011.

the Doppler-effect ok 0.01 nm at 440 nm. For Nfas well
as BrO, the linearisation based on the pseudo-absorbers

5.3 Pre-shifted set-up Ashift 1=
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a b) :
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+
+ +
Y 099F X
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shift, _ [pixel] Stretch
rue true

Fig. Al. As Fig. 4, but for shifts in the absorption cross-section of N@he fitted shifts/stretches ferg,, . andAg, ,.,are off by almost
an order of magnitude due to the remaining nonlinearities (see text).

Spectral stretches can be considered as well by a “stretch- Alternatively, the applicability oB can be achieved if the
spectrum” overall shift betweer andly is accounted for by an a-priori
“pre-shift”. For the investigated retrievals of N@nd BrO
from SCIAMACHY and GOME-2, respectively, the remain-
as they can be regarded as additional wavelength-dependeing shifts are aboug 0.003 nm, and the SCD biasses result-
shifts. ing from a linear fit includingB are negligible even in the

With these pseudo-absorbers, the DOAS-analysis can bease of BrO.
performed linearly, reducing the computational costs by at Even if a non-linear fit is unavoidable (for larger shifts or
least 2 orders of magnitude. This is particularly relevant forother non-linear effects), the linear fit can still yield a quick
satellite measurements with high data rates. assessment of the spectral calibration/adnd an accurate

The error due to the linearisation, in terms of peak-to-peakinitial state vector for shift and stretch in the non-linear fit.
OD, is

Astretch:= Ashift(A — A0),

AN? -
0.7 xa o Appendix A

wherea and ¢ are the band depths and widths bf re- Spectral misalignments of a cross-section

spectively. For typical shifts about.dnm, this error is

about 6x 104 for NO, (a ~ 0.4, c ~0.3nm), and about A cross-section included in a DOAS analysis might be af-

A fected by an imperfect spectral calibration as well. Note
—3 ~ ~ '
ﬁ).\‘/lv:rlaanf%?gcgﬁz; ?1;32 Te?/j;rpo)r' ttw:as'i:\llggltg:tg?jyre however, that there is a basic mathematical difference be-
trievals of NG and BrO from SCIAMACHY and GOME-2, tween intensities and cross-sections in Hq, &s the cross

: . : ections are scaled by the SCD during the fit.
:gi%eﬁte'\éﬁlgy{br:e resulting biasses of SCDs have been founé In general, the spectral structures resulting from a shift in

Full advantage of the linearisation could be gained if the? could be estimated by a Taylor expansiorods well:
pseudo-absorbers are calculated basedydinstead of7), oA+ AL =0 () + %U(K)A)» +0(2)
as these have to be derived only once per reference spectrum ~ 0 (W) + AG i AL (A1)
instead of once per measurement: !
Io(2) g
Io(2) o .
Bstretch:= Bshift(A — A0). I dh,

with the pseudo-absorber

Bshit :=

For weak absorbers like NQthis is generally applica- However, the relevant respective structure in OD would be
ble. For strong absorbers likesan the BrO or SQ fit, the ~ Aghir X AL x 5. Therefore, the fit coefficientwould appear
pseudo-absorbem m|ght have to be calculated for each ra- twice, as factor for both ando’. Aso’ has also to be scaled
diance spectrum, reducing the speed of the linear fit by abouly the shiftAx as free fit parameter, the problem is not linear
20%. any more.
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Figure5.3shows the results for a linear fit includintg,, Table2 lists the respective fit residues and SCD bias of the
(i.e., ignoring that the problem is not really linear) for the different derivative definitions for a shift of 0.002 nm. Com-
example of a synthetic spectrum with Ring effect (5% OD) pared to the spline-based derivative, both derivatives result
and NG absorption (5% OD), where the N@ross-section in higher residues and SCD bias. However, for the spectra
is shifted and stretched. Obviously, the applied shifts andaffected by noise, results from the fit using Bg§3) are quite
stretches are not reproduced by the linear fit due to the reelose to the spline-based results. Thus, we propose to calcu-
maining nonlinearity. The fit accuracy for NGs not much late the discrete derivative according to E83), which is far
better than that of a simple linear fit ignoring shift effects faster than the spline-based derivative, and shows far better
completely. fit results compared to derivatives based on Bg)(

Fortunately, spectral shifts ef do not have a high rele- Strictly speaking, the derivative @& would have to be cal-
vance in most DOAS applications, as cross-sections can gereulated from the high-resolution solar reference, convolved
erally be measured in laboratory with high accuracy. Ad-with the instrument spectral response function afterwards.
ditionally, a shift could only significantly affect the DOAS However, here we calculate all derivatives (fégnix and
analysis if the respective absorber has a high OD of severaBgsit) on the spectrometer’s grid and resolution (FWHM
percent and narrow absorption lines. Thus, normally, spec0.55nm). This approximation does not affect our results; the
tral shifts of cross-sections can be neglected. But in the casmtroduced errors are small compared to other effects (e.g.,
of an analysis where spectral shifts@factually occur for  the appropriate discrete derivative method).

a strong absorber, these shifts have either to be determined

(and corrected) independently, or the DOAS analysis has to

be performed by a non-linear algorithm. Acknowledgements/Ve thank Julia Remmers, Kornelia Mies (both
MPI-C Mainz), Andreas Richter (University Bremen), and two
anonymous reviewers for helpful comments on the manuscript.

Appendix B Oliver Woodford is acknowledged for providing the MATLAB
routineexport _fig , which significantly simplifies the processing
Discrete derivative of MATLAB figures.

The shift-spectrum involves the first derivative bfwhich ~ Edited by: A. J. M. Piters

has to be calculated numerically. For the comparison of th
linear and non-linear fit in Sect, we calculate the derivative
of the discrete function$ and Io by mimicking the differ-
ence quotient according to

eI'he service charges for this open access publication
have been covered by the Max Planck Society.
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