Atmos. Meas. Tech., 6, 67896, 2013 Atmospheric 9
www.atmos-meas-tech.net/6/677/2013/ g
doi:10.5194/amt-6-677-2013 Measurement >
© Author(s) 2013. CC Attribution 3.0 License. Techniq ues @

On the absolute calibration of SGQ cameras

P. Lubckel2, N. Bobrowskil, S. llling?, C. Kern3, J. M. Alvarez Nieved', L. Vogel', J. Zielcke!, H. Delgado Granado$,
and U. Platt!

Linstitut fur Umweltphysik, Im Neuenheimer Feld 229, 69120 Heidelberg, Germany

2Max-Planck-Institut fir Chemie, Mainz, Germany

3Cascades Volcano Observatory, US Geological Survey, Vancouver, WA, USA

4Departamento de Vulcanologica, Instituto de Gsiof, Universidad Nacional A@ihoma de Mxico, México D. F., Mexico

Correspondence td. Lubcke (pluebcke@iup.uni-heidelberg.de)

Received: 13 July 2012 — Published in Atmos. Meas. Tech. Discuss.: 3 September 2012
Revised: 5 February 2013 — Accepted: 11 February 2013 — Published: 14 March 2013

Abstract. Sulphur dioxide emission rate measurements areto verify the calibration curve over the spatial extent of the
an important tool for volcanic monitoring and eruption risk image.

assessment. The $S@amera technique remotely measures The results show that calibration cells, while working fine
volcanic emissions by analysing the ultraviolet absorption ofin some cases, can lead to an overestimation of the SO
SO in a narrow spectral window between 300 and 320 nmCD by up to 60% compared with CDs from the DOAS
using solar radiation scattered in the atmosphere. The SOmeasurements. Besides these errors of calibration, radia-
absorption is selectively detected by mounting band-pass intive transfer effects (e.g. light dilution, multiple scatter-
terference filters in front of a two-dimensional, UV-sensitive ing) can significantly influence the results of both instru-
CCD detector. One important step for correct;S$nission  ment types. The measurements presented in this work were
rate measurements that can be compared with other measureken at Popocapetl, Mexico, between 1 March 2011 and 4
ment techniques is a correct calibration. This requires conMarch 2011. Average SOemission rates between 4.00 and
version from the measured optical density to the desiresl SO14.34 kg s* were observed.

column density (CD). The conversion factor is most com-
monly determined by inserting quartz cells (cuvettes) with
known amounts of S@into the light path. Another cali-
bration method uses an additional narrow field-of-view Dif- 1

ferential Optical Absorption Spectroscopy system (NFOV-

DOAS), which measures the column density simultaneouslyso2 er%lss%r; ratesbhave} Ing beenfroutlr;ely 'mo.nll(tored at
in a small area of the camera’s field-of-view. This procedurea considerable numpber of volcanoes 1or voicanic sk assess-

combines the very good spatial and temporal resolution Oi?wentéMorte recently,ggglwsi?i?t D|(1;fesr(:nt|azlo%pt|cal ,tAbsorp-

the SQ camera technique with the more accurate column lon Spectroscopy ( -att an UT’Z. 8 sys ems

densities obtainable from DOAS measurements. were installed at a n_umber of volcanoes in order to improve
This work investigates the uncertainty of results gainedthe temporal resolution of the datasets — largely by the Net-

through the two commonly used, but quite different, Calibra_work for Observation of Volcanic and Atmospheric Change

tion methods (DOAS and calibration cells). Measurements(NOVAC’ Galle et al, 2010. The chemical lifetime of S@in

with three different instruments, an $@amera, a NFOV- tr;e atmospher(_a (typicallr)]/ several d aﬁs) i; long gobmpared (';o
DOAS system and an Imaging DOAS (I-DOAS), are pre- plume ages (minutes to hours) typically observed by ground-

sented. We compare the calibration-cell approach with thé);’;\siaggremoteGTensmg mezagg rerlr\w/lents @@enr em;)er Et
calibration from the NFOV-DOAS system. The respectivea" § von Glasow et 8).2009. Moreover, its low back-

results are compared with measurements from an I-DOASQround concentration in the atmosphere makes volcanjc SO
easy to identify by remote sensing techniques. Since the cor-

relation spectrometer (COSPEC) was first used in the 1970s

Introduction
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678 P. Lilbcke et al.: Calibration of the SO, camera

(e.g.Moffat and Millan, 1971, Stoiber et al. 1983, the re-  remove the influence of aerosol and plume condensation on
mote sensing of volcanic gases has evolved and DOAS curthe measurement results.

rently is, together with the continuing use of COSPEC, the While S, cameras are certainly limited by the fact that
most frequently applied technique. In addition to small in- only one trace gas can be measured and that radiative transfer
strument size and thus easy portability, DOAS can be use@ffects can potentially lead to an inaccurate calibration, the
to identify various trace gases simultaneously by their distin-SO, camera can nevertheless be an important tool for mea-
guishable differential absorption features..8€analysed in  suring SQ emission rates under certain conditions, in par-
this work but NG, BrO or Oz can, for instance, be measured ticular for measuring the total SCGemitted during an event

as well. (Mori and Burton 2009 or when the wind speed is spatially

DOAS is applied at volcanoes in various implementations.variable. The high time resolution of the $€amera allows
One commonly used method involves scanning DOAS sys+the observation of dynamic effects in the volcanic plume and
tems that measure in a narrow field-of-view (NFOV) and per-therefore can be used to obtain S€&mission rates at time
form scans through a cross-section of the volcanic plume byesolutions on the order of a second. In fact, it was recently
moving the telescope and recording spectra at different elshown that optical flow models can be applied to derive 2-D
evation angles. A drawback of scanning DOAS systems isplume velocity fields (seKern et al, 20123. Further advan-
that it may take several minutes to complete a scan througlages of high time resolution SG@mission rate data lie in
the cross-section of a volcanic plume. Other instruments us¢he synergetic use of several geophysical methods which in
UV spectrometers with a wide field-of-view (FOV) telescope combination will allow better interpretation of the volcanic
(i.e. two spectrometers equipped with optical systems thatctivity signals (e.gDalton et al, 2010 Nadeau et al2017).
capture light from an entire plume cross-section at once) td~or a better integration of various data sets, it is important
obtain emission rate measurements with a higher temporahat they have a comparable time resolution. In particular,
resolution McGonigle et al. 2009 Boichu et al, 2010. the SGQ camera’s time resolution of 1s is ideal for the inte-

The Imaging DOAS (I-DOAS) is an instrument that allows gration of seismic and gas emission data.
the spectroscopic measurement of two-dimensional trace gas The SGQ camera measures the optical density ob Sebr
distributions [Lohberger et a].2004 Bobrowski et al.2006 the calculation of S@emission rates the first crucial step is
Louban et al.2009. Typical I-DOAS instruments, such as to calibrate the S@camera: the optical densities have to be
the one used during this study, take approximately 20 min toconverted to S@CDs, i.e. the number density of S@nte-
acquire a two-dimensional image of the trace gas distribu-grated over the light path (e.§lori and Burton 2006 Bluth
tion. During this time it produces an image that has a hori-et al, 2007 Kern et al, 20108. This calibration is mostly
zontal FOV comparable to our S@amera (the camera has performed with calibration cellsMori and Burton 2006
a FOV of 22.4). Bluth et al, 2007 Dalton et al, 2009 Kantzas et a).2010,

The DOAS technique has important advantages: besidebut can also be performed by taking simultaneous measure-
the ability to resolve different species in a single measuredments with a DOAS system. Errors made during the conver-
ment, it offers the possibility to treat radiative transfer issuession directly influence the obtained $@D and therefore
(e.g. multiple scattering inside the volcanic plume or the light propagate into all quantities derived from the SCD, such
dilution effect, i.e. radiation scattered into the light path be- as the S@ emission rate, the total SCemitted during an
tween the volcanic plume and instrument without penetratingevent, or the mass of magma responsible for the degassing
the volcanic plume) through the availability of spectral infor- process. Misleading conclusions may easily be drawn from
mation Kern et al, 20103. Nevertheless, all DOAS mea- such data sets and can lead to incorrect conclusions about
surement geometries require compromising on either spatiahe volcanic system.
or time resolution. While the DOAS calibration appears preferable, as it can

In contrast to standard DOAS measurements, the SOdetect ash and aerosol influences, it has not been stud-
camera can measure two-dimensionab®XD (column den-  ied adequately yet. In this paper we present results from
sity) distributions with a high spatial resolution and a high a measurement campaign at Popépatl volcano (Mex-
frequency on the order of 1 Hz, but with extremely reducedico) in March 2011. We compare calibration curves ob-
spectral information. The measurement principle employstained from DOAS measurements with those obtained from
one or two interference filters and a UV-sensitive CCD. Onethe calibration cells and determine the magnitude of error
filter (Filter A) measures the optical density of 8@ sec-  for the calibration-cell method that we observed during our
ond filter (Filter B) is used to correct for aerosol scattering measurements.
and radiative transfer effect1ori and Burton 2006 Dal-
ton et al, 2009 Kantzas et a).201Q Kern et al, 20103. Be-
cause aerosol scattering on particles with diameters of the o2  The measurement principle of the S@ camera
der of the radiation wavelength actually does exhibit a slight
wavelength dependency, the second filter cannot completelyVhen scattered solar radiation passes through a volcanic

plume, it is scattered and absorbed by gases, ash and aerosol
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in the plume. The S@camera measures the optical density 3 Instruments applied during the measurements at

of SO, by applying one or two band-pass filtefddri and Popocagpetl, Mexico

Burton 2006 Bluth et al, 2007). Filter A transmits radiation

in a region where Sg@absorption is prominent and sufficient An SO; camera system with an integrated NFOV-DOAS sys-
solar radiation intensity is available to allow reasonable ex-tem was designed and built at the University of Heidelberg
posure times. This is the case for the wavelength region be- laboratory, Germany. Field measurements were conducted at
tween 300 and 320 nm. The measured intenéity; is in- Popocatpetl, Mexico, together with an I-DOAS instrument,
fluenced by S@ absorption, but also by aerosols, ash andWhich was also custom-built in the University of Heidel-

plume condensation. The optical densifyfor Filter A can  berg laboratory. All three instruments ($@amera, NFOV-
be written as the following: DOAS and I-DOAS) will be briefly described in this section.

More detailed information about the I-DOAS can be found

Iam in Louban et al(2009.

A0 . :
3.1 Design and instrumental set-up of the S@camera

with incident spectral radiation intensiti o and radiation
intensity Ia m after passing through the volcanic plume. The central element of the S@amera used in this study is

A first order correction can be performed with a second fil- an Apogee Instruments Alta U6 CCD array which serves as
ter that transmits radiation in a region where,Ssorption  a detector. The array consists of 1024024 pixels with a
is negligible, but the influence of the other effects is compara-ixel size of 24x 24 um, resulting in a large detector area
ble (325 to 335 nm). This correction is based on the assumpef 24.58x 24.58 mm. Short exposure times (approximately
tion that these effects are spectrally flat between 300 and.2-0.4s) can therefore be achieved despite the fact that the

335nm. detector quantum efficiency Q and the scattered radiation
The optical densityg for Filter B, which is not influenced intensity are low in the UV regions used in the measure-
by SG, absorption, is given by ments. The optical set-up (see FR).consisted of a single

31.5mm diameter plano convex fused silica lens with a fo-
_ _inlBM cal length of f =60 mm and two band-pass interference fil-
8 = —In . (2) . .
Io ters mounted in a filter wheel between the lens and the de-
tector. This set-up was chosen to reduce influences from a
variable filter illumination angle (sei€ern et al, 2010k for
more detailed information about this effect). An iris aper-

7 is the difference between the optical densities for Fil-
ter A and Filter B; it is also referred to as the apparent ab-

sorbance (AA): ture was installed directly in front of the lens. Aperture set-
Iam Iz m tings were only adjusted at the beginning of the measurement
t=AA=1a—18=—In a0 +In Iso campaign, as changes in the aperture influence the calibra-
Y ' ’ tion (see Sect.3). While conducting the measurements pre-
Ts0 Ism 10 sented here, an aperture of roughli8 was used.
=In =In— . — 3 . . o
IzA_’M Iam  IBo Two interference filters from Eureca Messtechnik with
A0

a central transmittance wavelength of 315nm (Filter A,
Since the AA cannot directly be used to calculate the SO FWHM 10nm), and 330nm (Filter B, FWHM 10nm),
emission rate, a calibration has to be performed to convertvere used for the measurements. The filters are installed
AA values to SQ CDs. in a custom-made filter wheel that consists of an alu-
minium mount, which holds the two filters, and a stan-
dard servo unit (as, e.g. used in model airplanes), which
is operated by a Phidg@sUSB servo controller (Phid-

1The choice of a reasonable exposure time is mainly influencedd€tAdvancedServo 8-Motor). The Phid§etontroller also
by two effects: On the one hand, the volcanic plume moves pe-controls two further servo motors. These servo motors
tween two exposures. With our set-up and measurement geometi§@n each insert one of two calibration cells containing
(Table2), the distance between two pixels is approximately 2.5 m. known SQ concentrations in front of the aperture, each
Assuming a wind-speed of 10 M, this leads to a total exposure covering the entire FOV of the camera. The calibration
time of 0.25s if plume features should not move more than onecells were filled with S@ concentrations corresponding
pixel between subsequent images. On the other hand, the exposugg column densities of 3.5 10" molec cn? (140 ppmmi)

time should be long compared to the shutter opening time. If thegng 1.84 108 molec cnt?2 (720 ppmm), respectively. The
exposure time is of similar magnitude as the shutter opening time, '

this can lead to less exposure of, e.g. the corners of the image (vi- 2We use the unit of ppmm similar tdern et al.(20103. The
gnetting). This effect can lead to artefacts in the image when dif-units molecules cm? where converted to ppmm assuming stan-
ferent exposure times are used for background and measuremedard pressure and a temperature of°€0throughout the text:
images. 1 ppmm =2.5< 10 molecules crm2.
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x 10" Table 1. Optical parameters and settings of the instruments used
1 during the measurements.
4
< I-DOAS
(8]
3 3 Co-added exposures per spectrum 10
g E Exposure time 0.5-2.5s
E 2 2 Resolution (pixeh x v) 175x 255
z 512 S Solid angle per pixel 0.Z6x 0.05
Z p FOV per column 0.26x 13.1°
& 1 % Scanned solid angle 455 13.1°
o
-3 SO,-camera
(]
Exp. time Filter A 0.25-1s
1024 » Exp. time Filter B 0.1-0.3s
1 512 1024 Resolution (pixeh x v) 1024x 1024
Column Number Solid angle per pixel 0.02x 0.02
FOV 22.8 x 22.%8

Fig. 1. SO, camera image from Popoégtetl acquired from Paso
de Cortes on the 1 March 2011, the orange circle shows the field- NFOV-DOAS
of-view of the telescope of the NFOV-DOAS instrument used for
calibration (see text).

Co-added exposures per spectrum 15
Exposure Time 0.3-0.6s
FOV 25

calibration cells can be moved into the light path separately

or both at the same time, thus giving three measurement

points for calibration. More calibration cells would improve however, using the DOAS technique rather than Byy.[ur-

the quality of the calibration curve but also drastically in- jng the measurements, the horizontal direction of the CCD

crease the mechanical complexity of the camera. was used to resolve spectral information, while the vertical
) i direction was used to capture one spatial dimension. The sec-
3.2 The Narrow Field-of-View DOAS ond spatial dimension (horizontal direction) is obtained by

applying the push-broom method, realized by rotating a mir-

For calibration purposes a narrow field-of-view DOAS ror to scan along the second spatial dimension. The I-DOAS

(NFOV-DOAS) system was installed inside the camera hous"lnstrument uses a quartz lens with= 30 mm ¢ = 20 mm) to

ing. It measures the SE::P at the approximate centre of image the incident radiation onto the entrance slit of the spec-
the camera image (see Fi.andKern et_al, 2010h. The trograph (Jobin Yvon UFS-200f =21 cm, f/#=3.2, grat-
DOAS system consists of an Ocean Optl_cs USB2000+ specrng: 1200 lines mmY); an Andor DV-420-OF (1024 pixel
trometer, a 400 um fibre, a Hoya U330 filter to reduce strayColumns by 255 pixel rows) serves as a detector. Measure-
light, and a telescope with a quartz lens with a focal length ofments were conducted simultaneous to the &mera ob-

géigmm and_a dlarrr:eth Olfl 18.5mrr]naThehteIescope of theservations on 4 March 2011 to compare the NFOV-DOAS
system Is mechanically attached to the camera Opticq inration with a second instrument and to verify the cali-

to minimize changes in the FOV relative to the' camera Im-, 5tion over the spatial extent of the image instead of only
ages. The spectrometer temperature was stabilized 1€ 15 the small region captured by the NFOV-DOAS. Information

for all measurements presented. This was done with a peltieébout the spatial resolution, FOV and settings are shown in
element controlled by an Arduino board (Arduino Uno man- Tablel

ufactured by SmartProjects) running PID controller software
and an Analog Devices ADT7410 temperature sensor. The
spatial resolution, FOV and the exposure times used during
the measurements are summarized in Table 4 Calibrating the SO, camera

3.3 The Imaging DOAS instrument A calibration has to be performed to convert AA values to
SO, column densities. The camera calibration depends on
The Imaging DOAS (I-DOAS) is an instrument that uses athe incoming solar radiation (i.e. the solar zenith angle, solar
two-dimensional CCD as a detector in an imaging spectrom-azimuth angle, and most importantly, changes in strength of
eter to measure two-dimensional trace gas @ébergeret  stratospheric @absorptions); therefore the calibration typi-
al., 2004 Bobrowski et al.2006 Louban et al.2009. Note  cally has to be performed several times per déantzas et
that the I-DOAS instrument determines the two-dimensionalal. (2010 found the calibration to be constant on the order
distribution of the S@ CD — just as the S®camera — of an hour during daytime, and more variable near sunrise or

Atmos. Meas. Tech., 6, 67796, 2013 www.atmos-meas-tech.net/6/677/2013/
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sunset. The camera calibration can be performed in several Moreover, for both methods mentioned above, rays en-
ways: tering the camera through the calibration cell traverse the
cell at different angles and thus travel different distances
through the cell. This leads to somewhat different, ®0I-
umn densities in different parts of the image, though this is-
sue can be corrected for by applying geometrical considera-
tions (i.e. calculating the length of the light path through the
2. DOAS measurements are used for first-order correc.Cell for differentillumination angles).

A calibration curve obtained this way only shows the cam-

tions of in-plume ash and aerosalégland et al, 2011) ) - - )
but can also solely be used to calibrate the camera. AST@S reaction to pure SOAdditionally, it can usually not

DOAS instrument that measures in a small area of the?© Performed with the same viewing direction as the plume
camera image (see Fi@j) produces S© CD/AA pairs measurements and_ need; to bg repeated thrqughout the day
from which a calibration curve can be derived. A mea- 0 @5sess changes in the incoming solar radiation.
surement set-up of an S@amera with a co-aligned . .

DOAS system cpan combine the strengths of bo?h tech—4'2 The DOAS calibration method

nigues and result in accurate $@®mission rate mea-
surements with a high spatial and temporal resolution.

1. Calibrating with SQ filled calibration cells, which are
placed in front of the camera. This is probably the most
commonly used method today (eMori and Burton
2006 Dalton et al, 2009 Kantzas et a).2010).

As mentioned above, a DOAS system that has a FOV match-
ing a small area of the camera image can be used for calibra-
3. Simultaneous 1-DOAS measurements (e.guban et tion (Kern et al, 2010h. If the plume passes the FOV of the
al, 2009 can be used for calibration as well. How- t€leéscope, the spectrometer measures severalCIDval-
ever, the instrumental set-up is complicated and meaY/€S while the camera measures the corresponding AA values.
surements are slow. From these values, a calibration curve from data measured
directly in the volcanic plume can be obtained. With this
The calibration with quartz cells will be referred to as cell method changes of the calibration that result from changing

calibration (see Sect.1); calibration from DOAS measure- incoming solar radiation or from condensation and aerosols

ments will be referred to as DOAS calibration (see S£8). in the volcanic plume can be identified. The spectroscopic
- data from the DOAS instrument can also be used for more so-
4.1 The calibration cell method phisticated radiative transfer correctio@¢(n et al, 20103.

) . ) . Radiative transfer effects, such as the light dilution effect or
In practice, camera calibration with cells can be performedmumme scattering inside the volcanic plume, can lead to

in several ways; the simplest approach is to manually placgyge errors. Underestimation or overestimation of the true
calibration cells in front of the camera. Automated insertion CD are both possible.

of the cells is also possible, as in our case (see Sefjt.but For an exact calibration, two further conditions have to be
this increases the complexity of the instrument. fulfilled:

When taking images through a calibration cell with known
SO, CD that covers the camera’s entire FOV, the cell and 1. The DOAS calibration should cover the entire range of
background images through each filter can be used to derive  appearing S@ column densities. Care has to be taken

an AA value (see EqB) for each image pixel. Thus, a cal- that, over time, the DOAS telescope actually sees the
ibration curve can be obtained from AA/CD pairs derived whole range of S@CDs that occur in the image. This
from several measurements with calibration cells containing may sometimes require changing the position of the
different SQ concentrations. DOAS FOQV within the camera image or adjusting the
Another method is using several calibration cells (with dif- orientation of the entire Sfcamera—DOAS set-up.

ferent column densities) that are attached to a mount and are ) ) ) o

distributed within the FOV of the camera, with each cell cov- - The calibration from the DOAS is only valid in the small
ering a (small) area within the FO\D@lton et al, 2009. area wh_erg the FOVSs of both instruments coincide. Typ-
While several calibration cells in a single image reduce the ~ ically this is at —or close to —the centre of the camera
time needed for calibration image acquisition, there are dis-  Image. For the remaining pixels of the image, the sen-
advantages. If the camera’s response to a givepn®@imn sitivity has to be assumed to vary in the same way or
varies at different positions within the image and the cali- ~ 1as to be characterised, e.g. by taking images with sev-
bration cells are not placed in the same position for all mea- ~ €ral calibration cells covering the complete FOV (see
surements, the calibration curve will become unreliable. The ~ S€ct-4.9. However, if characterised carefully (e.g. in
variation of response to a given @D is caused by vari- the laboratory), the DOAS calibration method can elim-
ations of the transmission curves of the interference filtlers ~ INate the need to perform calibration cell measurements
with changing illumination angle (séern et al, 2010k and in the field.

Sect.4.3).
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4.3 Non-uniformity of calibration across the field of

view \ "
Ro L3 Ly Window |
Typically, SG& cameras show an increase in sensitivity t0- calibration cell AR\ »
ward a given S@ CD with increasing distance from the op- Rq 44 A \ ‘.‘] Window 2
tical axis (i.e. the sensitivity increases towards the corners / |
of the image). The AA for a given SOCD is influenced ~ Aperture — \ !

by the transmission curve of band-pass interference filterstens
(Kern et al, 20108. Interference filters show a shift of the fil-
ter transmission window towards shorter wavelengths when / Rx

a

not illuminated perpendicularly. Since the S@bsorption  Filter
cross-section becomes larger towards shorter wavelength: /

(e.g. Vandaele et al.2009, the optical density measured
with Filter A also increases. Because the influence 0f SO ccb
on the optical density of Filter B is negligible (also for non-
perpendicular illumination), the AA increases considerably Fig. 2. Sketch of the optical set-up of the $@amera (with a cali-
for off-centred illumination. As the mean illumination angles bration cell in place). Reflections on the windows of the calibration
at the edges of the detector are larger than at the centre of treglls, which are discussed in Seét4, are shown. Only part of the
|mage' the AA |ncreases towards the S|des Of the |mage Th@.dlatlon arriVing at the interference filter is transmitted (b|aCk ||ne),
transmission curve thus changes over the range of the detefdiation reflected from the interference filter (red) is —in turn — par-
tor, depending on the filters chosen and the optical set—upt,'a::ﬁrretfiler?teduor}x\i/'”f%"i"%iQr']e”o"r‘g a”(f" m?dho‘;]"z (orangz)tcr)]f thel
and every camera has to be carefully characterised (more d(%a ration cell. This radiatio (some o ch has passed the cal-

. . . . . . ibration cell three times) reaches the detector and leads to changes
tailed information on the effect of the filter illumination angle

. . . _in the AA when arriving at the CCD. The grey dashed lines indi-
and the influence of different optical set-ups can be found inc4te additional reflections that are only accounted for as losses in

Kern et al, 2010h. The non-uniformity of the response can the calculation of the reflections. Note: reflections can also occur
be eliminated by proper calibration. on the lens, but are neglected here since the reflectivity is greatly
reduced by an anti-reflective coating.

4.4 Reflections on the interference filters and gas cells

Radiation arriving at the interference filter is only partly detector, and also neglecting the angle dependendgyof
transmitted, even at the peak transmission wavelength. Ave obtain an additional intensity:

small fraction is absorbed and a remaining, significant frac-

tionis re_zfl_ected. If the reflected rz?\diation passes the aperturea 7y (1) = I(A) - Rx(A) - Ry - Z (1 _ RQ)z.(nA)
part of it is reflected a second time on the windows of the n=1.2

calibration cell. Radiation reflected on the front window of
the cell passes the inside of the calibration cell, and therefore + e 2IWS (1 RQ)Z‘(”1)> : (5)
the SQ concentration, two additional times before part of it n=3,4

reaches the detector (see R2). Since the reflectivity of the
two interference filters is different, the reflection effects do
not cancel out in the calculation of the AA for a calibration
cell image. Without reflection from the interference filter, ra-
diation arriving at the interference filter (with a calibration
cell in the light path) can be described by the following:

In this equationRyx =1— Tx is the reflectivity of the in-
terference filter and’y is the transmittance. The terms for
n =1, 2 describe reflections on Window 2 in F&jthe terms
n =3, 4 describe reflection on Window 1. Radiation that is
reflected from Window 1 has to pass the inside of the cali-
bration cell twice, and is influenced by $@bsorption. The
IOy =Ip- e ™. (1 _ RQ(A))4, 4) terr_n.(1— RQ)Z'(”*l) describes th_e I_osses at each quartz glass
—air interface. For example, radiation that was reflected from
with the incoming solar radiatioy, the SQ cross-section the interference filter passes three interfaces before it is re-
o (1), the SQ CD S along the light path and the Fresnel re- flected on the outer surface of Window 1 and it passes three
flectivity Rp at each quartz window of the calibration cell. additional interfaces before arriving at the interference fil-
The exponent of 4 results from the four transitions betweerter again. Thus, losses for the 6 transitions are accounted for
quartz glass and air that influence radiation when passingdpy the term (1- RQ)6. Note that reflection on the lens has
through the calibration cell. Neglecting higher orders reflec-been neglected because its anti-reflection coating suppresses
tion terms, i.e. using only radiation that was reflected oncereflectivity well below that of the calibration cell windows.
at the interference filter and reflected once at one of the dif- A sample calculation for the central wavelengths of the in-
ferent walls of the calibration cell into the direction of the terference filters will give an estimate of the magnitude of
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these effects. The central wavelength of Filter A is 315nm4.5 Aerosol influence on the calibration curve

with a transmission offa 315nm=0.64; the central wave-
length of Filter B is 330 nm witlg 330nm=0.45 (both mea-

SO, cameras that use a second filter to correct for plume con-

sured in the laboratory). Quartz glass, as used for calibradensation and aerosols in the volcanic plume usually assume

tion cells, has a refractive index af=1.4841 at 315nm and
n=1.4808 at 330 nm (Interpolated froReraeus Datasheet
201D).

that these effects are independent of wavelength in the re-
gion between 300-335 nm. However, both Mie scattering and
Rayleigh scattering show a wavelength dependency.

The Fresnel equations generally describe the reflection and Mie scattering describes the scattering of radiation on par-
refraction of radiation at the interface between two differentticles that have a size comparable to its wavelength. Mie the-

media with refractive indices; andno. The reflection coef-
ficients for the polarization plane perpendicular & § and
parallel to ®)) the plane of incidence are given by

2
COSa — no COS
Ry = (12C05x = 12 C0SP (6)
n1 COSw + np COSp
R — np COSa — np COSP 2 )
=\, cosa + n1 cosp)

Here« is the incidence angle anglis the refraction angle.
For perpendicularo{=0) illumination of the interface be-
tween air ¢ ~ 1) and fused silica with unpolarized radiation,
the equations can be simplified to the following:

2 n+1 ®)

We therefore obtain reflection coefficients Bf =3.81x

102 (315nm) and Rg =3.76x 10~2 (330nm), respec-
tively, for perpendicular illumination of the calibration
cell. These reflection coefficients inserted in EQ8) (
and 6) lead to ta =—0.0478, 13 =—0.0714 and thus to
an AA of —0.0236 (corresponding roughly to an £0O
CD of ~2.4x 10" molec cn?) for an empty calibration
cell (§=0, and assumindx m(A) =Ix(A) + Alx(1)). This

ory is generally complex, but the cross-section for a given
wavelength can be estimated as the following:

©)

whereq is theAngstivm exponentAngstiom, 1929 1961).
The,&ngstrt')m exponent is inversely related to the size of the
aerosol particles. For example, values between 0.13 and 2.42
have been found in quiescent degassing volcanic plumes at
Mt. Etna Spinetti and Buongiorn®007).

The ratioxmie between the scattering cross-sectiofs
at two different wavelengthsis then

=% X
For Rayleigh scattering (scattering on molecules and parti-
cles with a small size compared to the incident wavelength),

the ratiokray between the scattering cross-sectiofgy at
two different wavelengths is given by

=% .
The effect of radiation being absorbed or scattered out of
the camera’s FOV on aerosols as it passes through the vol-

oMie(A) = og - 177,

(10)

OMie, 1o

__ ORay,\

KRay (11)

ORay, 12

means that the AA of a low concentration gas cell recordedcanic plume is wavelength dependent. With Elf) (we get
at the centre of the image could be significantly skewed (bythe relationship between the aerosol optical depihgrosol

up to the equivalent of 100 ppmm) towards lower values.

andtg aerosoldt two wavelengths:

In reality the situation is slightly more complex. For one,
we do not solely have perpendicular reflection. This leads totA.aerosol= TB,aerosol* KMie-
an increase in reflectivity (Eg6.and7). However, most rays

that are reflected by the band-pass filter will be blocked by The mfluenc_e on _Sg)camera measurements can be_ ap-
the aperture and will not arrive at the calibration cell again. ProXimated by inserting the central wavelengths of the inter-

Of those rays that arrive, only the ones that arrive at the in€rénce filters used during the experimenig 315nm and

terference filter perpendicular will be reflected to the same’2 =330 nm) into Eq. 12). An Angstbm Exponent of 1.2

position on the detector. In general, each ray will be reflectedV@S chosen as this valug IS thought to be_ representative of a
to another position on the detector. Another effect Ieadingtyplcal volcanic plumegpinetti and Buongiornc@007:

to a smaller influence of the reflection is that the reflectiv-
ity of the interference filter in general is somewhat less than
Rx =(1—T,) as a fraction of radiation is absorbed inside This indicates thatra aerosol Would be 5.7 % higher than
the interference filter. The magnitude of the described eﬁectTB’aerosolfor a given aerosol Optica] density_ This means that
strongly depends on the optical set-up but it will also occurwhile Filter B does certainly reduce the influence of aerosol

for interference filters that are mounted in front of the lens on SQ camera measurementS, itdoes not Comp|ete|y remove
and any calibration cells that are mounted reasonably paral;.

lel to the lens.

(12)

TA,aerosol = KMie * TB,aerosol= 1.057. TB,aerosol (13)

For a constant aerosol optical density (AOD) in the vol-
canic plume, the calibration curve would be shifted towards
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higher AA values. However, it is likely that the AOD in- a region of the sky free of clouds and volcanic gas (if avail-

creases with increasing SQCD. For a linear relationship able) to obtain background images for both filters. Normal-

between S@ and AOD, we obtain a calibration curve with ization with the background images removes vignetting from

a lower slope (see Fi@). the camera images, as this effect occurs both in the back-
Besides absorption or scattering radiation out of the cam-ground as well as in the measurement images. Whenever

era’s FOV, volcanic (as well as atmospheric) aerosols alsdackground images were acquired, images with the calibra-

scatter radiation not originating from behind the plume into tion cells inserted into the light path and reference spectra for

the camera’s FOV. The AA therefore changes, dependinghe DOAS evaluation were also recorded.

on the amount of radiation scattered into the FOV. We will  As afirst evaluation step, all cameraimages were corrected

here focus on scattering of radiation by volcanic aerosol.for offset and dark current by subtracting a dark image. Next,

For the sample calculation we assume that the radiation scathe background imagds were scaled such that the average

tered into the camera’s FOV from aerosol is proportional tointensity in a gas-free subsection of the plume imafgs

Ias, M. Geometrical considerations show that the mean lightmatch the average intensity in the same subsection of the re-

path length for radiation that was scattered into the camera’spective background images. We obtain normalised intensi-

FOV from inside the volcanic plume is close to the length of ties I} , I3 ¢

a straight line through the plume, assuming a round plume

cross-section. The fractioh of the measurement intensity Ino=ca-Iao (15)

Igm at 330 nm is scattered into the camera FOV. The addi-Ig o = ¢B - 1.0 (16)

tional intensity therefore i8 - Ig m for Filter B. For Filter A with

the fraction of additional radiation is different. We have to

take into account that Mie scattering on particles in the plume Tl(\:/l'ear Sky

has different wavelength dependency compared to Rayleigli = —Ciear sky’ 17)

scattering in the background. This is done by multiplying 0

—Ké'\;:zigh' The fraction of additional radiation for Filter Ais  The optical density for each filter is then calculated from

theng . —XMie the plume imagega v and/g v, and scaled background im-

e agesl; o and I
IA,M . <1+8 KM_|e>

= th— g = “In KRayleigh A = —In IA,M (18)

In0 IZ o

Ism
Igm-(A+8)\ 1+6 5 = —In ——. (19)

+1In <7IB,O ) = 150, + In (l 3. K;a,\;::igh> . (14) Iék,o

e Inserting this in Eq.3) we obtain the AA:
. e . . - 7 ]
Sl'nce—KRayleigh is less than one, there |s.a Shl'f'[ Qf the cali = —In A*,M 4 B;,M. (20)
bration curve towards higher AA values if radiation is scat- Ino Ig o

tered into the FOV by Mie scattering (nhote: the DOAS tech-

nique is not affected by this since broad band structures are FOr the comparison with the CD obtained by the I-DOAS
removed in the DOAS evaluation). For émgstlt')m expo- and the calculation of the S@mission rates, all AA images

nent of 1.2 and = 0.2 we obtainAz = 0.0206. with the cen-  Were corrected for higher sensitivity towards the edges of the
tral wavelengths of the filters used during this work. This detector by dividing each pixel of the AA images by the cor-
means one can obtain a signal equivalent to an S0 responding pixel of a correction mask (Set8). This mask

of 2.5x 1017 molec cnt?2 or 100 ppmm if 20 % of the mea- Was created by fitting 2nd order polynomial to the optical

sured radiation intensity is scattered into the camera’s FO\HeNsitiesta andz from calibration cell images, not consid-
on aerosol in the volcanic plume. ering areas affected by reflections (Sedtd.and6.2). From

these fits a reflection-free AA image of a calibration cell was
calculated. The correction mask was then obtained by nor-
5 Data acquisition and evaluation malising the AA to 1 in the area were the DOAS telescope is
pointing.
5.1 SO camera

5.2 Spectroscopic retrieval
The SQ camera acquired images with both filters sequen-

tially: exposure times were adjusted to keep the maximumThe spectra recorded with the two spectrometers (NFOV-
measured intensity signal at about 85 % of the maximum in-DOAS, I-DOAS) were evaluated using the DOASIS software
tensity (65 536 counts with the 16 bit ADC). Before and after package (DOASISKraus 2006. The standard DOAS re-
each measurement period, the camera was pointed towardseval was applied in the wavelength range between 314 and

Atmos. Meas. Tech., 6, 67796, 2013 www.atmos-meas-tech.net/6/677/2013/
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However, later measurements determined that the dark cur-
rent at the same detector temperature can be considered be-
low 0.1 % of the signal for exposures times of approximately
3s, and is therefore negligible.

6 Field measurements: set-up and results

6.1 The measurement set-up at Popocapetl

Measurements from three days (1, 2 and 4 March 2011) will
be discussed here. For clarity, these days will be referred to
as Day 1, Day 2 and Day 3, respectively, in the rest of the
text. Measurements were performed from the ranger’s post

Roparent Abscrbance oz at Paso de Cags (longitude—98.64694, latitude: 19.0867,
about 3700 m above sea level), approximately 7 km north of

Fig. 3. Camera calibration curves simulated from a sky spectrum ) — : .
recorded with the DOAS spectrometer from Paso de Cortes, Mex-the volcano’s vent. The viewing direction of the camera and

ico, on 2 March 2011. The calibration curve for the no aerosol the solar azimuth a'ngle are shown in the top row of E@r L
case (blue, slope of 1.1851018molec cn2 or 475 ppmm) co- the start and end times of measurements. The red line indi-
incides with calibration cell measurements performed at the samé&ates the viewing direction used for calibration cell and back-
time (red crosses). The curve for a constant AOD (shown forground image acquisition. Photos giving an impression of the
78, Aerosol= 0.7) (dashed green line) is parallel to the No Aerosol measurement conditions during the three measurement days
line, but is shifted by an optical density of 0.04. Assuming a lin- are shown in the bottom row of Fig. During all measure-

ear relationship between the $@D andraerosor @S We might  ments, background images and calibration cell images were

expect in a real plume, we obtain the red dotted line. We here asacquired before and after measurements if an area of clear
sumedrp aerosol= 1.0 for an S@-CD of 2.0x 108 molec cnt? or

(9.57x 108 molec cn2 or 3800 ppmm). Details on the simulated

camera retrieval can be found in Appendix A. 09:30 and 11:00LT — local time) with approximately the

same viewing direction. Additional car traverses were per-
formed with a zenith-looking DOAS instrument to determine
the wind-direction. Usually, however, the car traverses were

326nm (e.gPlatt and Stutz2008. The absorption cross- ot conducted at the same time as camera measurements.

sections of S@ (298K, Vandaele et al.2009 and & (both

221 and 241 KBurrows et al. 1999 were fitted to the mea- 6.2 General results from calibration cells

surement spectra along with a Fraunhofer reference spectrum

(measured away from the plume in close time proximity) andFigure5a shows the AA of a calibration cell with an 3GD

a Ring spectrum (calculated from the Fraunhofer referencef 1.8 x 1018 molec cn? (720 ppmm). The image was cre-

Grainger and Ringl962). All cross-sections were convolved ated by applying Eq.3) to images taken in the background

to the instrument resolution using the measured instrumengeometry with the calibration cell covering the entire field-

response to the 334.15 nm line of a mercury emission lampof-view. As the viewing direction does not change, and the

To correct for small inaccuracies in the pixel-wavelength- calibration cell measurements are performed within 5 min,

mapping, e.g. due to slight changes in the instrument’s temno normalisation (Eql7) is necessary, i.e.a =cg =1. Two

perature, the Fraunhofer reference spectrum linked togethefeatures can be seen in Fisa: first, a clear increase in signal

with the Ring spectrum was allowed to be slightly shifted with increasing distance from the centre of the image can be

and squeezed against the measurement spectrum during tbbserved. We see an increase in AA of up to 85 % between

DOAS evaluation. All reference cross-sections were also althe centre, where AA is lowest, and the corners of the detec-

lowed to be shifted and squeezed together as a set. A maxter, where the AA is highest.

mum shift of+0.2 nm and squeeze &f2 % were allowed in The second feature that can be seen in bdgs a (slightly

both cases. off-centre) ring-like structure (arrows) in the middle of the
The DOAS fit for the I-DOAS data was performed individ- AA image of the calibration cell. This feature can be at-

ually for each pixel using the same evaluation scheme as fotributed to reflections on the windows of the calibration cell

the other spectroscopic data. As the instrument’s slit func{Sect.4.4).

tion varies over the detector, the cross-sections were individ- Figure 5b shows an AA image that was created by fit-

ually convolved for each row of the detector. Due to prob- ting two-dimensional 2nd order polynomials to the variation

lems with data logging, no exposure times were available forof intensity of the calibration cell optical densitiex and

the I-DOAS. Spectra were therefore only corrected for offset.tg, without considering the area affected by the reflection
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Fig. 4. Measurement geometry and photographs of the measurement conditions for the three days discussed ifajtieNtxth 2011,

(b) 2 March 2011(c) 4 March 2011. Top row: sketches of the measurement geometry. For all three measurement days, the solar azimuth
during the start and end time of the measurement is shown as orange lines. The camera field-of-view is depicted as a light blue area. The
direction in which the calibration cell measurements and background images were made is indicated by the red line. The black arrows show
the general wind direction; the grey shaded areas indicate the range of wind directions. Bottom row: pictures oépetpbacal plume

taken from the instrument position (Paso de €sybn all three days. The image from the 1 March 2011 was not taken simultaneously to the
measurements, but the measurement conditions were similar.
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Fig. 5. (a) Colour coded AA-image of a calibration cell with an $OD of 1.8x 108 molec cm-2 (720 ppmm). A slight ring-like structure

(arrows) is caused by reflections on the calibration ¢b)l.AA image that was created from 2nd order polynomial fits to calibration-cell
images. The area with reflections in the centre of the images was not considered when determining the best fits. These images were used ¢
a mask to correct for higher sensitivity towards the edges in the I-DOAS comparison and forztleen&Sion rateqc) Optical densityrg

image for a calibration cell measurement with Filter B.
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Column Number Fig. 7. Calibration curve for the SPcamera obtained from mea-
surements performed on 1 March 2011 (Day 1). The $Glumn
density derived from the DOAS (blue circles) and calibration cells
(red crosses) is shown as a function of the AA measured by the
gamera.

Fig. 6. The viewing direction of the NFOV-DOAS instrument was
derived from the correlation coefficient between the,S@amera
AA values and the NFOV-DOAS S©CDs (see colour scale). The
coordinates of highest correlation denote the position of the centr
of the DOAS FOV in the camera image (Circle with a radius of

57 pixels). Correlation coefficients of 0.5 or below are shown in o
white. areas we found changes of the slope of the calibration curve

of up to 8 % when fitting a first order polynomial to the data

(data from Day 3 was not included in these estimates as there
features. The residual between the polynomial fit and the calwas a slight deviation from linear behaviour; see Se&.4.
ibration cell images was usually below 0.005 (again, only in Also, the offset for first order calibration polynomials var-
the area not affected by reflection). ied between—2.2x 10 moleccnt? (~—90 ppmm) and

Figure5¢ showstg from a calibration cell measurement: 1.5x 10" molec cnt2 (60 ppmm) across this area. In future

a circular structure can be observed in the centre of the immeasurements, the uncertainty arising from the viewing di-
age, where the optical density is lower, i.e. more radiationrection of the DOAS telescope should be reduced by exactly
arrives in the centre of the detector than at the rest of the demeasuring the DOAS FOV at the measurement site.
tector. As the intensity seen through Filter B is essentially For calibration with cells we fitted a 2nd order two-
unaffected by S@ absorption, we would expect a flat sig- dimensional polynomial to the optical density images of the
nal over the complete detector. However, reflections on thecalibration cells (the areas with structures from reflections
calibration cell windows cause additional radiation to be re-were removed from the fit; see Seétl). From these 2-

flected into the centre of the image (see 2g. D-polynomials we created reflection-free AA images. The
residual between the 2-D fits and the optical density images

6.3 Results from the field measurements were usually below an optical density of 0.005 in the areas
without reflection structures, thus leading to an uncertainty of

6.3.1 Calibration approximately 5 % for the calibration curves. The AA value

for the calibration curves was then calculated in the same
The FOV of the DOAS instrument within the S@am-  area as the DOAS FOV in order to be able to compare the two
era image had to be derived for the DOAS calibration (seemethods. The calibration curves obtained during the three
Sect.B). The best correlation between the SOD time-  days (see Sect$.3.2 6.3.3and6.3.4 differ very little for
series and the AA time-series was found for a circle with all of the measurements. The slope of linear fits to the cal-
a radius of 57 pixels. Small changes in the viewing directionibration cell AA/SQ CD pairs varied by only about 1%
result in small variations of the correlation coefficient (see during the entire measurement period. This indicates that the
Fig. 6). Differences in the area with best correlation were instrument was very stable and exhibited a nearly constant
found to be very low (on the order of 0)between the dif-  sensitivity towards S@calibration cells (at close proximity
ferent days, thus indicating that the pointing of the DOAS to the instrument).
telescope in relation to the camera optics had not changed.
To assess the uncertainty of the calibration due to the align6.3.2 Day 1, 1 March 2011
ment of the instruments FOVs, we investigated the calibra-
tion curve for all areas that have a correlation coefficientOn this day, the calibration curves from the calibration cells
within 1 % of the maximum correlation coefficient. For these and the DOAS both show a linear relationship between AA
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Fig. 8. The SO column density from the DOAS plotted against § | g
ta and g for measurements from 1 March 2011 (Day 1). Note £ © 0 g
the decreasir_lg optical density for Filter B_Wit.h increasing S § -1 g
column density caused by aerosol scattering in the plume. <5 50 <
-3
11:30:00 ) 12:00:00
and CD (Fig.7). The DOAS measurements correlate very Local Time

well with the camera’s apparent a'bsorbance time se.Rés.( Fig. 9. Top panel: time series of the SGtamera (average val-

of 0.978). However the slopes derived by the two calibration ;¢ of g pixels coinciding with the DOAS) and the DOAS from

methods differ by almost 20 %. 1 March 2011 (Day 1). SPcamera values were calibrated with the
The optical densitiesa andzg obtained for the two filters  pOAS. Bottom panel: difference between the calibrated camera and

(Fig. 8) each also show a linear dependency on the DOAS-the DOAS system.

derived S@ CD. While tp exhibits the expected increase

in magnitude with increasing Sdoad due to absorption, 10"

g actually decreases with increasing SOD. This can be 45 " 1800
explained by light being scattered toward the instruments 4 kgg@faﬁon Cells 1600
on aerosol and cloud droplets that are generally co-located 3.5} 1400
with areas of high S®CD. Thus, the plume appears slightly 3} 1200
brighter than the background at 330 nm, where 88sorp- ‘&, 4| 1000 E
tion is negligible. g | | g
Figure 9 shows the NFOV-DOAS time series in compar- £ 3
ison to the S@ camera time series (average of the AA for 8:'5- 17 &
all pixels coinciding with the DOAS FOV) from Day 1. Af- 3 f 140 @
ter converting the AA to S@ column densities by multi- 05f N Boeion {200
plying with the calibration factor of 9.58 108 molec cnm? of ;;fggg%?(ﬁm {0
(~ 3800 ppmm) obtained from the DOAS (see Fig.the AP '0-3 —
offset was also taken into account), 95% of the DOAS ' " Camera Apparent Absorbance '

measurement values lie withir:1.5x 10 molec cnt?

(~ 60 ppmm) of the camera data points. Fig. 10. Calibration curve for the S®camera obtained from mea-

surements performed on 2 March 2011 (Day 2).
6.3.3 Day 2, 2 March 2011

(approx. 1600 ppmm) in this case. Figureshows the indi-

AA values derived in the DOAS FQOV again show very good " ) " : . .
9 Y9 vidual optical densitiesa/g for Filter A and Filter B. While

correlation with the DOAS derived SCCDs on Day 2 (see i .
Fig. 10). This time the calibration curves derived from the the slope forra is comparable to Day 1, the slope «f is

DOAS and the calibration cells show good agreement. Théﬂ_UCh steeper than on [_)ay 1’. €. th_ere is less changg of
slope differs by only about 5.6 %, well within the measure- with changing S@ CD, likely indicating a smaller aerosol

ment uncertainty, and the offset between the two calibra-Ioad in the plume on this day.

tion curves is only 3« 10moleccnm? (12 ppmm). The
measurements show that the linear relationship between
AA and SGQ CD holds true for up to 4 10*¥ molec cnr?
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Fig. 11. SO, column densities from the DOAS plotted against Fig. 13. Calibration lines from the NFOV-DOAS and from an |-

the optical densities for Filter A and Filter B. Measurements from DOAS compared to the fit curve we obtained from the three cali-

2 March 2011 (Day 2) at Paso de Cortes. bration cells. For high AA values both DOAS instruments show a
deviation from the calibration curve obtained from calibration cell
measurements. The black curve is a linear fit to the I-DOAS data

18
sf— T T T y 1200 that was forced through the origin. The data points from the NFOV-
° DOAS DOAS have higher AA values for high SGCDs compared to this
2 5} X Calibration Cells {1000 fit line.
“t 2} X 800
8 £
21 5F B 600 D&
é ' %o o,
1 7o 400 3 The SGQ CDs are plotted as a function of the optical densi-
@ 1 ties for Filter A and B in Figl5. The optical densitiesy and
o5k & ysaxth o 14200 g for Part 1 show similar behaviour as on Day 1. For Part 2,
) b =2.262¢+016 most data points are shifted towards higher optical densities.
0 ) ) . R =0.95632 (i) | Jo Simultaneous Imaging DOAS (I-DOAS) measurements
0 0.05 01 0.15 02 025 03 (taken between 10:38 and 11:45LT on Day 3) were used

Camera Apparent Absorbance . . . . . .
to further investigate the calibration. Comparing the images

Fig. 12.Calibration curves for the S{Ocamera obtained from mea- constructed from the camera images (see Secand the
surements performed between 09:15 and 09:36 LT on 4 March 2013-DOAS measurement (Fid.6), the overall structure of the
(Day 3). volcanic plume appears similar in both images. A noteworthy
fact is that the camera image seems to have &umns of
up to 2x 10 molec cnt? (~ 80 ppmm) in areas where the
6.3.4 Day 3, 4 March 2011 I-DOAS shows no enhanced $OThis effect is caused by

On 4 March 2011 two time-series were recorded, one be_changes in the background intensity over the field-of-view

tween 09:15 and 10:00 LT and the other between 10:38 an(?f the SQ camera. Due to the sun’s azimuthal position (ap-

11:45 LT. From 09:15 until 09:36 LT. the DOAS calibration proximately in line with the azimuthal viewing direction of
curve is similar to Day 1 (Figl2). This time interval will the camera; see Figh, the ratio between the scattered ra-

hence be referred to as “Part 1. For the rest of the mea—d'ri?rznirggggs'ty at315 and 330nm is not constant over the

surements, however, the calibration curve deviates inghtI)fa L .
from a linear relationship. For increasing £0ODs, all data To furtftlerlgc;mﬁarg thte Icl:allgbéatlonts' WI? re('jucledt the im-
points are shifted towards higher AA values compared to the9€ Size 1o (horizontally 88 (vertically) pixels to re-

calibration cells (Fig13). This interval will be referred to ducethertrors cattJ)selzd by mperr:etlz(; |rr;ai%;§1légnn:ent. Ag val-
as “Part 2". Figureld shows both time series. Calibration ues that were below a threshold o maoleccm

for this figure was performed with the green NFOV-DOAS 1560 ppmm) ]‘or I-DOAS measure(rj‘n(_arrr]]ts and pglowdo.t01 A.At
curve from earlier in the day (Part 1, Fit2). Calibrated in or camera Images were removed. 1he remaining data points

this way, the camera overestimates the $6lumn densities wgre used tp crgate a calibratiqn curve that can be cpmpared

in Part 2 when compared with the DOAS for high SCDs. with the cahbratlon_ curve obtained from the_ DOAS instru-
ment incorporated in the camera. The result in EBishows

that the calibration curve we obtained with the NFOV-DOAS
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Table 2. Average SQ emission rates for the measurement conducted at PagmthtFor all days, mean emission rates are shown for DOAS
calibration and cell calibration and with or without correction of the light dilution effect.

Day 1 Day 2 Day 3

1 March 2 Marchi 4 March®
Measurement timgGMT] 17:01-18:02 15:35-16:10 15:16-17:30
Wind direction[°] 283 313 119-125
Average Wind Speefins™1] 10.2 9.4 8.0
Maximum SG CD [moleccnT?] 3.5x 108  56x 108  3.2x 108
Distancelkm] 6.8 6 8-8.5
DOAS calib. kgs?1 10.56 14.34 4
Cell calib. kgs? 12.83 15.14 5

Flux DOAS calib.

* For 2 March and 4 March the emission rates are only a lower baseline for the emission rate.

18

— 18
S o x10 - 1000 25810 . . . . y 1200
L y(x)=ax+b
3 Part 1} Part 2 g a=1.426e+019
c 2 | 800 & b = -1.853e+018
£ 2 _ 7 R2 = 0.9373 (lin) 1800
215 600 2 e
2 g S -
[} [a] [$) \‘& £
a 1 400 € Q15 3P, 4600 £
c IS o 3 s
£ 3 £ 0 &
% 0.5 —— Cell Calibrated UV Camera 2008 [m)] ¥ o
) )
o ——DOAS o' ~ 1F 1400 «
o' 0 0o @ 2 ., Part 1 3
%) 10:00:00 11:00:00 A
Local Time 15 Part 1
0.5t 4200
17 N Part 2
10810 400 1 Part2
" Z M M M r
- Qo5 0.1 0.15 0.2 0.25 0.3 0.3
€ = Optical Density from Camera
<5 200 £
S A Fig. 15. SO, column densities from the DOAS measurements plot-
§ 5 ted against optical densities for Filter A and Filter B for the mea-
9 0 0 ‘2 surements on Day 3. We see that both optical densities are shifted
< towards higher values for Part 2.
> 10:00:00 11:00:00 -200
Local Time

6.4 Discussion of calibration results
Fig. 14. Top panel: time series from the $Ocamera on

4 March 2011 (calibration constant 9.98108moleccni?, , , , .
4000 ppmm obtained from Part 1) compared to the DOAS measure©On all days the optical density for Filter B decreased with

ments. Bottom panel: difference between the camera and the DOA#Creasing S@ column density. This shows that more radia-
system. Background images were acquired at 10:05 LT for the firstion is incident at 330 nm from areas with high SElumn
time-series and at 10:36 LT for the second time series. densities compared to the background intensity, an indica-
tion for radiation being scattered on volcanic aerosol into the
) o ) camera’s FOV. Comparing the optical densityfor Day 1
instrument is in general agreement with the I-DOAS mea-nq 2 (Figs8 and11), one can see thag has a smaller slope
surements. The calibration obtained from the I-DOAS is on Day 1 compared to Day 2, possibly due to a higher abun-
slightly more noisy, pr(_)bably due to an imperfect spatial andgance of volcanic aerosol on Day 1. However, the measure-
temporal alignment. Since the 3Camera images Were spa- ant geometry shown in Figh also shows that the relative
tially transformed to match the I-DOAS FOV and averaged (0 5 /i th hetween the viewing direction of the camera and the
match the I-DOAS time resolution, small errors due to mis- sun’s position is smaller on Day 1 compared to Day 2. Since
alignment are possible. Both calibration curves clearly de-,yarg scattering is dominant in Mie scattering, a larger
viate from the calibration cell measurements for AA values fraction of radiation might have been scattered into the cam-
above 0.1. era’s FOV by aerosols and condensed water in the plume.
As discussed in Sect.5, Mie-scattered radiation leads to an
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increase in AA and therefore to a decrease of the calibratiorwith our instrument, circular structures could be observed in
curve. Comparing FigsZ and10 shows that the slope of the the image centre, a result of multiple reflections on the cali-
calibration curve on Day 1 is indeed lower than on Day 2, asbration cell windows. While this effect could potentially be
expected for a higher aerosol influence on Day 1. avoided by introducing the cells into the optical path at a non-

On Day 3 the situation is more complex. Between perpendicular angle, this approach would introduce further
09:15 and 09:36 LT (Part 1), both optical densitigsand complications. The sensitivity of UV cameras is known to
g and the AA behave similar to Day 1, indicating some ra- vary over the extent of the image (ekern et al, 201008,
diation scattered into the camera’s FOV (Figjg2.and15). with these variations typically being a function of distance

For Part 2, both optical densities are shifted towards higheto the image centre. Positioning calibration cells at an angle
values compared to Part 1 (Fith). Less radiation is arriving  would introduce an additional component, as the observed
at the camera’s detector for both wavelength channels, whicleell thickness would then vary across the detector in a non-
could be caused by more absorbing aerosol in the volcanicadial manner. The exact behaviour would depend on the cell
plume.zg still shows lower values with increasing $GDs, placement in or in front of the optical system, but correcting
indicating that besides aerosol absorption some radiation ifor both effects simultaneously certainly increases complex-
still scattered into the FOV by volcanic plume aerosol and/ority and is more prone to errors.

condensed water. We show that the cell calibration can give misleading re-
sults since it cannot account for changes in camera sensitivity
6.5 SQ emission rates due to the presence of aerosol in the plume, as is explained

below. Calibration with a co-located DOAS system, on the
In order to test the influence of the calibration on the retrievedother hand, worked well. We showed how the correlation be-
SO, emission rate, SPemission rates for both calibration tween the time series of DOAS column densities and that
methods were determined (see Apperidifor details onthe  of the camera’s AA values can be used to obtain an accu-
emission rate calculation). rate estimation of the spectrometer’s field-of-view within the
On 1 March 2011 we obtained light dilution cor- camera image. However, in a sensitivity study, the camera
rected emission rates ranging betweett @7kgs?® and  calibration was found to be sensitive to the exact size, shape
23+3.9kgs™, with a mean emission rate of 10.56kg's  and position of the assumed DOAS FOV. Therefore, accurate
with the DOAS calibration (see Fig.7). characterisation of these parameters is important in obtain-
On Day 2 and 3 the SOemission rates only represent a ing the best possible camera calibration, and any variation in
lower limit, since the plume was partly moving in front and the exact position of the FOV over time should be avoided.
behind Popocéapetl and we could only partly detect the gas Comparison with the imaging DOAS, although slightly more
emissions. Mean emission rates for all measurement periodsomplicated due to the stark difference in image acquisition
with both calibration methods are shown in TaBlewhile  time (20 min as opposed to 2 s), was encouraging and showed
the SQ camera calibrated with cells can measure the SO that the NFOV-DOAS calibration curve derived in the centre
emission rate correctly under favourable conditions (onlyof the image can indeed be used across the entire image as
6 % difference on 2 March 2011), differences in the emissionlong as the radial variation in camera sensitivity is accounted
rate of up to 25% occurred (4 March 2011) when aerosolsfor.
and condensed water in the volcanic plume significantly in- Besides eliminating the need for manual placement of cells
fluenced the calibration. The difference in the emission rateor motorised moving parts in the camera design, integrating
is significantly lower than the maximum difference of 60% a DOAS spectrometer into the camera system also yielded
we found in the calibration curve on Day 3. This is due to the the possibility to assess the influence of volcanic aerosols on
fact that for the emission rate measurements, we have bothhe camera calibration. We found that radiation scattered into
high and low SQ CDs, at lower S@CDs the two calibration  the camera’s field-of-view on aerosols and condensed water
methods differ less than 60 % (see Fig). in a volcanic plume can lead to a change in the response of
the camera towards S(Osince aerosol scattering has a wave-
length dependency. Even though no significant change in the
7 Conclusions camera’s calibration between the three discussed days could
be determined with the calibration cell method, the DOAS-
In this study we compared different methods for calibrating derived calibration curves varied significantly. While the dif-
SO, camera systems and investigated possible associated eierence between cell and DOAS calibration slope was only
rors. While arguably the most straightforward method, cali-6 % under favourable conditions, deviations of up to 60%
brating the S@-sensitivity of UV cameras by placing cells were found on 4 March 2011 when a combination of plume
of known concentration in the optical path has some draw-aerosol conditions and illumination and viewing geometry
backs. We found that reflections on the calibration cell win-led to significant aerosol scattering and absorption effects —
dows can influence the measured AA and can therefore haveffects that are not accounted for when calibrating with a gas
a detrimental effect on the calibration. During cell calibration cell.

www.atmos-meas-tech.net/6/677/2013/ Atmos. Meas. Tech., 6, 6596-2013



692 P. Lilbcke et al.: Calibration of the SO, camera
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Fig. 16. (a)Image acquired with the I-DOAS on the 4 March 2011 from Paso de Cdbebnage constructed from the S@amera mea-
surements to match field-of-view and temporal resolution of the I-DOAS measurements. For this image the camera images were calibrated

with the black calibration line obtained from the I-DOAS measurements depicted it Zig.

30 T T reasonable estimate of $@istributions, even under extreme
;’gceg:;:teyra SO, conditions and highly opaque plumes.
L] ) I— 1 The difference in the mean emission rate, resulting from
the different calibration methods, varied between 6 and 25%
20f 1 on the different days. After the S@amera data was consis-

tently calibrated with the DOAS, a significant variability in
the SQ emission rate was still found. We measured average
SO, emission rates from Popoégietl Volcano of between

SO2 flux [kg/s]
o

10f . 5.7 and 15kgs! for the three days of observation. On two
of the measurement days, the plume was partly hidden be-
5f hind the volcano, in this case, even a careful calibration does

not allow accurate emission rate measurements. Although the
1706500 173000 180000 plume was not always in full sight and these values therefore
Time [GMT] represent conservative estimates, the variability in emission

: . . rates was also apparent when the plume was in full view, as
Fig. 17.SO, emission rate for 1 March 2011. The shown emission was the case on 1 March 2011. On this day alone, emission

;T)t:;z I:i%r:jtt(::leuzglr;b(:r(;;irsgt::jrbtrrlle shown error consists of the wind- rates range_d from 4.5 and 2_3 kg'swith large variations oc-

curring on time scales of minutes.

This high variability of SQ emissions at Popodaetl
Volcano is not unique and has in fact been observed at many
other volcanoes around the world. Although the processes
Even in the conditions encountered here, where moderaténat cause this variability are not yet well understood, the

SQ; column densities (below 2000 ppmm) were found and SO, camera allows for us to capture these fluctuations at high
the volcanic plume was generally translucent, the DOAS-temporal resolution. It therefore represents a very promis-
derived calibration will be considerably more accurate thaning technique for volcano monitoring and systems research.
calibrating with cells. It is important to keep in mind, how- However, we have shown that the accuracy of such UV imag-
ever, that aside from applying an empirical distance correcing instrumentation is significantly determined by the abil-
tion, the complex radiative transfer of the scene has not beefty to obtain an accurate calibration with regard to,3@n-
dealt with explicitly. Therefore, this method will also fail in  sitivity. For this, the integration of a narrow field-of-view
the case of very high SCcolumn densities+ several thou-  DOAS spectrometer is of immense value. It enables a dy-
sand ppmm) and visibly opaque plumes. In such conditionsnamic calibration under the actual measurement conditions,
taking complex radiative transfer into account in an explicit avoids technical issues associated with placing gas cells into
manner when evaluating the DOAS data would be necesthe light path, allows the identification of aerosol scattering
sary Kern et al, 2012h. In combination with a sophisti- effects, and can therefore be considered a key element in the
cated DOAS retrieval technique, the integration of a DOAS SO, camera system.
spectrometer into the camera instrument would then allow a

Atmos. Meas. Tech., 6, 67796, 2013 www.atmos-meas-tech.net/6/677/2013/



P. Libcke et al.: Calibration of the SO, camera 693

Appendix A chose a round FOV to better approximate the true FOV of
the DOAS telescope.

Simulation of the AA from a measured solar radiation The radius of the FOV was varied and for each radius; the

spectrum FOV was shifted across the camera image. For each posi-

tion an AA time series was created by calculating the mean
The AA for a given SQ@ column density was simulated and AA value in the FOV as a function of time. As the acquisition
shown in Fig 3. A solar spectruni (1) measured at the mea- time of the spectrograph generally is different from the acqui-
surement site with the spectrograph was used in the simusition time for the camera, the AA time series obtained from
lation. Besides the incident radiation, the signal at the dethe camera images was interpolated to match the acquisition
tector is also influenced by the transmission curves of theiimes of the DOAS spectra. After the time interpolation, the
band-pass interference filtefa (1), Tg (1), the quantum ef-  linear correlation between the AA time series and the SO
ficiency Q(4) of the detector and by potential $@bsorp-  CD time series from the DOAS was calculated for each mea-
tion. The extinction due to SOabsorption is given by the surement period. This way we obtained the radius with the
absorption cross-sectien(1), the column density. and the  best correlation, and a “correlation map” that shows where
Beer-Lambert law of absorption. Therefore, the ABanbe  the correlation between the camera’s AA time-series and the

simulated using the following equation: DOAS’s SQ CD time-series has its maximum. Although a
stable design of the camera-NFOV-DOAS assembly and lab-
IR - Tak) - Q1) - exp(—a (A) - S) oratory calibration are preferable, we recommend checking
T 1 of the relative alignment by the method described above.

;I(X) -Ta(d) - Q1)

;m) “Tg(A) - QM) - exp(—o (A) - S) Appendix C

i 16y - To) - 00 - (A)

Comparison between S@ camera and I-DOAS

We used the S@absorption cross-sectianfrom Vandaele  The SQ camera and the I-DOAS differ in temporal and
etal.(2009 and estimated the quantum efficier@fromthe  spatial resolutions. While the S@amera acquires an AA
Apogee Alta U6 data-sheet. The filter transmission curvesmage approximately every 3 to 4s with a quadratic FOV
7a and g were measured in the laboratory (the transmis-of roughly 22 by 22°, the I-DOAS needs between 5 and
sion curves for perpendicular illumination were used in the25s to acquire one column of the image with a FOV of
calculations). 13 (vertically) x 0.26 (horizontally). For example, the im-
age that we discuss in this paper was recorded between
10:30 and 11:15LT on 4 March 2011. It has a spatial ex-

Appendix B tension of 13 (vertically) x 44.5 (horizontally). The SQ@
camera recorded 815 AA images during this time period. The
Viewing direction of the DOAS telescope data obtained from the two instruments were carefully pre-

pared to be comparable. As a first step, a transformation ma-
It is important to exactly know the area to which the NFOV- trix was created to translate, rotate, shear and scale the SO
DOAS telescope is directed because the data from the DOASamera images to the I-DOAS FOV. This was done by man-
together with the corresponding AA data from the,.8@m-  ually choosing feature points (e.g. vent of the volcano) that
era are used to create a calibration curve (e.g. BigWe can be distinguished in both the @Gamera image and in
measured the viewing direction of the telescope relative tathe I-DOAS image. This set of points was used to create the
the camera by coupling light from a halogen lamp into the image transformation matrix. After the matrix was applied to
spectrometer side of the optical fibre in the laboratory. Weall camera images, the images matched a sub-section of the
then acquired images with the camera to determine the po-DOAS FOV (since the I-DOAS image has a larger horizon-
sition of the light spot on a wall in the camera image. How- tally FOV than the S@ camera). The acquisition start and
ever, after the measurements were completed, we found th@&nd time is known for each column of the I-DOAS: for the
the FOV had changed during the transport to the measurecorresponding image constructed from,;8@mera measure-
ment site or back to the laboratory. Therefore we estimatednents, we used the average of all camera images recorded
the size of the FOV and viewing direction of the telescope,between the start and end time to construct the correspond-
relative to the camera FOV, by searching for the best correing column for comparison.
lation between AA time-series recorded by the,Sfamera The error induced by the image transformation was inves-
and SQ CD time series recorded by the NFOV-DOAS, as tigated by comparing several cross-sections through the im-
described irkKern et al.(20108. We applied this technique age in the horizontal and in the vertical direction. From these
with a few minor changes. Instead of quadratic sectors, wecross-sections (see Figl) the maximum displacement was
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Fig. C1. (a) Reduced resolution I-DOAS image, the white arrow shows the cross-section shown on the righi) $idess-section through

the SGQ camera (blue) and the I-DOAS (red) image in row 40.

estimated to be belowax =1 pixel in the x-direction, and
below Ay =2.5 pixels in the y-direction. Next, the gradients
for the AA image% andﬁ—; were calculated for each pixel.
The uncertainty irr originating from the image transforma-
tion was calculated using error propagation:

A AT A 2+ s Y
T = _. )
Ax Y Ay Y

X

(C1)

et al. (201]) (especially regarding the altitude of the detec-
tor), this extinction coefficient represents a lower boundary
for the influence of the light dilution effect. Solving EdpT)

for Sp therefore yields a conservative estimate of the 8D

in the plume.

Next we summed S©OCDs up along a cross-section of
the plume. The cross-section ideally is perpendicular to the
propagation direction of the plume. However, as explained
in Mori and Burton(2006 non-perpendicular viewing di-

As this error estimation showed that some pixel had ratherection cancels out in the calculation of the emission rate
large errors, we removed all values with an error aboveif the wind speed is derived from the camera data (see be-

At =0.05; this, however, did not change the calibration
curve.

Appendix D

SO, emission rate calculation

To calculate the S@rates, all camera AA values were con-
verted to S@ column densities. This was done using cal-
ibration curves derived from both the DOAS and from the
calibration cells (see Fig3, 10, 12and13).

As measurements were performed at a distahad 6—
8 km from the volcanic plume, the measured,SCD is in-
fluenced by the light dilution effecKern et al, 20103. A
correction for this effect as suggestedBhuth et al.(2007)
andVogel et al.(2011) was applied to the column densities
S such that:

S(L) = So- e <AL, (D1)

low), since both the derived wind-speed and the 8@umn
density are a function of the viewing direction. In integrat-
ing along a plume cross-section we summed up all pixels
with column densities exceeding the background naisg«

2 x 10" molec cnm? (40-80 ppmm, determined in areas of
the pictures not covered by the volcanic plume). This was
done for two parallel cross-sections with a difference in az-
imuth angle of approximately°2 Cross-correlations of time
series of the integrated S@olumn densities were used to
determine the time required for S@ travel between the two
positions (see e.dMcGonigle et al. 2005 Johansson et al.
2009 Boichu et al, 2010. We used a correlation window of
roughly 600 s and obtained a very good correlation between
the time-series of the two cross-sections (usually the corre-
lation coefficient was 0.9 or better) with time lags typically
between 28 and 35s.

Wind directions were interpolated from the READY
NOAA database READY, 2012 GDAS data) at an esti-
mated plume altitude of 5500 m. The uncertainty of the mod-
elled wind directions was assessed by comparing wind di-

€ is an extinction coefficient and depends on the physicalrections determined by car traverses at a later time of day to

state of the atmosphere. We used a value ©0.057 knt?!
which was derived bywogel et al.(2011) for a wavelength
of 315.4 nm for measurements of the plume of Popemeit

modelled wind directions for the same time. Measurements
and modelled wind directions differed by on average 10.6
with a maximum difference of T8 This greatest deviation

under comparable conditions. However, due to the differencevas used to find the uncertainty of the distance between the

in measurement set-ups between this study and théage|
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two integrated cross-sections using error propagation.
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The distance between the two cross-sections was calcwBluth, G. J. S., Shannon, J. M., Watson, |. M., Prata, A. J., and
lated from the angle between them and the distance between Realmuto, V. J.: Development of an ultra-violet digital camera
the instrument and the volcanic plume. The thus obtained for volcanic SQ imaging, J. Volcanol. Geoth. Res., 161, 47-56,

wind-speed represents the wind-speed perpendicular to the d0i:10.1016/}.jvolgeores.2006.11.0@b07.
viewing direction. Bobrowski, N., Fbnninger, G., Lohberger, F., and Platt, U.: IDOAS:

A new monitoring technique to study the 2D distribution of vol-
canic gas emissions, J. Volcanol. Geoth. Res., 150, 329-338,
doi:10.1016/j.jvolgeores.2005.05.Q@DO6.

Boichu, M., Oppenheimer, C., Tsanev, V., and Kyle, P. R.:

. . . _High temporal resolution SPflux measurements at Erebus
whereAh; is the height that one pixel represents at the loca volcano, Antarctica, J. Volcanol. Geoth. Res., 190, 325-336,

tion of the plume. This was calculated from the distance to ..o 1016/} jvolgeores.2009.11.0ZD10
the plume and the solid angle covered by one pixel given thesyrows, J. P,, Richter, A., Dehn, A., Deters, B., Himmelmann, S.,

We then calculated the emission rate as:

®=v-> Ahi-So(t) (D2)

camera’s object lens. Voigt, S., and Orphal, J.: Atmospheric remote-sensing reference
For a constant calibration factar the emission rate data from GOME-2. Temperature-dependent absorption cross-
becomes sections of @ in the 231-794 nm range, J. Quant. Spectrosc. Ra.,
61, 509-517, 1999.
d=v-c-eAL. Z Ah; - 7. (D3) Dalton, M. P., Watson, I. M., Nadeau, P. A., Werner, C., Morrow, W.,

and Shannon, J. M.: Assessment of the UV camera sulfur dioxide
The dominating sources of uncertainty during the mea- retrieval for point source plumes, J. Volcanol. Geoth. Res., 188,
surements were the calibration (uncertainty of 8% for 1 and 358-366d0i:10.1016/j.jvolgeores.2009.09.012009.
2 March 2011' as exp|ained in Se6t3), and uncertainties Dalton, M. P., Waite, G. P., Watson, |. M., and Nadeau, P. A.: Multi-
in the wind-speed (about 10 %, dominated by the uncertainty parar_neter quantification of gas release during weak Strombolian
of the cross-correlation of the time series). Therefore, the to- EUPtions at Pacaya Volcano, Guatemala, Geophys. Res. Lett.,

. S@missi 37, L09303d0i:10.1029/2010GL042612010.
tal measurement uncertainty of the ission rate can be Galle, B., Johansson, M., Rivera, C., Zhang, Y., Kihiman, M., Kern,
estimated as follows:

C.,Lehmann, T., Platt, U., Arellano, S., and Hidalgo, S.: Network
® 2 o > for Observation of Volcanic and Atmospheric Change (NOVAC):
AD — \/(3_ ) Av) + (3_ ) Ac) . (D4) A global_ network for vol_ca_nlc gas monitoring: Network lay-
ov dc out and instrument description, J. Geophys. Res., 115, D05304,
doi:10.1029/2009JD011823010.
Grainger, J. F. and Ring, J.: Anomalous Fraunhofer Line Profiles,
Nature, 193, p. 762J0i:10.1038/193762a0962.
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