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Abstract. A new laser air-motion sensor measures the trueneeded; corrections are often made to the measured pressure
airspeed with a standard uncertainty of less than 0.1'ms that depend on the airspeed and/or orientation of the aircraft;
and so reduces uncertainty in the measured component @fccurate measurement of airspeed depends on knowing the
the relative wind along the longitudinal axis of the aircraft to humidity of the air and so the appropriate gas constants and
about the same level. The calculated pressure expected frospecific heats; measurements of humidity by dew-point sen-
that airspeed at the inlet of a pitot tube then provides a basisors must be corrected for differences between ambient and
for calibrating the measurements of dynamic and static pressensor pressures; etc. There are seldom standards or reliable
sure, reducing standard uncertainty in those measurementgsferences for any of these, so uncertainty analyses involve
to less than 0.3 hPa and the precision applicable to steadgomplicated and multi-dimensional examinations of these in-
flight conditions to about 0.1 hPa. These improved measureteractions and of how flight conditions might influence mea-
ments of pressure, combined with high-resolution measuresurements from otherwise carefully calibrated sensors.

ments of geometric altitude from the global positioning sys- If one could obtain a reliable reference for any of these in-
tem, then indicate (via integrations of the hydrostatic equa-terlinked measurements, it could be of great value in reduc-
tion during climbs and descents) that the offset and uncering measurement uncertainty. A new instrument, a Laser Air
tainty in temperature measurement for one research aircraftlotion Sensor (LAMS), now provides such a reference on
are +0.3+0.3°C. For airspeed, pressure and temperaturethe National Science Foundation/National Center for Atmo-
these are significant reductions in uncertainty vs. those obspheric Research (NSF/NCAR) Gulfstream GV and C-130
tained from calibrations using standard techniques. Finally, itresearch aircraft (hereafter referred to as the GV and C-130).
is shown that although the initial calibration of the measuredThis paper explores how measurements from this instrument
static and dynamic pressures requires a measured temperean reduce measurement uncertainties in some key measure-
ture, once calibrated these measured pressures and the meaents made on those aircraft. The new sensor is compact
surement of airspeed from the new laser air-motion sensoand designed to be installed inside standard instrument can-
provide a measurement of temperature that does not deperigters, so the measurements and approach taken here can be
on any other temperature sensor. extended readily to most other research aircraft.

Gracey(1980 reviewed calibration techniques that have
been used to calibrate measurements of pressure. The fol-
lowing are examples, including some developed after that re-

1 Introduction view:

Many of the core measurements made from research air- 1. The trailing cone.This is usually considered the best

craft are interconnected. To measure temperature, correc- standard. A stainless steel tube with inlets around its
tions must be made for dynamic heating caused by the  circumference is trailed so as to be aligned with its
motion of the aircraft; to measure airspeed, measurements long axis along the airflow. A cone is attached to the
of dynamic pressure, ambient pressure and temperature are end of the line to keep it aligned along the airflow, and
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the tube is trailed behind the aircraft at a distance andThe analysis that follows demonstrates that the LAMS pro-
vertical displacement sufficient to be outside airflow ef- vides another means of calibrating pressure to a level of un-
fects of the aircraft. The inlets are connected by tubingcertainty competitive with the best of the aforementioned
to sensors inside the aircraft, and the measurement stechniques while providing calibrations that can be available
obtained is compared to that from the sensors being calfor routine use. The operating principles of the LAMS are
ibrated. lkhtiari and Marth(1964), Haering Jr.(1995 discussed in the next section. The absolute measurement of
and many others have described this system. It can bairspeed that the LAMS provides makes it possible to de-
used while the aircraft airspeed, altitude and attitudeduce the expected dynamic pressure (or the pressure increase
angles are changed through the normal flight envelopeabove ambient or “static” pressure that occurs when air is
The disadvantages are that the system usually requireBrought to a stagnation point in flight) with reduced uncer-
a special and difficult installation, which can be particu- tainty. It will be argued that this measured correction to the
larly problematic for a pressurized aircraft flying at low dynamic pressure can then be used to improve measurements
pressure, and the trailing cone is not suitable for rou-of the ambient pressure. Once pressure is known with small
tine measurement. When available, though, it providesuncertainty, temperature differences can be determined dur-
accurate calibratiorBrown (1988 obtained a pressure ing altitude changes by integration of the hydrostatic equa-
calibration of a high-speed aircraft with standard uncer-tion between flight levels because the geometric altitudes of
tainty of about 0.2 hPa, in ideal conditions, using a trail- the bounding flight levels are also known with small uncer-
ing cone. (Throughout this paper, quoted uncertaintiestainty from recent improvements in measurements from the
are standard uncertainties corresponding to one stanglobal positioning system. Finally, it is shown that the LAMS
dard deviation.) provides a direct measurement of temperature that is inde-
pendent of conventional temperature sensors. This measure-
2. IntercomparisonsResearch aircraft are often flown in ment should be valid during cloud penetrations as well as in
formation to collect measurements that identify differ- cjear air. The conclusions of the paper then will summarize
ences. There are many published examples, but mosio this analysis has reduced measurement uncertainty for

identify differences outside the claimed error limits and ey state-parameter measurements from these research air-
seldom are able to determine which measurement is ag,aft.

fault.

3. Flights past towersklights past high towers or tethered . .
balloon sensors can provide limited checks on the accu-2 The NCAR laser air-motion sensor

:%lvs;mteu%?;% Fl)(gsvSZili;eSe;e?ju;;h:rseen?)rtesa?cg dﬂgscs:l)_l'?he laser air-motion sensor (LAMS) used in this study is
P that described byspuler et al.(2017). Figure 1 shows the

ibration of an aircraft like the GV. general layout of this instrument on the GV. It is a focused,

4. Calibration by the global positioning system (GPS) continuous-wave, coherent Doppler laser remote sensing sys-
where the wind is knowrf the wind is known accu- tem based on general principles describedSbynenschein
rately by independent measurement, the drift measure@nd Horrigan(1971). In essence, these instruments transmit
by GPS can be compared to the drift expected in thed frequency-stable continuous-wave laser beam and receive
wind measured by the aircraft, and the associated dylhe light backscattered from aerosols present in the atmo-
namic pressure can be corrected to minimize the differ-sphere in a weighted distribution around where the beam
ence from the independent measurement of wind. ExJS focused. If the scattering aerosols have a velocity along
amples are discussed Bgster and Cunningha(@010) the radial path of the beam, the received backscattered light
and byMartos et al.(2011), where dynamic pressure is Doppler shifted. The received laser light is mixed with
was calibrated by comparing wind measured on the air-2 Portion of the transmitted laser light via optical heterodyn-
craft to that measured from a tethered balloon. GPSING, in which the coherent wavefronts of the transmitted and
measurements have also been used without an indepefieceived beams interfere constructively and destructively at
dent reference, with flight manoeuvres and Kalman fil- @ frequency that is proportional to the transmitted laser wave-

tering, to calibrate dynamic pressu@hp et al, 2011). length and the wind speed along the line of sight of the laser.
This particular instrument is a single-beam system in

5. Use of measurements at ports around a sphBmedi which a laser is focused ahead of the aircraft in undisturbed
and Leon(2012 showed that multiple measurements air so that the airspeed can be measured outside the disturbed
of pressure at ports on the surface of a sphere can bairflow caused by the aircraft. Different configurations were
used to determine the error in measured ambient presused in this study for the GV and C-130. In both cases, the in-
sure and, when combined with GPS measurements, castrument was mounted under the wing and was aligned about
lead to corrections for errors introduced by accelerated3® downward relative to the aircraft centre line to compen-
motion of the aircraft. sate for the normal angle of attack. For the GV, the focus
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in the range from 0.1 to 3um is needed to provide a de-
tectable signal, but the sensitivity has been improved since
that early test. Successful detection of the backscattered sig-
nal has been possible at altitudes extending to above 13 km
although with present sensitivity there are still times when

Laser, Detector

TR the signal is too small for a valid measurement.
" g, The precision estimated irSpuler et al. (2011 is
po 7\ - / 0.05ms? for 1s samples (as will be used in the present
o posr / 'é( analyses); however, the system can provide data at much

N\ Cilaor tWing-pod) higher rates because individual samples are recorded at

~—— Fuselage Pitot Tube ~— Optical Bench (Wing-pod)

100 Hz after the averaging of individual spectra sampled at
rates of about 200kHz. The light source is a distributed
feedback fibre laser module (NKT Basik E15) with wave-
length 1559.996 nm in vacuum and 0.1 (@)~ stability.

) ) ) _ The laser is maintained within°C of a constant tempera-
Figure 1. Diagram of the LAMS. Light generated by the laser in .o 5o wavelength drift is below 0.001 nm. The conversion
the cabin is transmitted by optical fibres to a wing pod, where it from measured Doppler shift to airspeed involves only the

is transmitted in a beam that has a focal point well ahead of the | th of the | dth d of liaht. Th t
aircraft (farther ahead than suggested by this not-to-scale diagram ._ave ength o . _e a;er an € speed o 'g, ) (? error at-
The light backscattered from aerosol particles in the focal region is ributed to variation in the laser wavelength is equivalent to

collected by the lens, and a circulator mixes a portion of the trans-0-01 mm s* for wind measurements that are typically about

mitted signal with the returned signal. The resulting signal, with 200 ms L. In comparison to the overall 50 mmsprecision

interference patterns that measure the Doppler shift of the backscaBf the measurement, this error makes a negligible contribu-

tered light, is returned via optical fibre to the cabin for digitization. tion to precision or uncertainty.

Also illustrated in this figure are the approximate locations of the  The peak Doppler frequency can be measured with a stan-

static pressure ports and the fuselage pitot tube used by the researgfrd uncertainty that, converted to airspeed, is less than

data syst_em to measure s_tatic and_ dynamic pressures. This figug 1 ms®. The precision estimate fropuler et al(2011)

appears in Applied Optics in the article Bpuler etal(201) and 4,55 sypports an estimated uncertainty in this range if there

is used here with permission from the Optical Society of America. is no bias in the selection of the peak in the shifted fre-
guency spectrum, as is supported by careful examination of
the recorded spectra and the operation of the algorithm that

was 30 m ahead of the instrument, or 16 m ahead of the nosklentifies the peak (discussed at the end of Sect. 3 of that ref-

of the aircraft. For the C-130, the focal distance was 15 merence). When the signal-to-noise ratio indicates that there is

ahead of the instrument. Different lefis;wumbers were used, inadequate signal from which to obtain a Doppler shift, the

such that in both cases the returned signal was dominantlyneasurements are flagged as missing and are not used in the

from a volume extending about 2.5m along the directionanalysis to follow.

of flight, as given by the full-width half-maximum distance

of the telescope gain pattern. A small inertial system (Sys- o .

tron Donner C-MIGITS INS/GPS) mounted in the wing pod 3 Calibrating the pressure-sensing system

with the LAMS measured deviations in orientation caused

by wing flex or other vibrations of the pod relative to the

aircraft centre axis, where the aircraft orientation was mea—rne most straightforward application of measurements from

sured by a separate Honengll Laseref IV or V SM iner_tial the LAMS is to predict the dynamic pressuself p is the

reference system. Both provided measurements of attitudgyhient pressure, andc, the respective specific heats of

angles and aircraft velocity with respective standard uncer4;, ot constant volume or constant pressttehe absolute

tainties of about 1 mrad and about 0.1 safter incorpora- temperature, an&, the gas constant for air, the Mach num-

tion (_)f measurements from global positioning system (GPS),q, s (ratio of flight speed to the speed of soungy RaT,

receers.. _ _ with y = ¢, /c,) is given by the following equation (cf. e.g.
Earlier versions of laser wind sensors operating at 10.6 HM enschow 1972:

wavelength were designed for use on NCAR aircraft in

the 1980s and 1990s, as discusseKigler et al.(1987), . o0 4o\ Reler 1/2

Kristensen and Lenschoye987% and Mayor et al.(1997, M= = {(—”) [(M) — 1” @

but developments in fibre optics how have made a much im- VY Ral Ra p

proved system practical. For the present system, the wave-

length used is about 1.56 pr8puler et al(201]) estimated

that a particle concentration of about 2 chwith a diameter

“— Avionics Pitot-Static
Tubes (pair)

3.1 Dynamic pressure
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Solving for the dynamic pressure gives 7

v2 cp/Ra
- 1 -1 2
qg=rp <2c[,T+ ) , (2

which shows that, with knowledge gfandT’, LAMS (mea-

suringv) can provide an independent prediction of the dy-

namic pressure. Furthermore, small errors ipand T will

have a small effect on the deduced dynamic pressure because

expected errors are a small fraction of the total ambient pres-

sure or the absolute temperature. For typical flight condi- 0

tions, an uncertainty in temperature of 1K leads to a frac- * Dyﬁamic Pressure Deduced fromGSLAMSE%Pa]

tional uncertainty ing of about 0.5% or, forg = 60 hPa,

about 0.3hPa. Because the calibration of the temperatur&igure 2. The direct measurement of dynamic pressuiig)(on

sensors is tested in Sebtof this paper to a standard uncer- the C-130 vs. that deduced using the LAMS measurement of air-

tainty of 0.3°C, this uncertainty in temperature leads to an SPee%: Via Eas3j and ©). All 1s average points from one C-130
L . . research flight on which the LAMS was tested (17 November 2011)

uncertainty in calibrated dynamic pressure of about 0.1 hPa.alre Shown.

Corrections are usually applied to measurements of

dynamic pressure on research aircraft, including the

NSF/NCAR research aircraft, so comparipgs provided by ~ static ports can deliver pressures that depart much more from

Eg. @) to the uncorrected measurement of dynamic pressuréhe true ambient pressure at the flight level when flow around

gm is an exaggeration of the improvement that LAMS pro- the fuselage varies, and they can also produce biases even

vides. Nevertheless, Fig.shows that the difference between at normal flight angles, so the largest error is expecteg in

the predicted value from LAMS using E)(and the direct ~and consequently ig while their sump; has a substantially

measurement (from one of the pitot tubes on the C-130 refersmaller error. This was checked on the GV and on the C-

enced to the static pressure source) is substantial and exhibi#e30 by comparing the redundant sources for these measure-

both a large bias and significant scatter. Applying correctiongments. The results fgs; were remarkably consistent among

to the direct measurement is therefore important if the air mo-2ll pairs (agreeing to within 0.1 hPa) but there was significant

tion relative to the aircraft is to be determined accurately. ~ variability in the redundant measurements of bptandq,
often at the level of a few hPa.

3.2 Ambient or static pressure For example, Fig3 compares two redundant measure-
ments of total pressure on the C-130, each based on a dif-

The normal measurement of total presspie- p + ¢ is ob- ferent pitot source and static source. This and other similar

tained on the GV and C-130 and many other research aircomparisons suggest that a good approximation is to con-

craft by measuring the pressure delivered by a pitot tubesider p; accurately measured and to assume thatthe er-

aligned approximately along the airflow. This measurementror in the measurement, of dynamic pressure, is equal to

is made by adding two measurements, one of ambient preshe negative ofAp, the error in the measuremept, of am-

sure p (measured by a Parascientific Model 1000 absolutebient pressure, because both arise from the “static defect” or

pressure transducer with 0.1 hPa measurement uncertaintgrror in the pressure present at the static source:

connected in parallel to static ports on each side of the fuse-

lage of the aircraft) and a second of dynamic pressure 24 =dm—4q=—Ap=—(pm—p). ®)

(measured by a Honeywell PPT (0-5 PSI) differential sensor  As a result, the correction to dynamic pressure obtained

with 0.02hPa measurement uncertainty, connected betweefiom LAMS also provides a correction to ambient pres-

the static ports and the pitot tube). These measurements akgre, and these corrections can be applied simultaneously in
sampled at 50 Hz, filtered to 25Hz and optionally averagedgq. (3) using Eq. P):

to 1 Hz. Two independent systems with separate static ports

are available on the C-130, but only one on the GV. On bothA¢ =gm— px (v, T),
aircraft, there are also !'nez.isureme.nts from an.other '”depe'?/\'/here, to simplify the notatior (v, T) is
dent system that supplies information to the flight crew and

70 data points .ol
L

65 °

60 |- <

551

50 -

450

Measured Dynamic Pressure [hPa]

1:1 reference line

75

is also recorded for research use. v2 cp/Ra
Pitot tubes are generally insensitive to small deviationsX v, T)= <2c T + ) -1 4)
from normal flow angles, typically delivering accurate total r
pressure within about 0.1 % for flow angles up to several de-Then, becausg = pm — Ap,
grees from the centreline of the pitot tube (€5gacey et al. gm — PmX
1951 Balachandran2006 Tropez et al. 2007. However, Pc= —Ap = ﬂ )
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1000 ———————T———7—— \ pressure ports on the nose of the aircraft), so the pitot tube
needs to be relatively close to the nose in order for those mea-
surements to provide accurate characterization of flow con-
ditions in turbulent conditions. Other locations for the static
sources will have different errors and different dependence
1 on flow characteristics. This approach to calibration, how-
ever, should work with any pitot source that is insensitive to
flow angles and is installed outside the boundary layer of the
fuselage.

w

(=]

(=]
T

700 -

TOTAL PRESSURE #2 [hPa]

J 3.3 Some refinements

The goal of these analyses is to measure state variables with
00 T e0o . J00 800 900 1000 S|gn|f|cantly Iovx{er gncertalpty than hgs been possﬂ?le in the
TOTAL PRESSURE #1 [hPa] past, so this objective requires attention to some minor error
sources. Specifically, it was necessary to consider: (i) the hu-
midity of the air and its effect on thermodynamic properties

like the gas constant and specific heats; (ii) the effect of small
period with flaps deployed at the end of the flight). The measure-dfap"’w,tures of the po_'”“”g angle O_f,the LA_MS beam from the
ments plotted are the total pressyre measured by two indepen- direction of the relative wind and (iii) possible effgcts of flow
dent systems using two different pitot tubes and sets of static butangles on the total pressure measured by the pitot tube.

tons. The root-mean-square deviation from this line is 0.1 hPa, and . o
the similar deviation from a best-fit line is less than 0.04 hPa. 3.3.1 Correction for humidity

Figure 3. Measurements made at 1Hz during the 17 Novem-
ber 2011 flight of the C-130. All measurements are included for
times when the true airspeed exceeded 50 (o exclude a short

The first was determined in a straightforward way by con-

sidering the properties determined from weighted averages
which gives the correction to ambient presspgén terms of  of the properties of dry air and humid air, in standard ways,
the measurements of ambient and dynamic pressure, the aigs described bichelif et al. (1999. Many of the preceding

speed measured by the LAMS and the absolute temperaturgquations are affected by these adjustments to the gas con-
The negative sign arises because the correction needed is teant and specific heat for moist air.

negative of the measurement error.

The temperature is needed to calculgtebut it can be  3.3.2 Correction for LAMS orientation
assumed tentatively that the uncertainty in the temperature
measurement is adequate for this analysis. Once pressufdthough a pitot tube is relatively insensitive to flow angles
corrections are found, this assumption can be checked an@nd so measures the total dynamic pressure, LAMS measures
the process can be iterated as necessary. Equatpasid  Only a projected component of the relative wind, so a correc-
(5) then can be used with measurements from the LAMS totion for the difference between its orientation and that of the
estimate both the correction to be applied to the ambient pregielative wind is needed. Because there was an inertial ref-
sure and, with reversed sign, the correction to be applied tgrence system mounted on the same under-wing pylon that
the dynamic pressure. carried the LAMS, it was possible to correct for small de-

The results obtained in this way are dependent on thédartures in pointing angle relative to the aircraft reference
specific locations of the pressure ports providing the statidine, the orientation of which was also measured by a sep-
source.Haering Jr.(1999 discusses general considerations arate inertial reference system. These two inertial systems
regarding placement and characteristics of these ports. Oalign independently with uncertainties of about 1 mrad, and
the research aircraft discussed in the present paper, to avoi@te attack and side-slip anglesand g are measured using
interference with the standard ports used by the avionics systhe method oBrown et al.(1981), so the flow angles relative
tems, separate ports have been installed to provide this statf® the LAMS beam aré; +« ando, — g, wheref; ando, are
source. The locations on the GV, shown in Figare at fuse- ~ respectively the angles of the LAMS beam above and to the
lage station 247.0 and water line 80.2 (by convention quotecstarboard side of the aircraft axis, as measured by the differ-
in inches, equal to 6.274 and 2.032m respectively), sym-ences in pitch and heading from the two inertial systems. The
metrically on the starboard and port sides. The primary pitotheeded correction is determined by the arigépecified, to a
tube on the GV is located at fuselage station 54.0 (1.572 mpufficient approximation, by c@s= cog(61 + «) cos(62 — B).
and butt line—19.0 (-0.483m, negative indicating on the The resulting equations for the pressure correction are then
port side). The correction procedure developed in Sect. 3.4=9s. @) and &) where, in Eq. 4), v is replaced by, /coss.
depends on measurements of flow angle as determined bylowever, because typical values @fwere about 1 and
pressure measurements from the radome gust system (wiPS(1°) > 0.9998, these corrections were usually quite small.
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3.3.3 Effect of flow not parallel to the pitot tube ' ' '
1 @# averages

N
~
T

According to information provided by manufacturers, the
typical sensitivity of a pitot tube to flow direction is less than
1% at flow angles up to 20and less than 0.2 % for flow
angles up to & See also the general discussiorHaering
Jr.(1995. The error is in the direction of measuring too low
a total pressure as the flow angle increases, and to some ex-
tent it is compensated by orienting the pitot tubes along the
average flow direction expected in normal flight.

To check this, a flight segment with LAMS operational in- o5 ' - ' i '
cluded yaw manoeuvres in which the aircraft was flown in Sideslip Angle [degrees]
conditions of small side-slip{3) in cross-controlled con- Figure 4. The total pressure (from the sum of the ambient pressure

ditions so that the aircraft continued in approximately the measurement and the dynamic pressure measurement) on the C-130

same direction and at approximately the same airspeed. Ur}:{s a function of the magnitude of the side-slip angle during yaw

der those condltlon_s, one would expect that the total pressurg,anoeuvres in which side-slip angles were forced by rudder action
measured by the pitot tube would not show a dependence Ogile the aircraft continued on approximately a straight-and-level
side-slip angle. course. The mean total pressure of 760.6 hPa has been subtracted
Because a low-tolerance test is desired, small correctiongom the measurements. Error bars are standard deviations in the
are needed for the observed departures from steady flightheasurements for the total pressure axis and are the range of the
speed and in altitude. Over the course of the manoeuvrehin used in side-slip. Corrections for deviations from a level course
GPS measurements of altitude were used with the hydrostati_é”d for small variations in airspeed have been applied, as discussed
equation to estimate and correct for changes in the ambierif the text.
pressure usindp = —(p/RaT)g8z, wheresz is the change
in altitude from the start of the flight segmenmt,s the am-
bient pressureR, the gas constant for aiff the absolute
temperature ang the acceleration of gravity. In addition, a
correction was made for the expected change in total presg 4 Uncertainty in the corrections
sure arising from small changes in airspeed, as measured by
the LAMS. This is an independent measurement of airspeedVhen the LAMS is operating, the corrections to ambient and
that does not rely on the aircraft measurements of ambientlynamic pressure can be determined directly from E8js. (
and dynamic pressure, so the correction is not affected byand &), and these corrections have much stronger justifi-
possible errors in the measurement of dynamic pressure. Theation than the empirical corrections used previously. The

o
[N
T
1

o
o

I
o
N

T

I

I

1

Total Pressure - 760.6 [hPa]

I
o
~

T

1

3.0

the fuselage may cause the flow angle at the pitot tube to dif-
fer from the measured side-slip angle.

correction applied is given by the following equation: LAMS evaluation Gpuler et al.2011) suggests that the un-
certainty in line-of-sighv is about 0.05 mst, so this is also
» 2 %1 approximately the uncertainty in the component of the rel-
8q = ( ) v | dv, (6) ative wind along the axis of LAMS. The total derivative of
RaT \ 2c,T

Eqg. () provides a basis for evaluating the uncertainty in the

value ofq estimated from Eq.2):

which is obtained by differentiating EqR); In this equation, .

v is the airspeed measured by LAMS (corrected for flow an- 8q v2 Fa— L w2 /sv 1AT

gleg as specm_ed above)_ and th_e increment is referenced to th%‘ = (ZCPT ) RaT ( v 2T )

arbitrary starting value in the time series so that corrections

are made for the non-steady flight speed during the manoeuFhe temperature uncertainty thus contributes significantly to

vres. the uncertainty ing, often more than the uncertainty in
With these corrections, the average total pressure measurgrom LAMS, becausév/v ~ 0.05/220~ 0.00023 while for

ments as a function of the magnitude of the side-slip angleemperature, an uncertainty of 0@ results in a larger frac-

are as shown in Figt. Within a limit of about 0.1 hPa, there tional contribution of (6 x 0.3/223~ 0.00067 (for the GV).

is no dependence on side-slip angle outto abd s 8ange in - To reduce the uncertainty in temperature used in BYj. (

side-slip angles and also in attack angles from the mean thahe airspeed from LAMS can be used directly in the correc-

is characteristic of normal flight of both NCAR aircraft. This tion for dynamic heating, avoiding uncertainty in the conven-

supports neglecting a possible dependence of the total presional airspeed arising from error in measured dynamic pres-

sure measurement on flow angles, at least for the small anglesure. That is, the temperature should be determined directly

characteristic of normal flight; however, the test is not as rig-from

orous as might be desired because airflow distortion around

@)
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dynamic pressure, Mach number, angle of attack, side-slip,

2 airspeed and other characteristics of flight. The following
T="T— O,Tv_7 (8) analyses use flights during which the LAMS provided valid
2cp measurements almost continuously and during which there

with 7; the measured or “recovery” temperatuse, the re- were many altitude changes and speed variations.

covery factor for the sensor measurifig and v provided

by LAMS rather than the conventional solution for the Mach
number determined from ambient and dynamic pressure. Th
recovery factor used for the GV in this study (specified later,
in Sect. 5.2) was determined by fitting to dataStickney

et al. (1994, where reported measurements span a range iy p 5 3 APa
ar that corresponds to a standard uncertainty of about 0.007—~ = do +a1M* +axM~ + ag— -
in 7. For a representative airspeed of 220Th ¢his cor- 2 3qr

responds to an uncertainty in temperature of about®.2 +a (AP"‘> +a5(Apa> ; )
Calibration of the temperature measurement, which includes Agr Agr

dependence on the recovery factor, is presented in S&xt. . ) )
where it is argued that the temperature is constrained by thaphere Apy is the pressure difference between verti-

calibration within about 0.3C of that measured, so using cally separated pressure ports on the radome (normally

as measured by LAMS keeps the standard uncertainty introtS€d to calculate the angle of attack; &rown et al,
duced byT' within this limit. 1983 and Ag, is the pressure difference measured be-
tween the centre port on the radome and the static

source. The terms involving\p,/Ag, introduce depen-

mined from Eq. 7) is typically about 0.13 hPa (for flight at dence on angle of attack. The Qimensionless coefficients
125msL, where the pressure is 760 hPa and the temperaturé0 41, 42, a3, as, as} for the best fit to the measurements
0°C). The uncertainty in the uncorrected measurement of oM @ GV flight with LAMS operating were, respectively,
pm, from instrument characteristics, is also about 0.1 hPa, s¢ ~0-01330.0425 —0.0716 —0.360, —3.60, —9.66}, where
using the LAMS correction yields an ambient pressure thatthe quoted significant digits reflect the standard error in de-

has an uncertainty of around 0.16 hPa. Evaluation at 150 th—:‘rmining these coefficients. In the analysis of significance
leads to a similar estimate of uncertainty. When LAMS is of the fit, all these coefficients were needed to represent the

present, it is thus possible to be confident that the measure/2fiance, at significance levels less than 0.001.

ments of the longitudinal component of the relative wind and The correlation coefficient between the measured pressure

of the ambient pressure have associated standard uncertaif'réctions and those predicted by E9) {as 0.98 and the
ties of < 0.1 ms ! and 0.16 hPa, respectively. standard error was 0.00089 (i.e. 0.089 % of the measured

pressure, or about 0.3hPa at a typical ambient pressure of
3.5 Fits to the corrections p =350hPa). This standard error reflects individual mea-

surements for which some scatter arises because the LAMS
There is still value in determining fits to the corrections pro- and pressure-sensing systems detect air parcels slightly dis-
vided by LAMS in terms of flight characteristics like flight placed from each other that potentially have different air mo-
level, angle of attack, Mach number etc. because then corredions (cf. the discussion of this point in Se¢). The high cor-
tions can be applied in cases where the LAMS is not presentelation coefficient indicates that the fit accounts 86 %
or does not detect enough signal to provide a valid airspeedof the variance between the predicted and measured pres-
Such fits can be applied retrospectively to data collected besure corrections. Including additional functional dependence
fore the LAMS was available, and the fits can also be com-terms in Eqg. 9) did not reduce the residual variance beyond
pared to other means of estimating the corrections. A furthethis limit, so there is no evident source of this residual vari-
reason for developing fits is that the LAMS measurement,ability beyond the fraction that may arise from the samples
being offset from the nose of the aircraft, represents a rebeing at different locations for the two systems.
gion where there may be a fluctuating difference in airspeed The LAMS measurements indicate that, for this set of
vs. that present at the nose, and averaging over such fluctudlight conditions, the ambient pressure should be corrected
tions as provided by functional fits smooths the predicted corby 3.5hPa and the standard deviation in that correction is
rections. Fits to the measurements may therefore be prefeit.45hPa. If Eq. g) accounts for 96 % of that variance, the
able to those corrected directly using the LAMS airspeedremaining variance is equivalent to a residual standard devi-
v, especially in turbulent regions. For these reasons, fits tation of < 0.3 hPa. Because most of that variance arises from
the measurements provided by E§) (vere explored un- turbulent regions where the volumes sampled by the LAMS
til adequate representations of the predicted fits were foundand the pressure-sensing system could be moving differently,
Variables considered in the fits included ambient pressurethis can be interpreted as an upper limit to the uncertainty

351 GV

Bor the GV, the best representation/$, obtained after try-
ing many options, was

Interpreted as an uncertainty in dynamic pressgre
the uncertainty in the prediction ef from LAMS deter-
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in the pressure correction. Thus, using the LAMS measure- 2
ment of airspeed has removed a 3.5hPa error and provided °
a reference for a parametric fit that has residual uncertainty 3

of <0.3hPa. Any random error in the uncorrected measure-
ment of pressure would appear in this residual uncertainty,

as would a random error in the LAMS measurement, and a
bias in the measurement of pressure would be corrected by
the calibration procedure. Bias in the LAMS measurement of

airspeed of, e.g. 0.05m$ would still lead to a bias in the

-0.05

Oplg

-0.10

calibrated pressure of typically about 0.15 hPa, as argued in E

.. . A . L T — 1deg.
Sect.3.4, but this is still small in comparison to the residual adeg
uncertainty arising from the parametrized fit. & — Sdeg.

A concern regarding Eq9J is that during the flight from ' ' ' ' ‘ ' ‘
which this fit was determined the variabiep, / Ag, varied 02 03 04 05 08 07 08 09
only from about—0.2 to —0.03, while the full flight enve- Mach Number
lope of the GV spans a larger range. There is a danger that. . i i
the cubic dependence on this term in E9j. thight extrap- Figure 5. The corrt_actlon to pressuréy) no_rmallzed by the magni-
. . tude of the dynamic pressurg)( as a function of Mach number, for
olate to erroneous corrections outside that range. To guar

. . ree values of the angle of attack. The values plotted are those for
against such errors, other fits were developed that, althoug e GV as given by Eq. (9) for flight at 500 hPa. The format of the

slightly less accurate, should extrapolate to new conditiong, ot is chosen to match conventional presentations in aeronautical

better. One example is the following: publications such aGracey(1980.
Ap o 7 4m 7 a3  Apa
—, =dotar -+ aMag s (10) (b, b, b} = {0.00152 0.0205 0.0149. While the residu-

als from this fit are small, the mean offset it produces is about
with values of the coefficientsia;,_, 3} respectively  2npa, so (as illustrated by Fig) the effect on the measure-
{—0.00076, 0.073;-0.0864, 0.0465}. The resulting correc- ments of ambient and dynamic pressure is quite significant.
tion is plotted in Fig5, for flight at 500 hPa. This fitto the  For poth aircraft, direct use of the LAMS measurements
LAMS measurements accounted for 95 % of the variance, Vsean reduce the uncertainty in measurements of ambient and
96 % for Eq. ), so it may be preferable to use EQO{in  dynamic pressure to around 0.15 hPa. Even when the LAMS
cases where ﬂ|ght conditions m|ght fall outside the normalis not present’ parametric fits to LAMS measurements can
range of angle of attack used to determine B). ( reduce the uncertainty in pressure to less than 0.3 hPa.

352 C-130 3.6 Comparisons to other evidence

Fits to the values of_EqSQ _obtained as aboye were also €X- There are several comparisons possible that can test these
plored for a C-130 flight with LAMS operating. For one pair results. Three are discussed in this section.

of measurements of ambient pressure and dynamic pressure,
the best fit with all highly significant coefficients (signifi- 361 Wwind measurements in reverse-heading

cance levek 0.001) was the following: manoeuvres

A, Apq Apg . : - :

o = +b1 Aq +b2M + b3 Agr’ (11)  Areverse-heading manoeuvre is one in which a straight-and-
r r

level flight leg is flown for a short time (2 to 5 min) and then
whereApg is analogous ta\p, but for the side-slip angle. the aircraft reverses course and flies the same leg in the oppo-
The standard error for this fit was 0.0004, corresponding tosite direction. Usually these are flown approximately along
a pressure uncertainty at 700 hPa of about 0.3 hPa for thand against the wind direction. A test of the accuracy of
individual measurements. The second term gave the largeshe measurement of dynamic pressure is that the longitudi-
reduction in residual error; using this variation alone gavenal component of the wind should reverse direction but have
a residual standard error of 0.00050. A fit using only thethe same magnitude in reverse-heading manoeuvres when
first three terms on the right side of E4.1] increased the the aircraft is flown over the same (drifting) flight leg twice
residual standard error by less than 0.00001, making an adwith opposite headings. To isolate the effect of the measure-
ditional error contribution to the corrected pressure of typi- ment of ¢ and hence true airspeed, the best wind compo-
cally 0.014 hPa, which is insignificant in comparison to other nent to use is that along the axis of the aircraft, which is
expected error sources, so this simpler fit may be prefervgcoss — v, wherevy is the ground speed of the aircradft,
able. The coefficients, with quoted significant digits deter-the true airspeed relative to the air ahid the angle between
mined with consideration the standard errors in the fit, arethe ground-speed vector and the heading of the aircraft. The
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GPS system provides the ground-speed magnity@éad the L«
ground track angle, sos = ® — ¥, whereV is the heading
of the aircraft. Then, the wind component along the longitu- ~
dinal axis of the aircraft is

415

I
eccee o0 me

410
|

-

MACH NUMBER

Mach No.

vy = vgCogd — W) — uy, (12)

405
I

whereuv; is provided either directly from LAMS or from the
corrected dynamic pressure via Eg).for the GV or Eq. (1)
for the C-130. The expectation is that the longitudinal com-
ponent of the wind given by Eq1®) will reverse sign be- b
tween the two legs of the reverse-heading manoeuvre. Within
statistics imposed by atmospheric fluctuations, this is then o w0 a0 e mo 1000 1200 1e00
a test of the validity of the longitudinal component of the TIME AFTER 19:18:20 [s]
wind measurements.

A GV flight with a large number of reverse-heading ma-

400
L

D-value [m]

395
1

390
L
-
T
0.4

Figure 6. The d value measurements as a function of time for

. a flight segment at about 450 hPa, and the corresponding values of
noeuvres, but without the LAMS, was used for the test de'the Mach number (plotted relative to the right axis). It might be ex-

scribed in this section. Tablé shows the results for 12 e ted that the value would change smoothly, as suggested by the
reverse-heading pairs of legs from this flight. The meanggiiq red line. GV flight of 12 August 2010, Colorado, USA to St.
difference on legs along opposing headings wds12+ Croix, Virgin Islands. Gaps in data show portions omitted because
0.91ms1, but there are two pairs of legs (marked with as- the LAMS signal was too weak to be reliable.

terisks in the table) that appear to be outliers such as would

be expected if the wind conditions changed between the two
legs. If these are excluded, the remainder give a standarg 6.3
deviation such that the excluded legs would be more than ™"

two standard deviations from the mean. Excluding these twag ) . .
legs, there are 10 legs with a mean difference-6f26+ The dominant dependence in the pressure correction repre-

0.43msL, with standard error in the mean of 0.14nts  Sented in Eq. 9 is on Mach number, so testing this de-
This result suggests that the error in measurement of longiPendence is a useful constraint on the validity of the cor-
tudinal wind is—0.1340.07 ms L, which is consistent with rections. Repeatedly during the flight used to determine the
estimates of the uncertainty associated with the applied corPressure calibration in this study, the GV was flown in level
rection to airspeed based on E40), This provides support- flight, moving from near its low-speed limit to near its high-

ing evidence that the standard uncertainty in the measureSP€€d limit. If the pressure corrections are adequate, such
ment of the longitudinal component of the relative wind after manoeuvres should not introduce perturbations into the mea-
correction is about 0.1 NT4. sured pressure. A stringent test of this expected indepen-

dence of Mach number is to consider the difference between
3.6.2 The avionics pressure system of the GV the geometric altitude and the pressure altitude dordlue”

(cf. Bellamy, 1945 during the manoeuvre. This compensates
The ambient pressure measurement from the avionics systefor small altitude changes of the aircraft and should show
on the GV is more reliable than those on many research aira continuous change not perturbed by the airspeed changes
craft because the GV is certified to fly on RVSM (reduced or small altitude changes.
vertical separation minimum) levels; therefore, the flight- When the aircraft, at about 450 hPa flight altitude, was
deck pressure measurement has met strict Federal Aviatioslowed to its minimum speed of about Mach 0.45, there was
Administration requirements. Appendix G to Federal Avia- a clear perturbation in th value plot during the transitions
tion Regulations Part 91 specifies that the maximum allow-from Mach 0.67 to Mach 0.73 and back, as shown in Big.
able error in altitude is 80ft, or about 24 m. In the RVSM However, during the flight segments at steady speed the var-
altitude range (flight levels 290 to 410), this corresponds toious measurements dfvalue are consistent to within about
a requirement that the error in pressure be in the range 08 m, a change i@ value corresponding to a pressure change
about 0.68 hPa (near FL410) to 1.1 hPa (near FL290). Foof only about 0.2 hPa. In the higher Mach number range of
the GV flight used above, the mean difference between thehe flight envelope, deviations were still smaller, consistent
pressure provided by the avionics system and that measuredith linear change with time to within about 0.1 hPa. This
with correction by LAMS, for the RVSM altitude range, was is an indication that the larger deviations of the fit from the
+0.36 hPa with standard deviation 0.19 hPa, so within theLAMS-measured values occur at the extremes of the flight
tolerance required by RVSM standards, the avionics pressurenvelope, and that errors in the corrections represented by
is consistent with the measured pressure as calibrated in thisg. @) are reduced if the aircraft remains close to its nor-
study. mal flight envelope in unaccelerated flight. However, the

“d value” measurements during speed runs
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Table 1. Pairs of reverse-heading manoeuvres. Average values for altitude, heading and the longitudinal component of th¢ anad (
listed. Data from the GV flight of 6 August 2010.

Time (UTC) Altitude (m) Heading vy (ms™1) Avy
17:38:45-17:39:45 8835 240 —12.305
17:42:30-17:43:30 8832 57 14.678 2.373
17:46:30-17:47:30 10060 240 -23.930
17:50:30-17:51:30 10070 57 23.433-0.497
17:55:00-17:56:00 10980 241 -18.904
17:59:00-18:00:00 10980 57 18.520-0.384
18:03:00-18:04:00 11900 240 -26.330
18:07:15-18:08:15 11900 57 26.309 0.022
18:17:00-18:19:00 12830 59 19.993
18:28:00-18:30:00 12820 239 -19.542 0.451
18:31:00-18:33:00 12810 239 —19.948
18:36:15-18:38:15 12810 59 18.823 —1.125
18:45:00-18:47:00 12810 239 -19.294 -0.471
18:48:00-18:50:00 12800 240 -19.477
18:53:00-18:55:00 12800 59 18.711-0.766
18:54:00-18:56:00 12800 59 19.015
19:01:30-19:03:30 12800 239 -19.147 -0.131
19:20:00-19:22:00 4227 10 1.522
19:27:00-19:29:00 4228 190 -1.827 -0.305
19:28:00-19:30:00 4228 189 -1.341
19:33:00-19:35:00 4242 10 1.678 0.337
19:41:00-19:43:00 4242 190 -—-2.542 -0.864
MEAN -0.113
MEAN excluding two anomalous pairs marked by asterisks —0.261

consistency of the trend suggests that the dependence of tlaecount for perhaps 30 % of the observed standard deviation.
correction on Mach number is appropriate to within an un-This fraction is still significant, so even when the LAMS is
certainty of about 0.2 hPa. present, airspeed used to determine the wind may be better if
based on the corrected pressures that use the parametric fits
rather than that measured directly by the LAMS.

On the GV, the mean change in true airspeed introduced
by this calibration is—-0.8 ms™1. The standard error in the
The LAMS provides a direct measurement of line-of-sight determination Qf th.is offset is much smaller than the ex-
airspeed and, with the correction as in S&8.2 true air-  Pected unceitalnty in the measurement from LAMS (which
speed, but it is still useful to use the pressures as determineld < 0.1m§ ), so calibration using LAMS has removed
in the preceding section to determine airspeed by solving? —0-8ms - error andlreduced the uncertainty in this mea-
Eq. () for v as a function ofp and¢. Because the vol- Surement to<0.1ms™=. Iior the C-130, the correspond-
ume in which LAMS senses the airspeed is displaced fromNg correction is+-0.5ms ~. These measurements are used
the nose of the aircraft, the airspeed that it senses may dif2/ong with measurements from GPS and an inertial refer-
fer slightly from that sensed at the radome of the aircraft.&Nce System (IRS) to determine the wind, and the GPS/IRS
For the GV, the difference between the airspeed measured b§S° pr(iwdes measurements with an uncertainty of about
LAMS and that determined from the corrected dynamic and-1m$ ~, so the calibration based on LAMS has reduced the
ambient pressures has a standard deviation of 0.39 nEs- unpertamty in the component of the wind along the aircraft
timates based on measured turbulence levels indicate that thi&s 0<0.2ms .
is similar to the difference expected for sample locations sep-
arated by about 16 m, the distance between the LAMS sens-
ing volume and the nose of the GV, but for this comparison5 Checking the calibrations of thermometers
the samples are 1s averages that would be expected to dif-
fer by much less than this, perhaps reduced by a factor oWith accurate measurements of both pressure and geometric
around./200/16. This suggests that differences in location altitude, it is possible to test calibrations of the temperature

4 Correcting the measured airspeed
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sensors on the research aircraft by calculating height difto test the temperature measurements with about this level of
ferences from integration of the hydrostatic equation andconfidence.
comparing them to measured height differences. The lat- Specifically, three sums were calculated between different
ter are provided with low uncertainty by modern GPS mea-flight levels:

surements of geometric altitude. The improved measurement R )
of pressure provided by LAMS reduces the uncertainty inSy = Zﬂln (L) (15)
the measurement of pressure differences and enables a more i 8i pi-1
stringent test of the validity of the measurements of temper-g, = Z(Z" —zi_1), (16)
ature. i

The hydrostatic equation can be expressed in this form: 3= Z Zi — z,_l’ (17)

. m,i
5p1‘ = — & Di 5Zi, (13) . .
RAT; whereR,; andg; are respectively the gas constant (adjusted

for humidity) and the acceleration of gravity (adjusted for
where {p;, 7;} are the values of ambient pressure and ab-jatitude and altitude) anth,; is the measured temperature in
solute temperature for thith measurement angp; is the  apsolute units, corrected for airspeed but based on the stan-
change in pressure for thth step, during which the geomet- gard sensors being tested. The predicted mean temperature
ric altitude changes byz;. This equation can be rearranged for the layer, weighted by altitude, is given By = —S2/S1,
to obtain an estimate of the temperature: while the corresponding weighted-mean measured tempera-

ture isTm = S2/S3, SO a comparison of y, to Tj, tests the
(14)  validity of the temperature measurement.
Table 2 shows some measurements from selected flight

Measurement uncertainty of 0.1% in derived temperaturelegs of the C-130. The evidence from these climbs indicates

(ie. a typical uncertainty of 0.) requires at least 0.0% 218 FEoeR K SRl e Wes SO a0 IR ARG
precision in the measurementsaf a precision now provided After this resuﬁ wasr())btained an investi ati?)n discovered an .
by differential GPS receivers (such as the NovAtel Model ! 9

OEM-4 LL/L2 Differential GPS system in use on both NCAR  61T0" of about this magnitude in the calibration of the temper-
aircraft) for height differences as small as 100m. The re-2tUre sensor, which arose from a flawed bath cafibration. this

quirement is more stringent for the measurement of pressur illustrates the value of the independent calibration provided

At 10ms 1 rate of climb, the pressure change over 10s isei)y the LAMS.

less than 10 hPa, and it seems likely that differences in presg » gy

sure cannot be measured confidently to better than 0.1 hPa,

so this would introduce an error of 1% in the deduced (ab-A similar approach could be taken for the GV, with the
solute) temperature. This is inadequate, so a larger altitudgromise of a larger range of calibration points because of the
difference or the average of many measurements is requirefyrge altitude changes occurring during many of the flights.

& 8z;
Ra8|l’lpi ’

to obtain a useful estimate of the temperature. However, because there have been many flights with frequent
altitude changes, it was decided instead to use a large data set
5.1 C-130 with many climbs and descents to determine a polynomial

correction to the temperature via minimization of the error

About 30 min of flight with the LAMS on the C-130 was eyeen actual altitude changes and those predicted from in-
devoted to repeated climbs and descents and included abotggration of the hydrostatic equation. The chi-squard (o
1800 measurements of 1s differences, so it might be exyq minimized was '

pected that the standard error in the determination of tem- 1
perature from Eq.14) could be reduced by/1800= 42, or  y2 = Z —(hi — 72, (18)
to around 0.5C, by this procedure. Alternately, an appropri- T Oz
ately weighted “mean” temperature between two levels canynere Z; is the geometric altitude measured by GBSjs

be determined from Eq16). For this flight segment, climbs  the yncertainty in the height measurement and the predicted

were repeated from about 12000 to 16 000t (about 3.7 tohejghts; was determined by the integration of the hydrostatic
4.9km), or over a pressure range of about 100 hPa, and thggyation in the form

course reversed midway through the flight segment, so this

should help compensate for any true horizontal gradient iry,; — p; _; — Ra(f (1)) In 2 , (19)
pressure. An uncertainty of 0.1hPa in a 100 hPa pressure 8 Di-1
change leads to about an uncertainty of 0.1 % or, in absolute (co+ 1+ )T + To)

temperature, an uncertainty of about 9C3in the mean tem-  f(T;) = , (20)

Ra pg2
perature between the layers. It should therefore be possible l1tar e, M

www.atmos-meas-tech.net/7/3215/2014/ Atmos. Meas. Tech., 7, 33284, 2014



3226 W. A. Cooper et al.: Calibrations with a laser air-motion sensor

Table 2.Comparisons of predicted and measured temperatures fromvhere Rs and gs are the gas constant and acceleration of
climbs and descents of the C-130. The segments are from flightgravity defined by the US standard atmosphere Asi@)
RFO05, RF06 and RFO08 flown respectively on 7, 15 and 17 Novem-s the absolute temperature corresponding in the standard at-
ber 2011.7p is the predicted temperature aiigh is the weighted  mgsphere to pressue The first term on the right side arises
mean of the measured values of temperature, as defined in the texfrom the climb or descent, while the last term is the contri-
bution from the horizontal pressure gradient. The horizontal
pressure gradiert , can then be deduced from the measure-

Flight number, times UTC Tp[°C] Tm[°C] Tp—Tm

RF05, 20:58:00-21:11:00 —10.98 —10.37 -0.5 ments ofd value by rearranging Eq2():
RF07, 21:25:10-21:33:00 —6.36 —-5.89 —-0.47
RF07, 21:25:10-21:29:00 2.27 242 -0.15 G v At = 5P
RF07,21:29:00-21:33:00 —12.85 -12.15  —0.70 ’ RaT;
RF08, 21:45:00-21:53:00 —0.9 -05 -0.4 Raf(T})  RsTs(pi) Di
RF08, 23:37:00-23:41:30 —6.5 —6.3 -0.4 - e g In it
RF08, 23:45:00-23:50:00 —-9.4 —8.8 -0.6 S -
RF08, 23:56:00-24:01:00 95 -84  —-11 i dil)} . (22)
mean offset7p — Tm —0.55
Then, the altitude-change equation, EtP)( should be re-
placed by
wherecg andc; are coefficients to be found by minimization Ra(£(T1) G oo Ar
) . N . G
of Eq. (18). In these _equahonsR_a is the moist-air gascon-  p; =h;_q— a “ZIn (p’ p ) (23)
stant,g the acceleration of gravity (adjusted for latitude and 8 Pi-1

altitude) and p; } is the time sequence of measured pressures.

The functionf (T;) allows the adjustable coefficients and with G ,v; Ar evaluated using Eq2e). .
¢1 to be applied to the measured temperattrewith con- The measurements used were from 10 flights that com-

version to ambient temperature on the basis of the recover?rised the fifth circuit of the High-performance Instrumented
factor (7), the Mach numberAf) and the specific heat at Airborne Platform for Environmental Research (HIAPER)

constant volumed,). The resulting temperature is converted P oIe-to—PoIg (H.IPPO) experimeofsy et al, 201])’ start-
to an absolute temperature by the additiofgE 27315 K. Ing gnd gndlng in Colorado, USA, but extending north Of. the
Because the climbs and descents were made en route aﬁ&ctlc Circle and south to beyond New Zealand. The flight

so spanned some horizontal distance, the vertical integratioﬁ""‘tt‘_erns featured repeated climbs and descen_ts to measure
will match the pressure change only if the atmosphere is horiprOfIIes throu_gh the atmosphere,_so the 122 proﬂ_les measured
émany covering more than 8 km in altitude) provided a good

fit attempts to compensate for horizontal gradients, and thisseF of measuremen_ts for th's. StUdY' Several data—qu_ahty re-
can introduce an error into the minimization results. To con-StNctions were applied to avgld periods of problematic data,
sider how serious this problem is, it is useful to assess hownOtany when ice accumulation or frozen water affected the

a pressure gradient will affect the results. Suppose the hori\_/vmd-sensmg system and so the measurement of attack an-

zontal pressure gradient along the flight pathyigidk = G ,. gle (needed for the correction to ambient pressure). Periods

Then, there will be a contribution to the pressure change aris\—’vIth climb or descent rates less than 2m svere excluded

ing just from the pressure gradient over a perad of mag- as a way of excluding level flight segments that contributed

nitudeG ,vAr, wherev is the airspeed. Therefore, in E49] noise to the analysis. Also, rare periods of climbs or descents

the pressure ratio in the logarithmic factor must be modifiede_xCeedlng 7.5ms were also eX(_:Iud_ed because those pe-
t0 be(p; — G yvi A1)/ pi riods produced large discrepancies in the results compared
It isp(l:onvepni:ant top;;lbress this in terms @fvalue, the to normal climbs and descents, perhaps because of problems

difference between geometric altitude and pressure aItitudeWith sensor response. Flight periods with airspeed less than

1 L
because that is measured routinely. Part of the change |r1130r:?§ wire alzo elxclucciied tto at\_/ollld t'?ei.thr? the flaps
d value during a climb results from the horizontal pressuremlg ave ?enw_";? tc;]ye » PO ?n 1ally athecdlntg etpress_ut[ed
gradient, while another part arises from the climb in an at-measurements. v ese exclusions, the cata set consiste

mosphere that differs from the standard atmosphere. The e>§2f gbout 26000 san:ples (;urlntg cI|nt1bs ??(;J_Idetshcents. aint
pected change id;, the measurement dfvalue, is then or measurements made at a raté o Z, the uncertainty

o, in measurement of the height difference arises primar-

Raf(T))  RsTs(p) Pi ily from the uncertainty in the pressure change, as discussed
di —di_1= —( — )In above. The best-fit value gf? as defined by Eq.18) was
§ 8s pi-1 consistent with a value of about 1.6 m fer, and this would

_ GpRaTiviA” (21) be appropriate if the uncertainty in pressure (at a represen-

8pi tative altitude of about 300 to 500 hPa) were about 0.1 hPa,
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so this uncertainty in altitude is consistent with other es-
timates in this paper. The minimization was done in vari-
ous ways, including evaluating results over matrices of val-
ues of the fit parameterg andci, conjugate-gradient step-
ping and use of the “R” routineptim (R Core Team2013
which implements théNelder and Mead1965 minimiza-

tion algorithm. All produced consistent results, with con-
vergence to values dkg, c¢1} = {0.32°C, 0.007}. This ad-
justment from the measurements would change the mea-
sured total temperature over the course of these flights by
+0.29+ 0.13 K, so the fit indicates that the error in the mea-
sured temperature is within these limits. This result applies to
the measurement of total temperature, but the minimization
of Eq. (18) depended on the accuracy of the ambient tem-
perature after application of the recovery factor (usirg=
0.988+0.053log M +0.090log o M2+0.091log M3, ob-  Figure 7. Temperature determined from LAMS using E&4)plot-
tained as explained in Se@&.4), so the constraint on mea- ted as a function of the corresponding direct measurement of tem-
surement uncertainty tests for errors in the recovery factor agerature for the ferry flight from Colorado, USA to St. Croix, Virgin
well as the calibration of the temperature sensor and digiti-lslands, on 10 August 2010. E_ach plotted point represents a mea-
zation system. surement representing 1 s of flight.

The uncertainty in the determination of the fit parame-
ters{co, c1} is about{0.02, 0.001}, but the uncertainty ma-
trix is highly correlated such that the range of values giving
an increase irx® equal to the mean contribution from each as giscussed above, the LAMS provides a measurement of
point spans from{0.030,0.006} to {0.034,0.008. Within  the true airspeed and also enables corrections that im-
this range, the mean change in temperature implied by thg,rove the measurements of the ambient and dynamic pres-
fit remains in the range 0.28 to 0.31 K and the standard devigyre, Those two pressures are sufficient to determine the
ation in the correction remains smaller than 0.15K, so theré\iach numberM = v/vs, wherevs = /y RaT is the speed
is low uncertainty in the implied adjustment needed for tem-of sound in air. An equation for temperature can be obtained

20
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6 Using the LAMS to measure temperature

perature. o _ from Eq. @) rewritten in the form
A potentially more significant source of error, however, is
the effect of measurements that for some reason are ques- V2

tionable or erroneous. As discussed above, such measuré. = [ 0\ Rl : (24)
e ()™ 1]

ments were excluded where they were identified, but some
may remain. To check on the effects of variations in the mea-
surements entering the minimization, the sequence of mea©nce calibrated, measurementgpaind p; thus can be com-
surements was split into five segments and fit coefficientsined withv from LAMS to determine the temperature with-
were determined for each. The means of these fit coefficientsut any further reference to temperature sensors on the air-
were {0.37,0.018 and when used individually to evaluate craft.
the adjustment needed in the full data set, these fits indi- Figure7 shows the measurements obtained using E4). (
cated an adjustment of 3D+ 0.30. These estimates of un- in comparison to the primary conventional measurement of
certainty then indicate a required adjustment in temperaturéemperature. The mean difference (LAMS temperature mi-
of about+0.34+0.3°C, with the adjusted total absolute tem- nus conventional temperature) is 02 and the standard
peratureT’ given in relation to measured total temperature deviation is 1.2C. The fairly large standard deviation arises
T by T' =To+co+ (1+c1) (T — Tp), wherecg = 0.32°C mostly from areas of significant turbulence. A histogram of
andc1 = 0.007. This estimated correction and associated unthe difference shows that the central peak is characterized by
certainty, obtained because the LAMS provides a calibratiora standard deviation of about 36 and extremes account
of the pressure-sensing system and so with GPS enables afor the increase to 1.C in the full sample.
curate integration of the hydrostatic equation, are obtained Figure 8 shows a comparison of the temperature deter-
independent of reference standards or intercomparisons witmined from the LAMS and that measured directly during
other sensors and are the best available estimate of unceaportion of a flight of the C-130. The variance is significantly
tainty in the temperature measurement from the GV. higher in the LAMS-determined temperature for the flight
segment in the boundary layer (near 2100Z). This may arise
in part because the flow conditions at the pitot tube and in the
air sampled by LAMS can be different. Measured airspeeds
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Figure 8. Temperature determined from LAMS plotted with the ments of airspeed using EQ4) compared to the temperature mea-
standard measurement of temperature for a flight segment from theured by a conventional immersion temperature sensor during a de-
C-130 flight of 17 November 2011, and the difference between thescent through a cirrus cloud layer. Bottom panel: the measured ice
two measurements. The bottom panel shows the 1 Hz measuremergencentration from a two-dimensional cloud (2-DC) imaging probe.
from LAMS; in the top panel, these have been smoothed by an 11s
box average.
At this time, it is less certain how the system will per-
form in water clouds because almost all water clouds en-
from the two systems have lower coherence at high rates, andountered with the LAMS have been supercooled and heat-
the calculation of temperature is very sensitive to small errordng of the window was not adequate to prevent accumulation
in the pressure measurements. of ice on the window. An example of measurements in a wa-
This new measurement of temperature is valuable aser cloud is shown in FiglO. The gap in measurements at
a check on the temperature sensors because miscalibration about 22:13:15 UTC was caused by loss of signal as a result
changes in the sensors will appear as a discrepancy in conof icing on the window, but even before that the measured
parison to this measurement. However, temperature measuréamperature from LAMS was erratic and often systematically
ment by LAMS also has a very useful potential application about 1°C too low. More heating or data from warmer clouds
in clouds, where backscatter from the cloud particles makesvill be needed to test the potential for measurements in wa-
the LAMS signal very strong and where this measurementer clouds. It is not yet clear that this will be a useful mea-
should continue to be valid. Measurement of temperature irsurement because the backscattered return in dense clouds
cloud has been challenging because immersion sensors canight be dominated by regions closer than the focal point of
become wet and, in the dynamically heated airflow, expe-the system, where airflow distortion could be important. The
rience wet-bulb cooling to a variable extent dependent onchange in the location of the sample volume of a laser system
the wetting (e.gHeymsfield et al.1979 Wang and Geerfs  was recognized bWerner et al(1984), and the possible er-
2009. If the measurement of temperature available fromror in sensed airspeed was discussedbgler et al(1987),
LAMS remains valid in cloud, it can provide important infor- who recommended modified processing techniques selecting
mation on the buoyancy of clouds and would support stud-the peak rather than the mean in the Doppler-shifted wave-
ies of entrainment via mixing-diagram analysis of the type length spectrum, as used here, for measurements in clouds.
undertaken byPaluch(1979 or Betts (1983, which can be  Indeed, too low a measurement of airspeed would cause the
compromised when using conventional temperature sensorsleduced temperature to be too low, as is the trend in this fig-
Figure 9 illustrates the capability of the LAMS to mea- ure. The small extinction lengths shown in Fid), from 10
sure temperature in cirrus clouds. These measurements wete 20 m in the more dense parts of this cloud, support this
made during a descent through a cirrus layer, where thexplanation. However, the regions with erroneous tempera-
backscattered signal was dominated by the ice crystals thatire do not correspond to those with short extinction length
were present in concentrations varying from about 01 L as consistently as would be expected if this is the cause of the
to more than 100t2. This demonstrates that the LAMS is error in temperature. The performance in water clouds there-
able to continue to operate in such conditions and that it confore is not yet understood and will need further investigation
tinues to provide a useful temperature independent of the imand additional measurements.
mersion temperature probes.
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7 Summary and conclusions _16E
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ahead of the aircraft, has been used to determine correction

to be applied to the wind component along the axis of the
aircraft. With these corrections, the standard uncertainty in
this component of the wind has been reduced to less thar .
0.1 ms L. Fits to the corrections deduced from this system,

as functions of the measurements of ambient and dynamic
pressure as well as angle of attack, support this limit on un-
certainty even when the LAMS system is not available. Be-

cause the basis for the measurement is the Doppler shift ing 2 200
the frequency of backscattered light, the measurement is no§ 0 ! !
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dependent on calibration, and because the measurement i 2212 i 223
made well ahead of the aircraft, it is unaffected by flow dis-
tortion around the aircraft. Figure 10.Top panel: temperature determined by the LAMS during

Once an accurate measurement of airspeed is availablé& C-130 cloud pass on 15 November 2011. The temperature mea-
the expected pressure excess above ambient pressure p,%r_red by a cenventronal temperature probe is elso shov_vn. Mreldle
duced by that airflow at the inlet of a pitot tube can be Cal_panel: extinction length or distance correspono_lrng to unity optical
culated. The pressure at flight level can then be determine epth, determined from the measured droplet size distribution. Bot-
with low uncertainty by subtracting that excess pressure fro om panel: cloud droplet concentration measured by a cloud droplet
the measured total pressure at the pitot tube. The estimated

uncertainty in that measurement is less than 0.3 hPa, and the

precision (relevant to pressure mapping while the aircraft re-hut the limited measurements available in water clouds ap-
mains in steady flight conditions) is about 0.1 hPa. Calibra-pear less satisfactory. The latter problem is not understood,
tion to this level of precision enables improved measuremenput is worth further investigation because most immersion
of mesoscale pressure fields in the atmosphere, following th@ensors are affected by cloud water and produce erroneously
methods developed biarish et al(2007 and Parish and  |ow values in water clouds.

Leon(2013 based on GPS technology and by earlier authors A three-dimensional version of the LAMS is now under
including Brown et al.(1981), Shapiro and Kenned{@98)  development and will be ready for flight testing soon. That
andLeMone and Tarleto(1986 on the basis of other mea- il extend the improvements available from LAMS to all

surements of geometric altitude. three components of the measured wind.

With accurate measurement of pressure, combined with
excellent measurements of geometric altitude from modern
GPS, it is possible to deduce constraints on the temperaAcknowledgementsThe instrument development and data collec-
ture measurement from integrations of the hydrostatic equation were supported by the NCAR Earth Observing Laboratory.
tion during climbs and descents. For the GV, a data set conPata used in this study were collected during field campaigns led
sisting of 122 extended climbs and descents, typically ovey S- Wofsy (HIPPO), C. Davis (PREDICT) and J. Stith (IDEAS),
more than 8km. was used to determine that the measuregiu”ng which the Research Aviation Facility pilots, mechanics,

o - technicians, and software engineers operated the Gulfstream GV

temperature was within about 0.3 of the values required

inimize diff b lculated and ltitud and Lockheed C-130 research aircraft. The authors also thank
to minimize differences between calculated and true altitu eJorgen Jensen and Jeff Stith for comments and advice on the

changes. The correction required was a function of tempermanyscript. D. Khelif and two anonymous reviewers provided
ature but typically wast-0.3 & 0.3°C. This correction in-  exceptionally helpful reviews that identified errors and led to
cluded all effects entering the measurement of ambient temsignificant improvement in the manuscript. The National Center
perature at flight level, including corrections dependent onfor Atmospheric Research is sponsored by the National Science
the recovery factor of the temperature probes, which arg-oundation.
a significant source of uncertainty because of the large (of-
ten 25°C) corrections required for dynamic heating at GV Edited by: S. Malinowski
flight speeds.

Finally, it was shown that the LAMS, combined with
parametrized fits to correction factors for the measured dy-
namic and ambient pressure, can provide a measurement of
temperature that is independent of any other temperature sen-
sor. That measurement continues to be valid in all-ice clouds,
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