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Abstract. The feasibility of differential absorption radar

(DAR) for the spaceborne remote profiling of water vapor

within the cloudy boundary layer is assessed by applying a

radar instrument simulator to large eddy simulations (LES).

Frequencies near the 183 GHz water vapor absorption line

attenuate too strongly to penetrate the large vapor concentra-

tions that are ubiquitous in the boundary layer. However it

is shown that lower frequencies between 140 and 170 GHz

in the water vapor absorption continuum and on the wings

of the absorption line, which are attenuated less efficiently

than those near the line center, still have sufficient spectral

variation of gaseous attenuation to perform sounding. The

high resolution LES allow for assessment of the potential

uncertainty in the method due to natural variability in ther-

modynamic and dynamic variables on scales smaller than

the instrument field of view. The (160, 170) GHz frequency

pair is suggested to best maximize signal for vapor profiling

while minimizing noise due to undesired spectral variation

in the target extinction properties. Precision in the derived

water vapor is quantified as a function of the range resolu-

tion and the instrument precision. Assuming an observational

spatial scale of 500 m vertical and 750 m full width at half

maximum (FWHM) horizontal, measurement precision bet-

ter that 1 g m−3 is achievable for stratocumulus scenes and

3 g m−3 for cumulus scenes given precision in radar reflec-

tivity of 0.16 dBZ. Expected precision in the column water

vapor (CWV) is achievable between 0.5 and 2 kg m−2 on

these same spatial scales. Sampling efficiency is quantified

as a function of radar sensitivity. Mean biases in CWV due

to natural variability in the target extinction properties do

not exceed 0.25 kg m−2. Potential biases due to uncertainty

in the temperature and pressure profile are negligible rela-

tive to those resulting from natural variability. Assuming a

−35 dBZ minimum detectable signal, 40 %(21.9 %) of stra-

tocumulus(cumulus) atmospheric boundary layer range bins

would be sampled. Simulated surface reflectivities are al-

ways greater than−5 dBZ, which implies the DAR technique

could provide near spatially continuous observation of the

CWV in subtropical boundary layers at a spatial resolution

better than 1 km.

1 Introduction

Existing spaceborne methods for remote sensing of water

vapor include passive infrared sounding, passive microwave

sounding, passive microwave imaging, near-infrared imag-

ing, and radio occultation approaches. Each of these meth-

ods has proven to be exceedingly useful for assimilation in

weather models (Andersson et al., 2007) and for climate

analysis. Despite their successes, each method has limita-

tions that preclude them from accurately profiling water va-

por within the planetary boundary layer. Infrared and mi-

crowave sounding methods have water vapor weighting func-

tions that broaden near the Earth’s surface limiting the effec-

tive information regarding boundary layer water vapor en-

coded in the observations. Additionally, the boundary layer

is frequently populated with clouds, which heavily influence

observed infrared spectra. Microwave imagery only provides

information on the integrated column water vapor (CWV)

and provides no information on how that vapor is distributed

within the column. Near-infrared methods do not penetrate

the cloudy boundary layer and cannot resolve vertical dis-

tributions. Radio occultation is sensitive to boundary layer
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water vapor (Kursinski et al., 1995); however, the utility of

the observations is challenged by an additional dependence

on the pressure and temperature structure as well as a non-

uniqueness in the physics of the inversion problem due to

super-refraction of the radio waves (Ao et al., 2003).

The limitations of the current observing systems are un-

fortunate given that the majority of Earth’s water vapor lies

within the boundary layer due to the non-linear temperature

dependence of the saturation vapor pressure. Because the

majority of the water vapor lies within the boundary layer,

it is actually the passive microwave imaging sensors that

have been shown to provide the most information regarding

boundary layer water vapor in advanced assimilation systems

(Andersson et al., 2007). However, because these observa-

tions lack vertical resolution, the assimilated profile is fre-

quently biased. For example, Kalmus et al. (2015) show that

the European Centre for Medium Range Weather Forecasts

(ECMWF) model consistently produces a boundary layer

that is too shallow and too moist relative to radiosonde data

over the subtropical oceans.

The prevalence of recurring boundary layer cloud regimes

like stratocumulus and cumulus appear to be associated with

subtle variations in the vertical profile of water vapor (Betts

and Boers, 1990). Because these different cloud regimes have

substantially different cloud radiative effects, the transition

from stratocumulus to cumulus is one of the primary uncer-

tainties in estimating the climate sensitivity to anthropogenic

radiative forcing. Furthermore, global models frequently pro-

duce an unrealistic depiction of the transition from stratocu-

mulus to cumulus and these persistent low cloud biases have

far-reaching non-local effects (Gordon et al., 2000; Ma et al.,

1996). In situ observations provide a detailed view of the re-

lationship between boundary layer thermodynamic profiles

and cloud properties. For example a recent Department of

Energy Atmospheric Radiation Measurement (DOE-ARM)

field campaign to study the transitions between subtropical

cloud regimes and their environment produced 1 year of ob-

servations from a container ship traveling back and forth be-

tween Honolulu and Los Angeles (Zhou et al., 2015). Fig-

ure 1 shows an example from this experiment of the transi-

tion of the water vapor profile from one that is well mixed and

shallow near the American continent to one that is deep and

decoupled near the Hawaiian archipelago. These water vapor

profiles are not terribly dissimilar, and yet they are associated

with markedly different cloud morphology and thus albedo

as shown by the coincident radar reflectivity. One could ar-

gue that improvement in the understanding of the response

of clouds to climate change may be best facilitated not by

improved cloud observations but rather by improved water

vapor observations.

High quality in situ observations are useful; however, they

are sparse and therefore lack the large-scale context needed

for weather model assimilation or climate studies. New ob-

servation techniques are needed to fill the gaps of the cur-

rent observing system. This paper introduces a potential new

(A)	
  

(B)	
  

Figure 1. An example of water vapor profiles (a) and the associated

cloudiness as shown by the radar reflectivity (b) from one leg of

the MAGIC field deployment. MAGIC is the Marine ARM GPCI

Investigation of Clouds, GPCI is the GEWEX Pacific Cross-section

Intercomparison, and GEWEX is the Global Energy and Water Ex-

changes. The leg took place between the 12 and 18 July 2013 start-

ing in Hawaii and ending in Los Angeles. The vapor profiles are

color coded according to location along the transect, which is shown

in the inset map of panel (a). The dots on top of panel (b) corre-

spond to the location of each sounding in panel (a). The white strip

in panel (b) is a period where radar data are unavailable. The evolu-

tion of the water vapor profile shows a clear transition from one that

is well-mixed and shallow to one which grows deeper and more de-

coupled with distance from the continent. Commensurate with this

thermodynamic change is a reduction in cloud cover and an increase

in the occurrence of precipitation.

method for boundary layer water vapor sensing using the dif-

ferential absorption radar (DAR) technique. Prior study of

DAR techniques have focused on use of frequencies near

the 60 GHz oxygen absorption complex for surface pressure

sounding (Flower and Peckham, 1978; Lawrence et al., 2011;

Lin and Hu, 2005; Millán et al., 2014). The use of a dif-

ferential radar signal to retrieve water vapor has previously

been explored theoretically using a triplet of frequencies cen-

tered on the 22 GHz water vapor absorption line (Menegh-

ini et al., 2005). Observed dual-frequency radar reflectivities

using S/Ka band (Ellis and Vivekanandan, 2010) or Ku/W
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band (Tian et al., 2007) have also been used to infer water

vapor profiles. With their broad spectral separation these ex-

isting dual-frequency methods use observations well off of

the water vapor absorption line and into the water vapor con-

tinuum. This study shares a common physical theory with all

of the above while focusing on water vapor sounding using

frequencies in the wings of the 183 GHz absorption line. The

theory is general and could be applied to ground or aircraft

based instruments; however, the analysis here is specific to a

satellite platform.

2 Differential absorption radar theory

The theoretical basis for the DAR technique lies in the ex-

ploitation of gaseous absorption features that vary strongly

with frequency relative to the optical properties of the scat-

tering targets. The technique is analogous to the differen-

tial absorption lidar (DIAL) technique (Browell et al., 1979).

Specifically, the difference between the radar reflectivity at

two frequencies near an absorption line can be related to the

amount of absorbing gas between the radar and the scatter-

ing target. A descriptive outline of the theory underlying the

method is provided here.

Neglecting multiple scattering of the radar beam, the ob-

served (attenuated) radar reflectivity of a pulsed radar system

from a cloudy target composed of a distribution of hydrome-

teors at frequency (ν) and range (r) is

Z(ν,r)= T (ν,r)η (ν,r)
λ4

π5|K (ν,r)|2 ,
(1)

where λ is the wavelength of radiation, K is the dielectric

factor of the target, T is the two-way transmission of radia-

tion along the path, η is the volume backscattering coefficient

of the target (equal to the integral over the size distribution of

hydrometeor backscattering cross sections). When the scat-

tering target is the surface, the radar reflectivity is expressed

as

Z0 (ν,r)= T (ν,r)
σ0 (ν)

8

λ4

π5|K (ν,r)|2 ,
(2)

where σ0 is the normalized surface cross section, and 8 is

the integral of the received waveform shape (Tanelli et al.,

2008). Assuming a uniformly filled field of view the two-way

transmission is expressed using Beer’s law as

T (ν,r)= exp

−2

r∫
0

[∑
i

ρi,gas(r)κi,gas(ν,r)

+ρi,hydro(r)κi,hydro(ν,r)
]

dr
)
, (3)

where κgas is the mass extinction coefficient of the gaseous

species, κhydro is the mass extinction coefficient of the hy-

drometeor targets integrated over the hydrometeor size dis-

tribution, and ρ is the density of the gaseous or condensed

species. In these equations range dependence derives from

two sources. One source is the pressure and temperature de-

pendence of the absorption line broadening that influences

the mass extinction coefficient of the gasses. Another source

is the variation in range of the hydrometeor physical and thus

optical properties.

If simultaneous observations are made at two frequencies

then the ratio of the two radar reflectivities may be expressed

as

Z(ν1, r)

Z (ν2, r)
=
η(ν1, r)λ

4
1
|K (ν2, r)|

2

η(ν2, r)λ
4
2
|K (ν1, r)|

2

exp

−2

r∫
0

[∑
i

ρi,gas(r)
(
κi,gas(ν1, r)− κi,gas(ν2, r)

)
+ρi,hydro(r)

(
κi,hydro(ν1, r)− κi,hydro (ν2, r )

)]
dr
)
. (4)

Equation (4) is quite general; however, it is useful to make

some simplifying assumptions to describe the essence of the

DAR technique. We further consider that if these frequen-

cies are near an absorption line, the gas giving rise to that

line dominates the absorption by other absorbing species.

Also for the moment we assume that the spectral variation in

the unattenuated radar reflectivity (ηλ4/π5K) is small rela-

tive to the spectral variation κgas. With these approximations,

Eq. (4) becomes

Z(ν1, r)

Z (ν2, r)
=

exp

−2

r∫
0

[
ρgas (r)

(
κgas (ν1, r)− κgas (ν2, r)

)]
dr

 . (5)

Here and throughout the text, ρgas without the summation

implicitly refers to the dominant absorbing gas responsible

for the absorption line. Finally, expressing the reflectivity in

decibels relative to Z units (dBZ) gives the proportionality,

1Z ≡ dBZ(ν1, r)− dBZ(ν2, r)∝ ugas =

r∫
0

ρgasdr. (6)

Here it is seen that the difference in reflectivity between the

two channels (1Z) expressed in the conventional dBZ units

is proportional to the integrated gas path (ugas) between the

radar and the scattering target. In the case of the surface re-

flectivity, this quantity is denoted1Z0 and ugas is the column

integrated gas path. In the case of water vapor we refer to the

gas path as uvapor or the CWV for the column integral.

The technique may generally be used to obtain an estimate

of the CWV because the Earth’s surface always provides a

backscattering target. A range-gated radar may be used to

also provide a profile of water vapor concentration within

cloudy targets, where they exist. The profile would be ob-

tained by differencing the derived water vapor path (uvapor)
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between adjacent range gates and dividing by the distance be-

tween those observed targets. At a minimum this difference

would be the radar range resolution; however, it may in prin-

ciple be any distance larger than this resolution. We note that

the differencing of adjacent range gates eliminates much of

the uncertainty associated with broadening of the absorption

line because the pressure and temperature generally varies in

a small and predictable manner between adjacent gates.

To arrive at Eq. (6) it was assumed that the scattering tar-

get optical properties are spectrally invariant over a small fre-

quency range and that the contribution to gaseous absorption

by other species is negligible near an absorbing line caused

by the gas of interest. In practice, the strictness of these as-

sumptions is not necessary, and Eq. (4) remains valid. For

example the spectral variation in optical properties can be es-

timated via a reasonable assumption of the hydrometeor size

distribution, and it is only the variability about the assumed

spectral slope that is a true source of uncertainty. Similarly,

the concentration (and absorption) due to minor absorbing

species can be estimated given some a priori information re-

garding their concentration. Additional complications in the

derivation of Eq. (6) include the neglect of multiple scat-

tering and the influence of small-scale heterogeneity within

the radar field of view, which is commonly referred to as

non-uniform beam filling (NUBF). For the shallow bound-

ary layer clouds considered in this work multiple scattering

is generally small. In contrast, NUBF effects may be signifi-

cant relative to the expected signal.

3 Models

3.1 Cloud model simulations

A large eddy simulation (LES) model (Matheou and Chung,

2014) is coupled to a 30-bin microphysical model (Suzuki et

al., 2010) and used to produce two simulations of the cloudy

boundary layer. The bin microphysical scheme is useful in

realistically simulating the natural variability in the radar re-

flectivity, which has a strong dependence on hydrometeor

drop size. The first case simulated is the Rain In Cumu-

lus over the Ocean (RICO) (Rauber et al., 2007) using the

composite atmospheric conditions outlined in vanZanten et

al. (2011). The second simulated case is the Second Dy-

namics and Chemistry of Marine Stratocumulus field study

(DYCOMS-II) (Stevens et al., 2003) using the atmospheric

conditions described in Stevens et al. (2005) for Research

Flight 01 (RF01). The parameters describing the model setup

for each simulation are described in Table 1.

Figures 2 and 3 describe the cloud morphology and bound-

ary layer thermodynamic structure at the specific time steps

analyzed in this work. These two cases were chosen to pro-

vide two distinct examples of boundary layer cloud regimes

where both the cloud and thermodynamic structure resem-

ble the observations of the cloud regime transition shown

Table 1. Conditions for the LES simulations.

RICO DYCOMS-II RF01

Integration time [hr] 20.5 8.0

Resolution [m3] 40× 40× 40 10× 10× 5

Domain size [m3] 20480× 20480× 4000 2560× 2560× 1200

Initialization Conditions vanZanten et al. (2011) Stevens et al. (2005)

in Fig. 1. The RICO simulation produces scattered shal-

low cumulus, some of which produce showers, whereas the

DYCOMS-II RF01 simulation produces a shallow and thin

stratocumulus cloud layer with near uniform cloud cover.

The boundary layer structure is also notably different in the

two simulations. The RICO simulation has a deep decou-

pled boundary layer whereas the DYCOMS-II RF01 bound-

ary layer is shallow and relatively well mixed. In general,

the RICO simulation demonstrates greater variability than

the DYCOMS-II RF01 simulation. In particular, the signif-

icant difference of the in-cloud vapor profiles from the mean

profile in RICO is noteworthy.

3.2 Radar model

– Water dielectric constant – The dielectric constants of

liquid water are calculated using the parameterization

described in Ray (1972). A salinity dependence is added

following Klein and Swift (1977) for calculations of the

sea surface optical constants.

– Hydrometeor properties – The scattering and extinc-

tion properties of the hydrometeors at each model grid

point are calculated from integration over the prognos-

tic 30-bin drop size distribution (DSD) assuming spheri-

cal drops using Mie scattering theory (Bohren and Huff-

man, 1983).

– Gaseous properties – Gaseous absorption is treated us-

ing a variant of the Rosenkranz (1998) model which is a

modification of the (Liebe et al., 1993) Millimeter–wave

Propagation Model (MPM).

– Radiation Propagation – Radar reflectivity is modeled

using the time-dependent two-stream (TDTS) model

(Hogan and Battaglia, 2008). This model includes the

single scattering contribution to the reflectivity given

by Equation 1 as well as a two-stream approximation

for the multiply scattered photons. However, the mul-

tiply scattered contribution is generally very small in

the simulations examined here. Because this is a one-

dimensional model, NUBF was accounted for in post-

processing as described in the next section.

– Surface reflection – The normalized surface cross sec-

tion (σ0) is calculated using the model of Li et al. (2005)

with the Freilich and Vanhoff (2003) formulation for the

wind speed dependence of mean square slope of the sur-

face. This model is a semi-empirical fit to observations

Atmos. Meas. Tech., 8, 3631–3645, 2015 www.atmos-meas-tech.net/8/3631/2015/
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(A)	
   (B)	
  

Figure 2. Three-dimensional rendering of the LES time steps analyzed in this work for RICO (a) and DYCOMS-II RFO1 (b). Gray scale

shows cloud water content, while color scale shows precipitation water. No precipitation is present in the DYCOMS simulation.

(B)	
  (A)	
  

Figure 3. Mean profiles for the RICO (a) and DYCOMS-II RF01 (b) simulations. The solid black line shows the mean vapor profile, the

dashed black line shows the “in-cloud” conditional mean vapor profile, and the gray shading shows the range of the water vapor density.

Cloud and rain water are shown in blue and green respectively. The dashed red line shows the fraction of atmosphere filled with hydrometeors

at each height.

at 94 GHz and includes a correction factor (Ce = 0.88)

to the Fresnel reflection coefficient due to the diffrac-

tion effects of waves small in scale relative to the wave-

length of radiation. This work examines wavelengths

roughly half that observed in Li et al. (2005); therefore,

Ce should be closer to unity. Given the lack of observa-

tional constraint at the frequencies considered Ce is set

to one in these simulations. Salinity is set to a constant

35 ‰ for calculation of the dielectric constant.

3.3 Applying the radar model to the cloud simulations

In this work one time step is analyzed from the last 10 %

of the LES integration to avoid the model spin-up period

prior to the model reaching a dynamically steady state. Pro-

files of thermodynamic variables were acquired from ancil-

lary sources and added to the top of the LES domain to

model attenuation by gasses above the LES boundary (shown

in Fig. 3) and have a better representation of a spaceborne

measurement system. For the RICO simulation, composite

radiosonde observations launched from the research vessel

Seward Johnson during the field campaign are used. For

the DYCOMS-II RF01 simulation, composite profiles are

created from the ECMWF interim reanalysis (Dee et al.,

2011). Minor scaling was required to avoid discontinuities

in the thermodynamic profiles at the model boundary. We

note that although the effect of adding gaseous attenuation

above the boundary layer on the modeled reflectivities is

non-negligible, it is minor relative to the gaseous attenuation

within the boundary layer. For both LES the added attenua-

tion varies between approximately 1 and 5 dB between 140

and 170 GHz.
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The radar model is applied to each column of the cloud

simulations at the LES native resolution with a nadir view

angle. The modeled reflectivities are then convolved with an

idealized Gaussian antenna gain pattern with a 3 dB beam

width of 750 m and a top-hat range resolution of 240 m to

capture the effects of NUBF and variability in range at sub-

resolution scales. This notional resolution is representative of

current spaceborne radar capabilities and concepts. Off-nadir

view angles that would be provided by scanning radar are not

explored here but are in principle not fundamentally different

than a nadir viewing geometry.

Frequencies between 140 and 170 GHz are simulated in

5 GHz increments along with 94 GHz, the frequency of

CloudSat, which is shown for reference. Frequencies higher

than 170 GHz nearer to the absorption line center would pro-

vide better differential signal than this lower frequency re-

gion stretching from the wings of the absorption line into the

water vapor absorption continuum. However, they tend to be

so strongly attenuated by water vapor that they would not be

able to penetrate the large vapor burden of the marine bound-

ary layer.

A central element of this modeling framework is that the

high spatial resolution of the LES and bin representation

for microphysics allows us to explore the influence of spa-

tial variability in the meteorology and in microphysics that

would impact an observation but are not included in the de-

scriptive representation of the DAR concept given in Eq. (6).

For example, the spatial variability in the thermodynam-

ics, near-surface wind speed, cloud organization and micro-

physics influence the simulated radar reflectivity and there-

fore distort the relationship one would expect between 1Z

and uvapor at the LES native resolution. The LES model test

bed serves as an ideal tool for examining these NUBF effects

introduced by the sub-field-of-view variability. Microphys-

ical variability also influences the modeled radar reflectivi-

ties. This variability can only be realistically modeled with

a bin microphysical representation of the drop size distri-

bution. The noise introduced by this variability is implicitly

modeled in these simulations because the variations in the

drop size distribution introduce variability in the spectral de-

pendence of hydrometeor optical properties. Radar simula-

tions using the full 30-bin microphysics are significantly dif-

ferent than those using a two-moment representation of the

size distribution. This is particularly true for the RICO case

where the single moment calculations are biased −2.1 dBZ

from the bin calculations with a root mean square difference

of 7.4 dBZ.

4 Results

4.1 Example signal

The focus of this paper is on the feasibility of water va-

por sounding of the planetary boundary layer using a DAR

Figure 4. An example of the spectral variation of the column two-

way attenuation due to water vapor, the two-way attenuation due to

hydrometeors, the surface reflectivity assuming a range resolution

of 240 m, and the hydrometeor reflectivity. This example is from

a single precipitating column in the RICO simulation. The gray

shaded frequencies are not examined in this work because of the

large attenuation due to vapor near the absorption line.

technique from a spaceborne platform. To this end we first

demonstrate the spectral variation of the extinction and scat-

tering across the frequency range between 140 and 170 GHz.

This spectral range is chosen because of our focus on a likely

power-limited satellite platform, which would require the

avoidance of heavily attenuating frequencies near the water

vapor absorption line. The closer the frequencies are to the

absorbing line the greater the signal-to-noise would be and

we note that application of the technique from an aircraft or

ground-based platform may find the higher frequency chan-

nels useful. It is further noted that sounding of higher alti-

tudes in the middle and upper troposphere would not only

benefit from but also necessitate higher (more strongly at-

tenuating) frequencies at which the1Z signal increases sub-

stantially.

Figure 4 shows an example from a single precipitating col-

umn in the RICO simulation. The column water vapor atten-

uation varies by 15 dB across the frequency interval whereas

the hydrometeor and surface scattering all vary by less than

4 dB(dBZ). The characterization of the spectral variation of

the other variables would be a source of uncertainty in any

retrieval algorithm for the water vapor. Here it is made clear

why we do not explore frequencies higher than 170 GHz be-

cause of the large values of attenuation near the water va-

por line exceeding 40 dB. The sensitivity of water vapor to

frequency is much greater at the higher frequencies near

170 GHz in the wings of the absorption line than at the lower

Atmos. Meas. Tech., 8, 3631–3645, 2015 www.atmos-meas-tech.net/8/3631/2015/
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Figure 5. Cross sections of water vapor, total liquid water content and the reflectivity difference between 160 and 170 GHz for RICO (a) and

DYCOMS-II RF01 (b).

continuum absorption frequencies where the sensitivity of

the water vapor attenuation to frequency is the same order

of magnitude as the sensitivity of the other variables. For ex-

ample, between 160 and 170 GHz, the water vapor sensitivity

is approximately 10 dB, whereas the sensitivity of the other

parameters are one to two dB(dBZ). This result shows that

the assumptions outlined in Section 2 that the spectral varia-

tion of the water vapor is significantly larger than that of the

target backscattering is moderately satisfied in the 183 GHz

line wings but not in the continuum absorption region. As a

consequence, line pairs near 140 GHz (i.e. 140/145) would

not likely have an exploitable signal-to-noise ratio whereas

line pairs near 170 GHz (i.e. 165/170) would be potentially

exploitable for vapor sounding.

4.2 Example Profiles

Figure 5 shows cross sections of the water vapor, water con-

tent, and 1Z160−170 for RICO and DYCOMS-II RF01. Fig-

ure 6 shows specific simulated profiles of radar reflectiv-

ity and 1Z after convolution with the antenna gain pattern

for three different pixels. One profile from the DYCOMS-

II RF01 simulation is shown in Fig. 6 along with a rain-

ing and a non-raining profile from the RICO simulation.

The 94 GHz reflectivity is also shown in Fig. 6 for refer-

ence. Several important points can be drawn from these ex-

amples. First, the reflectivity differences increase with depth

into the cloud layer as the radar beams traverse increasing

water vapor path. Even for the smallest frequency difference

considered (165–170 GHz) the simulated reflectivity differ-

ences are always greater than 1 dBZ, even at the top of the

cloud layer. These 1Z values are much larger than the pre-

cision of already proven spaceborne radars. Second, note the

significant attenuation relative the 94 GHz reference experi-

enced at all of the frequencies between 140 and 170 GHz.

The effect of this attenuation is particularly evident in the

RICO simulation compared to the DYCOMS-II RF01 sim-

ulation because of the differences in moisture between the

two simulations. Despite the attenuation, even at 170 GHz

these examples show reflectivities that would be observable

with a sensitivity of −30 dBZ, which is comparable to the

sensitivities of −28 dBZ for CloudSat (Tanelli et al., 2008)

and −35 dBZ for EarthCare (Takahashi et al., 2009). These

sensitivities are approximately comparable to those achiev-

able at higher frequencies because radar output power de-

creases with frequencies while antenna gain increases for a

fixed diameter. Third, the surface equivalent reflectivity is

greater than −5 dBZ at all frequencies for all simulated ob-

servations. This is a readily achievable minimum detectable

signal that would permit spatial continuous estimation of the

CWV at a very high resolution relative to existing observa-

tion methods. Fourth, note that because the cloud layer is thin

and shallow in the DYCOMS-II RF01 case, there are at most
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Figure 6. Reflectivity profiles (top) and reflectivity difference (bottom) for a non-precipitating RICO pixel (a), a precipitating RICO pixel (b),

and a DYCOMS pixel (c). These examples have been averaged to the antenna gain function and range resolution. The dots at the height= 0

level show the surface reflectivity. In the bottom panels the water vapor profile and cloud and precipitation profiles are also shown.

three pieces of information available, two atmospheric re-

flectivities and a surface reflection. In contrast, because pre-

cipitation reaches the surface in the RICO case reflectivities

are available throughout the lowest 3 km of the atmosphere.

Fifth, notice in Fig. 5 that the variability in the water va-

por distribution in RICO is positively correlated with cloud

elements. DAR retrievals of water vapor, which depend on

cloudy reflectivities, would therefore be subject to a condi-

tional sampling high-bias in scattered cumulus conditions. In

contrast, this effect is negligible in the DYCOMS simulation

where cloud cover is relatively homogenous. Finally, as the

frequency separation between channel pairs grows the signal

increases at an asymptotic rate because the further the fre-

quency is from the 183 GHz absorption line the smaller the

rate of change of extinction with frequency becomes.

4.3 Relationship between vapor path and reflectivity

difference

The previous section showed a few examples of the DAR sig-

nal for water vapor. We now examine the water vapor signal

using all simulated pixels and range bins. The theory leading

to Eq. (6) predicts a linear relationship between water vapor

path and reflectivity difference. The linearity is confirmed in

Fig. 7, which shows the relationship between the uvapor and

1Z for all simulated range bins including the surface. How-

ever it is also apparent that substantial scatter can distort the

signal, particularly as the frequency separation increases (i.e.

140–170 GHz). The slope of the plots may be interpreted as a

signal for water vapor, and the scatter about those lines may

be interpreted as noise. Note that the scatter is much larger in

the RICO simulation than in the DYCOMS-II RF01 simula-

tion. This is due to the presence of precipitation and greater

spatial variance resulting in greater spectral variation in the

extinction properties of the targets. Notice that this scatter

exists not only in the atmospheric 1Z’s but also to a lesser

extent in the surface 1Z0’s. Some variability in the spectral

dependence of σ0 results from variations in the near-surface

wind speed; however, most of the scatter in1Z0 derives from

spectral variation in the column attenuation. Importantly this

indicates that the spectral variation of the attenuation within

the column between the radar and the target may be as im-

portant as the spectral variation of the backscattering target

in contributing to noise in the water vapor signal.

The surface reflectivity difference provides information re-

garding the column water vapor. Figure 8 shows the relation-

ship of 1Z0 for the (160/170) GHz frequency pair and the

CWV. Observe that in clear-sky pixels a robust linear rela-

tionship exists between the CWV and 1Z0. The presence of

hydrometeors distorts this linearity and the effects of precip-

itation, which are present in RICO, contribute substantially

to NUBF. The NUBF effects are present in both simulations

but are significant larger in the RICO case. The behavior of

the NUBF effects in the RICO simulation is worth descrip-

tion. At the native spatial resolution, the spectral variation

in hydrometeor extinction properties causes an increase in

1Z0 relative to that which would be predicted by water va-

por alone. This 1Z0 increase is particularly evident in the

presence of precipitation. This behavior is caused because

the sensitivity to frequency of attenuation from both vapor

and hydrometeors is of the same sign (e.g. Fig. 4). In con-

trast, convolution of the signal with the antenna gain pattern

to simulate NUBF results in a decrease in 1Z0 relative to
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Figure 7. A scatter plot of the water vapor path (uvapor) between the radar and the target range gate and the reflectivity difference. RICO is

shown in (a) and DYCOMS-II RF01 is shown in (b). These points have been convolved with the antenna function and range resolution. The

slope of the relationship is interpreted as a signal, and the scatter about that slope is the noise due to natural variability. Notice that the scatter

is much larger in the RICO simulation than in the DYCOMS-II RF01 simulation. Signal increases with frequency separation; however, the

noise does as well. The clusters of points with the largest vapor paths correspond to the surface reflectivity.

the expected water vapor contribution. The decrease occurs

because the ratio of the reflectivities is a nonlinear negative

exponential function of the water vapor path (Eq. 5). Spatial

averaging of the reflectivity therefore maps into an under-

estimate of the water vapor path via Jensen’s inequality. In

effect, the precipitation influence and the NUBF influence

compete against each other and tend to cancel one another

out. Both effects tend to have larger magnitudes in the pres-

ence of precipitation. Because the DYCOMS simulation pro-

duces much more homogenous cloud the NUBF is much less

affected by this non-linear averaging effect and both the na-

tive and smoothed resolution reflectivity differences are bi-

ased slightly high.

4.4 Uncertainty analysis

4.4.1 NUBF and microphysical variability effects on

precision

It is clear that a signal exists for boundary layer water vapor

in the wings of the 183 GHz water vapor line and extend-

ing into the continuum absorption spectral range between

140 and 170 GHz. To this point it has not been demonstrated

whether this signal is sufficiently large relative to measure-

ment noise to retrieve water vapor within reasonable uncer-

tainty bounds. We now examine what precision might be

achieved for various frequency pairs.

Expected retrieval precision for the total CWV is given by

δvapor,path =

√
2δ2

meas+ δ
2
surf

S
, (7)

with units of mass per unit area. The precision for the volu-

metric vapor content is

δvapor,volume =

√
4δ2

meas+ δ
2
atm

S1h
, (8)

with units of mass per unit volume. Here S is approxi-

mated as the sensitivity of the radiative transfer to varia-

tion in the column water vapor in cloud free pixels (S =

∂1Z0/∂CWV), 1h is the desired vertical resolution, and

δmeas is the instrument precision. It is emphasized that S is

not the radar sensitivity; rather it is the sensitivity of the

radar forward model to the vapor path. Complicating this

calculation is the natural variability in the uvapor-1Z rela-

tionship caused by NUBF or spectral variation in the hy-

drometeor extinction properties and surface backscatter. This

natural variability noise is given by δatm and δsurf, and it is

added in quadrature with the uncorrelated instrument pre-

cision. There are three differences between the volumetric

and path uncertainties. The first is the 1h term signifying

the desired range resolution. This may be equal to or integer

multiples of the instrument resolution. Intuitively, as the de-

sired vertical resolution decreases, there is a commensurate

decrease in the retrieval uncertainty. Second, making a volu-

metric quantification of the water vapor content involves four

reflectivity measurements, whereas making a path quantifi-

cation involves only two observations. As a result volumetric

retrievals suffer a doubling of the variance due to instrument

precision. Third, the natural variability of the target is the

surface for the path estimation, whereas it is the clouds and

precipitation for the volumetric estimation. Natural variabil-
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Figure 8. Scatter of the CWV against the reflectivity difference for the (160, 170) GHz channel pair for each simulation. Both the native

resolution and the resolution averaged to the antenna gain function are shown. Non-precipitating columns and cloud-free pixels are distin-

guished from precipitating columns. The black line shows a linear fit of the native resolution 1Z to the CWV for cloud free columns. Note

that the RICO and DYCOMS-II RF01 plots have different scales.

ity in the surface reflectivity tends to be smaller than that of

atmospheric targets (i.e. Fig. 7).

In reality, the precision will vary slightly from point to

point based on subtle variation in the sensitivity and larger

variation in the natural variability in 1Z. This spatial vari-

ability in precision, while interesting, is ignored in the anal-

ysis here to provide a more general depiction of the expected

uncertainty characteristics. The sensitivity is approximated

as the slope of a linear fit between the CWV content and

1Z0. This approximation ignores modest temperature and

pressure dependent variation of the absorption. The noise

due to the natural variability is more difficult to approximate.

As a first order approximation, the noise is calculated as the

mean of the standard deviations of1Z at each range bin ver-

tical level. This may be considered a conservative overes-

timate of this source of noise because it assumes that only

the simplest native retrieval is possible. In reality, a retrieval

algorithm could make a reasonable estimate of the spectral

dependence of the hydrometeor extinction properties, 1Z

would be correlated from level to level within a given pixel,

and NUBF corrections could be applied.

Ignored in this analysis are errors in the radar forward

model including the TDTS and spectroscopy errors. In these

largely single scattering environments uncertainty in the

TDTS solution will be small. However spectroscopy errors

may be substantial, and any pursuit of DAR for water vapor

sounding would require a dedicated characterization of the

relevant spectroscopy and associated uncertainties.

Figure 9 shows the expected retrieval precision for the to-

tal CWV as a function of instrument precision for a num-

ber of frequency pairs. The estimated retrieval precision al-

ways increases with spectral separation. The uncertainty es-

timates are approximately 4 times larger for RICO than for

DYCOMS-II RF01 because of the larger scatter in the sur-

face cross section that exists in the RICO simulation. Re-

sults suggest that retrieval of CWV to within 1 kg m−2 is

always achievable in DYCOMS-II RF01 and is realistic in

RICO given appropriate frequency selection. This is a result

of only modest natural variability in the simulated surface
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Figure 9. Estimated CWV retrieval precision as a function of instrument measurement precision for RICO (a) and DYCOMS-II RF01 (b).

backscatter, which includes contributions due to small-scale

variation in the near-surface wind speed and NUBF effects

on the column attenuation. However, it is cautioned that it is

likely that the spectral dependence of the surface reflectivity

is less well known than is modeled here and any uncertainty

in this formulation will be amplified with increased spectral

separation.

The expected precision of the volumetric vapor density

is shown in Fig. 10. These results are more complex than

those for the CWV. Notice first that there are different

curves for various vertical retrieval resolutions with preci-

sion increasing as resolution decreases. Large differences are

seen between the DYCOMS-II RF01 and the RICO simula-

tions. Uncertainties for RICO are much larger than those for

DYCOMS-II RF01, particularly when the instrument preci-

sion is high and the noise in 1Z is dominated by the natural

variability. This is a reflection of the much greater variabil-

ity in the RICO simulation relative to DYCOMS-II RF01.

For DYCOMS-II RF01, where scatter in the uvapor-1Z rela-

tionship is low increased spectral separation always increases

retrieval precision. This is not true for RICO where neither

the (140, 170) GHz frequency pair or the (165, 170) GHz fre-

quency pair is optimal. Instead there is a gradual trend from

low variability pairs performing well when instrument preci-

sion is high and high variability pairs performing well when

instrument precision is low. For a 0.16 dBZ precision (the

precision of CloudSat), the (160, 170) GHZ pair performs

best with retrieval precision better than 3 g m−3 for RICO

and 1 g m−3 for DYCOMS-II RF01, assuming a desired res-

olution of 500 m.

Consider that these precisions could be achieved at a spa-

tial resolution less than 1 km. Averaging over larger areas this

uncertainty would be reduced by a factor of 1/
√
n. Even with

nadir only sampling this would be approximately a factor of

5 reduction over a 20 km area assuming continuous sampling

(cloud cover). As a point of reference, uncertainty in the

CWV derived from modern passive microwave imagers such

as the Advanced Microwave Scanning Radiometer for EOS

(AMSR-E) series has a 3dB spatial resolution of 29× 17 km2

and an estimated precision of 0.57 kg m−2 (Wentz and Meiss-

ner, 2000). Compare this with the potential for better than

1 kg m−2 precision at a spatial scale less than 1 km from a

DAR system.

4.4.2 NUBF and microphysical variability effects on

CWV bias

The scatter observed in the relationship between CWV and

1Z0 would result in errors in the potential retrieval of CWV.

Here we document this bias using the data presented in

Fig. 8. Table 2 shows the statistics of the error in a hypo-

thetical CWV retrieval due to the presence of condensed hy-

drometeors by differencing the actual CWV from one that is

predicted based on a linear least squares fit between CWV

and 1Z0 for cloud free pixels at the LES native resolution.

These linear fits are also drawn in Fig. 8. First notice in Pan-

els A and C, which show the results at the native LES reso-

lution, that the effect of condensed water is to result in a pos-

itive bias in the CWV that would be inferred from 1Z0. In-

terestingly NUBF is seen to have either neutral (DYCOMS-

II RF01) or positive (RICO) influence on the potential er-

rors (Panels B/D). The mean bias error for CWV is lower in

the RICO case than it is in the DYCOMS case. This is be-

cause there are many clear and nearly clear-sky pixels in the

RICO simulation where the hydrometeors do not influence

the signal. Despite this fact, RICO has the largest individual

pixel errors due to the greater spatial variability and the pres-

ence of precipitation. Considering both cloudy and clear pix-

els with the assumed antenna function and range resolution,

the maximum RICO biases approach 1 kg m−2, whereas they

are roughly half as large in the DYCOMS case. However the
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Figure 10. Estimated vapor density retrieval precision as a function of instrument measurement precision for RICO (a) and DYCOMS-II

RF01 (b). The solid, dashed, and, dotted lines correspond to different vertical resolutions for the retrieval, which may be lower than that of

the reflectivity observations.

bias of the mean is 0.25 kg m−2 in DYCOMS-II RF01 and

approximately an order of magnitude smaller for RICO.

4.4.3 Pressure and temperature biases

Uncertainty in the pressure (P) and temperature (T ) will re-

sult in an associated uncertainty in the absorption line broad-

ening. We estimate this uncertainty in reflectivity as

δT =
∂Z

∂T
δT ;δP =

∂Z

∂P
δP. (9)

The partial derivatives are calculated using a 1 K or 1 hPa per-

turbation applied to the entire column. Applying the pertur-

bation to the entire column most likely provides an overesti-

mate of uncertainty because it is likely that uncertainty in the

thermodynamic parameters becomes uncorrelated with dis-

tance, which would result in a cancelation of errors. There-

fore the sensitivities that are calculated should be considered

an upper bound. A second difficulty in estimating these un-

certainties is estimating δT and δP . Here we assume a 2K

temperature perturbation based on Eyre (1990) and a 5 hPa

perturbation in pressure following Salstein et al. (2008),

which shows that this perturbation roughly bounds the un-

certainty in operational surface pressure analysis.

Table 3 shows the results of the perturbation calculations.

The reflectivity bias increases with frequency as one ap-

proaches the line wings. At frequencies less than 160 GHz

there is little influence from the 183 GHz line and spectrally

flat bias is observed. This would be no problem since it is1Z

that provides the signal, and the bias would therefore cancel

out. However, as we have shown, a channel near 170 GHz is

necessary to make the technique feasible. However, even at

170 GHz the largest bias that we estimate is 0.02 dBZ, which

is well below any reasonable expectation for instrument pre-

Table 2. Statistics of the error for the retrieval of the total column

integrated water vapor assuming a naïve linear regression based re-

trieval.

Standard deviation Bias Min Max

Convolved DYCOMS 0.060 0.253 0.121 0.355

resolution RICO 0.086 0.023 −0.782 0.838

RICO (no precip) 0.024 −0.002 −0.205 0.135

Native DYCOMS 0.097 0.266 −0.040 0.439

resolution RICO 0.372 0.128 −0.077 5.506

RICO (no precip) 0.187 0.043 −0.077 3.880

cision or the biases that may be incurred from NUBF and

variation in the spectral slope of the target scattering proper-

ties (i.e., Table 2).

4.5 Sampling

As we have previously mentioned the surface reflectivity of

the simulated radar system always exceeds −5 dBZ in the

two LES scenarios examined here. This would be a read-

ily achievable sensitivity threshold relative to existing space-

borne radars. Therefore for the stratocumulus and cumulus

environments examined here spatially continuous observa-

tions of the CWV could be expected. However, other envi-

ronments which are either very moist or have heavy precipi-

tation may not permit estimation of CWV.

Atmospheric profiling would only be possible where scat-

tering targets (i.e. clouds) that have reflectivities greater than

the radar sensitivity will provide sampling opportunities. Ta-

ble 4 provides the sampling statistics for sampling the bound-

ary layer for radar sensitivities of −40 through −10 dBZ.

Here the boundary layer is defined as the height of the LES

domain. The most absorbing 170 GHz channel and the least
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Table 3. Uncertainty in the radar reflectivity due to 2 K bias in tem-

perature or a 5 hPa bias in pressure. Temperature and pressure biases

are applied uniformly throughout the atmospheric column and radar

reflectivities are calculated from the perturbed state. The radar re-

flectivity uncertainties shown in the table are the mean of all pixels

in each LES.

Frequency RICO DYCOMS

∂Z
∂T
δT

∂Z
∂P
δP

∂Z
∂T
δT

∂Z
∂P
δP

(dBZ) (dBZ) (dBZ) (dBZ)

170 GHz 0.020 −0.012 0.012 −0.014

165 GHz 0.015 −0.009 0.009 −0.010

160 GHz 0.012 −0.008 0.007 −0.008

155 GHz 0.011 −0.008 0.006 −0.007

150 GHz 0.010 −0.007 0.005 −0.006

145 GHz 0.010 −0.007 0.005 −0.006

140 GHz 0.010 −0.007 0.005 −0.006

Table 4. The fraction of boundary layer range bins detected at

170 GHz and 94 GHz for minimum detectable signals ranging from

−40 to −10 dBZ. Also shown is the fraction of range bins contain-

ing hydrometers. This analysis is performed after convolution with

the assumed antenna gain function.

RICO DYCOMS-II RF01

Hydrometeor 170 GHz 94 GHz 170 GHz 94 GHz

fraction (%) 45.2 45.2 59.2 59.2

−40 dBZ (%) 26.6 35.9 40.0 40.0

−35 dBZ (%) 21.9 32.1 40.0 40.0

−30 dBZ (%) 17.2 27.7 28.1 40.0

−25 dBZ (%) 12.6 22.6 6.2 7.4

−20 dBZ (%) 8.4 17.5 0.0 0.0

−15 dBZ (%) 4.7 12.7 0.0 0.0

−10 dBZ (%) 1.9 8.3 0.0 0.0

absorbing 94 GHz channel are shown while the other fre-

quencies lie between these bounds. Assuming infinite radar

sensitivity 59.2 % of bins could be sampled in the DYCOMS-

II RF01 simulation and 45.2 % of the bins could be sam-

pled in the RICO simulation. Obviously, this difference is

due to the difference in cloudiness between the two simu-

lations. The sampling of DYCOMS-II RF01 scenario drops

precipitously around −25 dBZ at both frequencies because

the thin non-precipitating clouds make for relatively weak

scattering targets. We see however that a −35 dBZ sensitiv-

ity radar would permit 40.0 % sampling of the boundary layer

bins in DYCOMS-II RF01. Because of the greater diversity

of scattering targets in the RICO simulation, there is a more

gradual degradation of the sampling as radar sensitivity is re-

duced. In this case a −35 dBZ radar would sample 21.9 % of

the boundary layer bins and 2 % of bins would still be ob-

servable with a −10 dBZ sensitivity.

5 Summary

A differential absorption radar method to remotely sound

the water vapor within the cloudy planetary boundary layer

is presented. The method requires observations of radar re-

flectivity at two relatively closely spaced frequencies in the

wings of the 183 GHz absorption line. Because the absorp-

tion line is strong, frequencies significantly off of the line

center, within the line wings and into the continuum absorp-

tion region are necessary to penetrate the boundary layer.

The DAR method is explored for application to a satel-

lite platform using frequencies spanning the spectral region

140–170 GHz. These frequencies are specific to sampling the

cloudy boundary layer from space and are not necessarily

ideal for application of DAR to clouds at higher altitudes or

different observational platforms.

The feasibility of the DAR method is explored using two

high-resolution LES simulations of the cloudy boundary

layer coupled to a spectral bin microphysics parameteriza-

tion. These simulations are meant to capture the natural vari-

ability of the atmosphere to the highest fidelity possible so as

to realistically assess the potential measurement uncertain-

ties of the approach. The simulations produced are a precip-

itating cumulus cloud field and a non-precipitating stratocu-

mulus cloud field. These scenarios were chosen because they

are the canonical cloud regimes found in regions of transition

from high to low boundary layer cloud cover associated with

decoupling of boundary layer mixed layers.

Estimation of the total CWV would be possible for all pix-

els in these simulations using the surface return because the

simulated surface reflectivity always exceeds -5 dBZ, which

is an achievable radar sensitivity. In the stratocumulus sim-

ulation a realistic radar resolution would permit only three

pieces of information in the vertical; two atmospheric reflec-

tivities and one surface reflectivity. However the sampling ef-

ficiency of the boundary layer would be rather high (40 % for

a −35 dBZ sensitivity radar) due to the homogenous cloud

cover and the shallowness of the boundary layer. In contrast

the deeper precipitating clouds in the cumulus simulation

would permit sounding through a boundary layer greater than

2 km depth. However sounding is only possible in cloudy

skies and the cumulus simulation has significant amounts of

clear sky where only the CWV would be available. In this

scenario sampling efficiency is reduced to 29.1 % of bound-

ary layer range bins for a −35 dBZ radar. Furthermore, in

the cumulus simulation the cloudy columns are moister than

clear-sky columns, which would introduce a sampling high

bias that is not present in the stratocumulus scenario.

Deviation from the expected linear relationship between

reflectivity difference and water vapor path is shown to re-

late to non-uniform beam filling and variation in the spectral

dependence of the extinction properties of condensed water.

These effects are particularly evident in the presence of pre-

cipitation. It is suggested that the channel pair of 160 and

170 GHz maximizes the signal for water vapor while mini-
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mizing noise due to natural variation in the target extinction

properties. Assuming an instrument precision of 0.16 dBZ

and a retrieval resolution of 500 m, which is similar to Cloud-

Sat, retrieval precision would be better than 3 g m−3 for the

volumetric water vapor content and roughly 1 kg m−2 for the

CWV. Bias errors in the mean CWV resulting from natu-

ral variability are less than 0.25 kg m−2. Biases due to un-

certainty in the temperature and pressure are negligible. Er-

ror due to uncertainty in the spectroscopy, or the radiative

propagation model are not explored. Of these potential error

sources, uncertainty in the spectroscopy is most likely the

largest, and any pursuit of instrument development should

be coupled with a dedicated characterization of the spec-

troscopy.

The analysis presented here is specific to boundary layer

clouds. In general, the DAR technique could be applied for

water vapor sounding to clouds at all levels. However at

higher altitudes the required frequencies would be closer to

the line center to maximize signal in a lower vapor environ-

ment than would be encountered in the boundary layer. Fur-

ther studies will focus on generalizing the DAR concept to

all clouds.
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