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Abstract. Particle concentration measurements with under-
wing probes on aircraft are impacted by air compression up-
stream of the instrument body as a function of flight velocity.
In particular, for fast-flying aircraft the necessity arises to ac-
count for compression of the air sample volume. Hence, a
correction procedure is needed to invert measured particle
number concentrations to ambient conditions that is com-
monly applicable to different instruments to gain compara-
ble results. In the compression region where the detection of
particles occurs (i.e. under factual measurement conditions),
pressure and temperature of the air sample are increased
compared to ambient (undisturbed) conditions in certain dis-
tance away from the aircraft. Conventional procedures for
scaling the measured number densities to ambient conditions
presume that the air volume probed per time interval is deter-
mined by the aircraft speed (true air speed, TAS). However,
particle imaging instruments equipped with pitot tubes mea-
suring the probe air speed (PAS) of each underwing probe re-
veal PAS values systematically below those of the TAS. We
conclude that the deviation between PAS and TAS is mainly
caused by the compression of the probed air sample. From
measurements during two missions in 2014 with the German
Gulfstream G-550 (HALO – High Altitude LOng range) re-
search aircraft we develop a procedure to correct the mea-

sured particle concentration to ambient conditions using a
thermodynamic approach. With the provided equation, the
corresponding concentration correction factor ξ is applica-
ble to the high-frequency measurements of the underwing
probes, each of which is equipped with its own air speed sen-
sor (e.g. a pitot tube). ξ values of 1 to 0.85 are calculated for
air speeds (i.e. TAS) between 60 and 250 m s−1. For differ-
ent instruments at individual wing position the calculated ξ
values exhibit strong consistency, which allows for a param-
eterisation of ξ as a function of TAS for the current HALO
underwing probe configuration. The ability of cloud particles
to adopt changes of air speed between ambient and measure-
ment conditions depends on the cloud particles’ inertia as a
function of particle size (diameter Dp). The suggested iner-
tia correction factor µ (Dp) for liquid cloud drops ranges be-
tween 1 (forDp < 70 µm) and 0.8 (for 100 µm <Dp < 225 µm)
but it needs to be applied carefully with respect to the parti-
cles’ phase and nature. The correction of measured concen-
tration by both factors, ξ and µ (Dp), yields higher ambient
particle concentration by about 10–25 % compared to con-
ventional procedures – an improvement which can be consid-
ered as significant for many research applications. The calcu-
lated ξ values are specifically related to the considered HALO
underwing probe arrangement and may differ for other air-
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craft. Moreover, suggested corrections may not cover all im-
pacts originating from high flight velocities and from inter-
ferences between the instruments and e.g. the aircraft wings
and/or fuselage. Consequently, it is important that PAS (as
a function of TAS) is individually measured by each probe
deployed underneath the wings of a fast-flying aircraft.

1 Introduction

Clouds constitute one of the most important regulators of the
Earth’s energy balance. The radiation net effect of various
cloud types it is not ultimately known yet. The albedo effect
and the greenhouse effect of clouds are driven by the cloud
element’s microphysical properties (e.g. the particles’ num-
ber, size and shape). In a first-order estimate the cloud par-
ticle size is mostly determined by the cloud particle number
concentration, since the available water vapour for condensa-
tion is distributed via diffusion over the number of particles
present within a cloud. Cloud particle number concentrations
are highly variable (e.g. Krämer et al., 2009), typically rang-
ing from a few thousandths up to hundreds of particles per
cubic centimetre, since specific mechanisms of cloud forma-
tion are determined by local dynamics (e.g. Spichtinger and
Gierens, 2009; Kärcher and Lohmann, 2002).

Airborne in situ investigations related to the microphysi-
cal properties of cloud particles, ice crystals and hydrome-
teors are essential for answering many scientific questions
and therefore measurement methods by means of under-
wing probes are widely used (cf. Baumgardner et al., 2011;
Wendisch and Brenguier, 2013). Airborne in situ measure-
ments of cloud elements are generally influenced by aero-
dynamic conditions at the instrument’s individual mount-
ing position, i.e. due to specific flow fields around the air-
craft’s fuselage and wings (Drummond and MacPherson,
1985; Norment, 1988). Local fluctuations of the air den-
sity may occur in the vicinity of measurement instruments
and their sensing volumes (MacPherson and Baumgardner,
1988), which can affect typical measurements like particle
number concentrations and subsequently derived distribu-
tions of surface areas or volumes. Consequently, if possible,
the thermodynamic conditions during particle detection need
to be considered for gaining accurate and comparable results.

Two scientific missions were carried out in 2014 with the
German Gulfstream G-550 (HALO – High Altitude LOng
range), the sister ship of the US research aircraft HIA-
PER (High-Performance Instrumented Airborne Platform for
Environmental Research) (Laursen et al., 2006): (1) ML-
CIRRUS, from 24 March to 30 April with a total of ∼ 71
measurement flight hours at midlatitudes over Central Eu-
rope (Voigt et al., 2016), and (2) ACRIDICON-CHUVA, dur-
ing September, with overall ∼ 96 local mission flight hours
in tropical regions, over the Amazonian basin, Brazil. During
both missions, several independent underwing probes were

deployed (e.g. the Cloud Combination Probe – CCP; the
Small Ice Detector – SID3; the Cloud, Aerosol and Precipita-
tion Spectrometer – CAPS; the Coud and Aerosol Spectrom-
eter – CAS; the Precipitation Imaging Probe – PIP; and the
Particle Habit Imaging and Polar Scattering Probe – PHIPS)
for studies concerning cloud particle microphysical proper-
ties at relative high flight velocities reached by HALO (up to
Mach 0.75). Thus, the impacts on the air flow conditions to-
wards underwing probes, previously considered numerically
for flight velocities between 50 and 130 m s−1 (Norment and
Quealy, 1988) and empirically for up to 100 m s−1 (MacPher-
son and Baumgardner, 1988), need to be reassessed for the
air compression accompanied with high flight velocities.

The diagram in Fig. 1 shows an aircraft fuselage under
flight conditions when passing a field of enhanced particle
concentration, e.g. a cloud. By means of avionic (meteoro-
logical) sensors in the air data boom (cf. Fig. 1b; also referred
to as nose boom) the ambient static air pressure (p1) and
temperature (T1) are almost undisturbedly measured. The dy-
namic pressure proportion provided by the aircraft avionic
sensors is transferable into the true air speed (TAS) accord-
ing to Bernoulli’s law and describes the aircraft speed relative
to the current motion of air.

The underwing instrument probes are contained inside
Particle Measuring Systems (PMS) standard canisters (with
outer diameter of ∼ 177 mm) which, in the HALO configura-
tion, are pairwise mounted at an underwing pylon such that
the instrument is placed 360 mm (±30 mm) underneath the
aircraft wings. The instruments’ detection volume is posi-
tioned ∼ 100 mm upstream of the wing’s leading edge. This
particular underwing positioning of the cloud probes partly
results from pioneer work done in the past by comprehen-
sive investigations concerning the impact of the air flow in
the vicinity of an aircraft’s wing on cloud particle trajecto-
ries (King, 1984; King, 1986a, b; Norment, 1988). Further-
more, detailed computational fluid dynamics (CFD) simula-
tions were performed to optimise the particular underwing
probe positioning on HALO, as well as for other purposes.
However, the publication of any result of these doubtlessly
valuable studies, for which detailed aircraft geometry data
of the G550 HALO were used, is not permitted as a conse-
quence of a proprietary information agreement with the air-
craft’s manufacturer (K. Witte, German Aerospace Centre,
personal communications, 2016).

The instruments’ probe head has a quasi-aerodynamic
shape (individual probe head designs of three different in-
struments are shown in Fig. 6). The individual probe head of
the respective instrument is additionally characterised by ex-
tension arms that include the detection laser optics or other
annexes such as the CAS winglet. Although the probe heads
are generally of streamlined shape, the moving probe con-
stitutes a flow resistance during flight due to the instru-
ment body’s cross-sectional area perpendicular to the direc-
tion of the air flow (cf. Fig. 1a). Thus, a compression re-
gion forms in a distance of 0.3–0.5 m upstream of the probe
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Figure 1. Illustration of the aircraft geometry, different types of probes and their underwing position and air compression effects. (a) The
moving aircraft induces an increase of particle concentration in particular upstream of the underwing probes (grey-shaded area). Parameters
used for deriving a thermodynamic correction are listed for ambient (undisturbed) conditions (green box) and for measurement conditions
(blue box). Note that specified velocities refer to the moving aircraft or instrument relative to the air or the particles. (b) The top-view
diagram of the aircraft indicates the probe’s mounting position during the ML-CIRRUS and the ACRIDICON-CHUVA field missions. Data
originating from the probes indicated in red are used for this study. (Instrument name acronyms are specified in the text.)

head (Wendisch and Brenguier, 2013) and the strength of
compression is a function of aircraft speed. Further flow-
dynamical influences resulting from the proximity of the in-
struments to the wings or the fuselage of an aircraft may con-
tribute to the modifications on the flow conditions (Drum-
mond and MacPherson, 1985; MacPherson and Baumgard-
ner, 1988). Primarily, the air compression due to the moving
instrument body decelerates the air speed measurable at the
probe, as the probe air speed (PAS) (DMT, 2009), whereby
the rate of deceleration is a function of TAS. Furthermore,
the compression of air results in the densification of the air-
borne particles at the point of measurement, i.e. well inside
the compression region. This means that the particle concen-
trations measured under compressed conditions need to be
scaled to ambient condition.

We aim to formulate an expression that is based on a ther-
modynamic approach to provide a correction factor for in-
verting measured particle number concentrations to ambient
conditions. The variables contained in the corrective expres-

sion should be available from meteorological data that are
generally measured during research flights. Further variables
of the measurement conditions should be available from the
instrument itself, provided that it is equipped with a pitot
tube. The effective correction may vary for the different in-
struments, the aircraft type and the position of the probe rel-
ative to the aircraft wings and/or fuselage. However, if the
instrument is not equipped with a pitot tube, or the pitot tube
is inoperative, the air speed at the point of measurement is
unknown. In such a case the herein provided parameterisa-
tion of the compression correction serves as a guideline for
adopting the TAS from the aircraft data after adjustments. In
the following, the application of both the derived thermody-
namic correction and the unadjusted aircraft TAS on a data
set of atmospheric measurements illustrates the sensitivity of
the results to the employed procedure. Furthermore, we show
that the thermodynamic correction is relatively insensitive to
the instrument position with respect to the aircraft fuselage,
and the correlations of instrument-specific correction factors
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demonstrate robustness and consistency of the suggested ap-
proach.

2 Method

In this section, we describe a new method for determining
the number concentration of particles in a given air volume
from measured quantities and from basic thermodynamics.
We will particularly emphasise the difference between our
approach and the conventionally used methods, which focus
exclusively on geometrical considerations but neglect effects
of air compression.

For the following examination some definitions need to be
particularly introduced: all velocities that are specified as air
speeds (v1, v2, TAS, PAS) and the velocities of particles (vp)
refer to the moving aircraft or instruments relative to the air
as the reference system. Measurement conditions are those
under which the measurement occurs in the detection region
that is impacted by compression. Ambient (undisturbed) con-
ditions relate to the initial state far away from the aircraft.

2.1 Ambient versus measured particle number
densities

The measured number concentration Nmeas (in units of num-
ber per air volume) detected with underwing probes that have
a free stream detection volume Vmeas is defined as

Nmeas = n ·
1

As · vp
·

1
1t
=

n

Vmeas
. (1)

Here, n denotes the number of particles detected during the
time interval 1t (in seconds), and vp denotes the velocity (in
m s−1) of particles penetrating the sample area As (in square
metres).

With PAS= v2 the detection volume is defined as

Vmeas = As · v2 ·1t. (2)

The ambient particle number concentration in the undis-
turbed ambient air is given as

Namb =
namb

V1
, (3)

with the number of particles namb and the ambient air volume
V1 (in cubic metres).

Due to the compression of air upstream of the instruments,
the ambient volume V1 converts into the volume V2. Under
the preliminary assumptions that

1. the particle number per mass M of the air sample is not
affected by compression (i.e. remains constant and thus
namb
M
=

nmeas
M

) and

2. the particles’ inertia is negligible for given stream-
lines and the ideal gas law (p ·V =M ·Rs · T ; with

[p]= kg m s−2, [V ]=m3, [M]= kg, [T ]=K) ap-
plies, where Rs denotes the specific gas constant (in
J kg−1 K−1; while J= kg m2 s−2),

we end up with the following equation:

n

M
= const.

H⇒
n amb

Rs · T1

p1 ·V1
= nmeas

Rs · T2

p2 ·V2
. (4)

Then we can derive the expression for determining the ambi-
ent particle number concentration:

Namb ·Rs ·
T1
p1
=Nmeas ·Rs ·

T2
p2

vp=v2
H⇒ Namb =Nmeas ·

p1
p2
·
T2
T1
. (5)

As will be shown later on (cf. Sect. 2.4), the assumption that
the particle mixing ratios within the flow field upstream of
an underwing cloud probe remain constant (i.e. namb

M
=

nmeas
M

)
only partially reflects the reality. Essentially the particles’ in-
dividual inertia causes a modification of the measurable par-
ticle mixing ratio compared to ambient state, which is gen-
erally of increasing importance with increasing particle size
(mass) and with the increase of the aircraft’s flight speed.

2.2 TAS-based particle number concentrations

If the air speed at the probe (v2) during measurements is un-
known, e.g. for the case that the probe is not equipped with
a pitot tube or when a present pitot tube is frozen, it is com-
mon practice to make the generalised presumption that the
particle speed (vp) equals the TAS (v1) to determine particle
number concentrations (cf. Eq. 1).

Equivalent to using the TAS, the same resulting concen-
tration is achieved when alternatively using the velocity ratio
PAS
TAS (i.e. v2

v1
) as the factor for multiplication with measured

particle number concentration (Nmeas, cf. Eq. 1), i.e.:

Nmeas ·
v2

v1
=

n

As · t · v2
·
v2

v1
=

n

As · t · v1
. (6)

If pitot tube measurements of PAS are available, the treat-
ment of resulting Nmeas with the factor PAS

TAS lacks any physi-
cal rationale and relies only on the geometrical consideration
that V1 · t

−1
=TAS ·As and that V2 · t

−1
=PAS ·As. Never-

theless, as both procedures yield identical results with the
same error level, in the following the use of TAS for de-
termining a particle number concentration is treated synony-
mously to correctingNmeas (as defined in Eq. 1) by the factor
PAS
TAS .

This approach results in significantly underestimated par-
ticle number concentrations with respect to the ambient con-
ditions for following reasons:

1. By presuming v1 as the speed of air while penetrating
As it is insinuated that a certain number of particles per
1t was detected while probing a linearly enlarged air
volume per 1t . The compression of air causes a decel-
eration of the air flow upstream of an underwing probe.
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Thus, if based on v1, the air volume probed per time
interval is overestimated as the volumetric compression
occurring in reality is not accounted for.

2. The dynamic pressure proportion gauged by means of
pitot tube sensors is the measure of the air speed towards
the pitot tube. Thus, the ratio of air speeds PAS

TAS solely
results from the dynamic pressure proportions, or rather
the ratio thereof, obtained from two different sensors,
the data boom and the instrument’s pitot probe. The
compression upstream of the instrument, however, pre-
dominantly impacts the absolute pressure at the point of
measurement in comparison to ambient conditions. This
means that the difference between the ambient state and
measurement conditions, i.e. the compressed state of air
within the detection region, is not accounted for by the
ratio PAS

TAS .

Indeed, it needs to be taken into account that for suscepti-
ble particles the compression of air upstream of the probe in-
duces changes in a particles’ motion out of the initially undis-
turbed ambient state, e.g. if the particles are small enough
such that they exhibit sufficient mobility. Thus, at the point
of detection the changed particle motion excludes the non-
restrictive use of v1 to describe the particle velocity through
the detection region of the instrument.

Instead, dependent on their size (mass), the particles can
be assumed to pass the instruments’ detector with a velocity
(vp) that ranges between v1 and v2 (i.e. v1≤ vp≤ v2), while
v2 is generally smaller (by up to 30 %) than v1. Strong indica-
tions for the trustworthiness of recorded v2 (PAS) are given
by the imaging technique of CIP-type instruments (also re-
ferred to as OAPs – optical array probes). This instrument
type records image slices by means of a linear diode detector
for subsequent reassembling to full 2-D images of respec-
tive particles. The scanning frequency and imaging rate of
the linear diode detector is triggered by the air speed mea-
sured by the probe’s pitot tube. Consequently, a significant
deviation or falsification of this PAS measurement would re-
sult in distorted images. Laboratory calibrations are regularly
performed by using a spinning disc of known rotation speed.
Non-transparent circular spots on the disk are moved through
the instruments sample area to simulate penetrating particles.
The calibrations at relatively low penetration speeds (∼ 23–
25 m s−1) compared to airborne measurements reveal that a
deviation of the probe-measured air speed considerably ex-
ceeding 10 % relative to the disc speed already causes a visi-
ble deformation of taken images as illustrated in Fig. 2. The
strength of image distortion as a function of air speed devia-
tion can be expressed by the aspect ratio of the taken images
(Fig. 3) from a circular object that penetrates the instrument’s
detection region when the probe is calibrated with the spin-
ning disc. The relationship between the image aspect ratio
and the percentage of PAS deviation is almost linear, which
appears to be plausible as the diode array scanning frequency
should be proportional to the values of PAS. Thus the devi-

Figure 2. Shadow cast images of non-transparent circular spots
on a spinning disk (for calibration purposes) passing the probes’
sample area As with constant velocity (∼ 23–25 m s−1). For this
illustration, in the data acquisition program, the probe air speed
(PAS) is manually varied stepwise with the finest available reso-
lution for triggering the timing of imaging. Manually shifting the
PAS causes a positive or a negative deviation (1PAS) of the air
speed relative to the constant disk rotation speed vRot. Deformed
images relative to the dashed red circles of identical diameter (ac-
cording to 1PAS=±0 % if vRot=PAS, marked in blue) indicate
image distortion that becomes significant for1PAS exceeding 10 %
(red boxes). PIP images are slightly shifted as vRot of two radially
opposed points on the edges of a 5 mm sized disk spot increases
with distance from the disk’s centre.

ation between PAS and particle penetration speed exhibits a
linear relationship with the image aspect ratio. Appropriate
analyses of images taken from initially spherical particles,
i.e. from droplets, may suffice for qualitatively evaluating
measured PAS compared to the factual particle penetration
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Figure 3. Aspect ratios of taken images as a function of the deviation of the probe air speed (PAS) from the penetration speed of a circular
object through the instrument’s detection region. The image aspect ratio provides a measure of the distortion strength when the PAS setting
is manually shifted in the data acquisition software compared to the constant penetration speed of a circular object on the spinning disc used
for calibrations of an optical array probe (OAP). (a) The Cloud Combination Probe’s CIPgs; (b) the Precipitation Imaging Probe (PIP).

speed. At higher air speeds (e.g. up to 250 m s−1 for HALO) it
is expected that even smaller uncertainties of measured PAS
related to the true particle penetration speed cause severe dis-
tortion of resulting images. Thus, for measured v2 we assume
the uncertainty to range within ∼ 10 % if recorded particle
images of droplets do not systematically exhibit a strong and,
therefore, obvious deformation.

2.3 The cloud particles’ mobility

The ability of particles to adapt to changes in air speed, the
particles’ mobility, depends on the particle size, mass and
thus inertia and can be expressed by the calculable relaxation
time (Hinds, 1999; Kulkarni et al., 2011, and Willeke and
Baron, 1993, respectively). Cloud particles, for example, of
sizes smaller than 100 µm diameter, moving with 70 m s−1 at
atmospheric pressures of 300 hPa and temperatures of 240 K,
have relaxation times (at the most 9 milliseconds) on the
same order of magnitude as the compression timescales (2–
4 milliseconds at flight speeds from 125 to 250 m s−1; cf.
Sect. 3.2). To assess the ability of larger cloud particles to
adapt to changes in air speed, about 400 particle images
from Cloud Imaging Probe greyscale (CIPgs) measurements
over two flights “AC07” and “AC13” during the HALO mis-
sion ACRIDICON-CHUVA (for further details see Sect. 3.4)
were analysed. The aspect ratio of images taken from pre-
sumably spherical cloud particles was charted as a function
of particle size. The images of spheroidal objects were se-
lected by means of an automated image analysis algorithm
after carefully filtering the particle images with respect to the
atmospheric conditions during measurement and appearance
(for details cf. Appendix B). Generally, only images were
analysed with image geometries greater than 75 µm in diam-
eter (along both directions of the image’s main axes). Most
of the analysed particle images exhibit a Poisson spot as a

result of Fresnel diffraction (Korolev, 2007). With increasing
distance (Zd) of a particle from the object plane when pene-
trating the OAP detection region:

1. the size of resulting Poisson spot increases and

2. the optical aberration is amplified; i.e. the particle image
exhibits an expansion compared to the true dimension of
the detected cloud element.

The cloud droplet size is reconstructed from the image di-
mension in relation to the Poisson spot’s size as described
by Korolev (2007) – thus, reproduced particle sizes may be
smaller than the 75 µm threshold for the image size. Particle
images emanating from cloud elements which passed the de-
tection region in a distance that was too far away from the
object plane (Zd > 4) were discarded from further analysis.
The automated analysis is based on the Bresenham algorithm
(Bresenham, 1965), approximating an ellipse to the shape of
the particle images (of 15 µm image resolution) that remain
after the selection process. The 395 selected particle images
of the data set of two flights that fulfil the criteria to be further
analysed are then charted in terms of image aspect ratio as a
function of reconstructed particle size. In fact, the lengths of
the main axes of the approximated ellipse are used to deter-
mine the aspect ratio of the individual image.

Figure 4a depicts the result of this analysis. The scatter of
the single data points (Fig. 4a) is statistically processed by
calculating the aspect ratio median with percentiles (10, 25,
75 and 90 %) in particle diameter size bins of 15 µm (Fig. 4b).
Images of particles with diameter smaller than 70 µm show
distortions of about 13 %, which is synonymous with a vp −

PAS − deviation of less than 13 % (cf. Fig. 3). For droplets
of diameter between 70 and 100 µm the image aspect ratios
increasingly scatter, but the resulting median does not indi-
cate that v2 deviates from PAS by more than 20 %. The im-
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Figure 4. Aspect ratios as a function of the image’s main axis
dimension as revealed from the automated reanalysis of ∼ 395
individual particle images acquired by the CCP during two
ACRIDICON-CHUVA mission flights, “AC07” on 6 September and
“AC13” on 19 September 2014, over the Amazonian basin, Brazil.
The automated procedure to identify spherical particles and to de-
termine their images’ aspect ratio by means of the equivalent-ellipse
approximation is described in detail in Appendix B. (a) The deter-
mined aspect ratio of the individual images of spherical particles
and (b) the statistically analysis provided as median of the aspect
ratios together with 10 %, 25 %, 75 % and 90 % percentiles.

ages of particles with diameter larger than 100 µm exhibit
increasing distortion as the image aspect ratios approach val-
ues, suggesting a vp–PAS deviation of up to 20 %. The ob-
servations indicate that the driving forces arising in the flow
field upstream of an underwing probe overcome the inertia
resistance of small cloud elements (Dp < 70 µm) but not of
larger cloud elements of diameter larger than 100 µm. This
supports the suggestion that the penetration speed of the vast
majority of detected particles through an OAP’s detection re-
gion may be best described by PAS < vp < TAS. Thus, be-
side the correction to account for the compression, a further
correction concerning the particle inertia may be applied to
resulting particle number concentrations.

CFD simulations of the pressure field and resulting droplet
trajectories in the close vicinity of an OAP instrument (CIP,
cf. Sect. 3.1) were performed (using CFX 17.0 by AN-
SYS Inc.). For this investigation the aircraft’s structure as
well as the particular geometry of the HALO underwing
probe configuration had to remain unconsidered (cf. Sect. 1).
With respect to the flow field boundaries a comparatively
large model domain was initialised with edge lengths of 15
times the instrument’s width and 15 times the instrument’s
height. The model’s mesh comprised 2.17× 106 nodes and
8.2× 106 elements containing 15 inflation layers. The flow
field was calculated by solving the Navier–Stokes equation
for a steady state, compressible (transport of enthalpy includ-
ing the kinetic energy effects) and turbulent flow. The shear
stress transport k–ω-based turbulence model (e.g. Menter et
al., 2003) was used. The calculations were set up with a tur-
bulence intensity of 5 %. The particle trajectory calculations,
relying on the Schiller–Naumann drag force model (cf. Nau-
mann and Schiller, 1935), were decoupled from the contin-
uous fluid simulation as for the simulations any influence of
the very few particles on the flow field was assumed to be
negligible. Particles’ bouncing from walls was excluded as
well as any turbulent dispersion force. The simulations were
initialised with typical conditions as encountered through-
out a (HALO) measurement flight. One set of atmospheric
conditions under undisturbed ambient conditions was used
as the simulation input, for example 409 hPa (p1) and 241 K
(T1). Additionally, a typical TAS of 187 m s−1 (Mach 0.6)
was taken from the recorded data set to initialise the parti-
cle trajectory analyses. In the initial state the cloud droplets
of various diameters (5, 50, 70 and 100 µm) were assumed
to move towards the instrument with a speed equal to TAS.
The simulation of the pressure field (Fig. 5) qualitatively sup-
ports the observation that the air is compressed in the OAP’s
detection region (blue circle) in comparison to the ambient
state. Moreover, the simulations qualitatively agree with the
assumption that the particles’ speed is changed compared to
their initial speed when they pass the plane of the OAP’s de-
tection region. However, as will be shown later (cf. Sect. 3.2),
quantitatively the simulation exhibits significant deviations
from the in-flight measured compression strength and thus
the strengths of particle deceleration. The simulation, for ex-
ample, forecasts a pressure increase in the detection region
by about 5.5 % compared to ambient conditions. Contrarily,
the comprehensive data sets of three independent underwing
cloud probes at similar flight speeds consistently indicate a
pressure increase of about 10 % (cf. Figs. 8 and 9). Further-
more, the simulated cloud droplet deceleration is not as large
(12, 3, 2 and 1 % for Dp of 5 µm, 50, 70 and 100 µm, respec-
tively) as suggested by the grade of image distortion. How-
ever, it needs to be noted that these simulations comprise
one particular case of atmospheric conditions with the ide-
alising assumption that the instrument is aligned isoaxially
with the air flow. Small changes of the aircraft’s angle of at-
tack may significantly modify the pressure field upstream of
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the cloud probe compared to the CFD simulation of this par-
ticular idealised case. Moreover, any further obstacle to the
air flow (e.g. the aircraft’s wing, the neighboured underwing
cloud probe or the pylon) is not taken into consideration by
this CFD simulation. Thus it is conceivable that these simu-
lations do not sufficiently reflect the real measurement condi-
tions. More comprehensive CFD analyses should doubtlessly
also consider variable atmospheric conditions, the aircraft’s
geometry and the variable aircraft’s attitude during flight as
well as an adjacent flow obstacle. These new CFD simula-
tions should also account for different particle sizes of both
phases (liquid and frozen), all of which may be coverable
only by a separate study as it exceeds the scope of this pub-
lication.

Hence, we conclude that

1. there are strong indications that the compression of
air causes a densification of small airborne particles
(Dp < 70 µm) in the detection region of the considered
instrument;

2. for these small particles (Dp < 70 µm) the compression
is reflected by systematically lower values of v2 (PAS)
compared to v1 (TAS), exhibiting a discrepancy that is
too large to be covered by a 10 % uncertainty of mea-
sured PAS;

3. for these small particles (Dp < 70 µm) the particles’ ve-
locity vp while passing the instrument sample area is
best approximated with v2, rather than with v1, whilst
for larger particles (Dp > 100 µm) the inertia forces lead
to a particle velocity of PAS < vp < TAS;

4. the conventionally applied practice of treating Nmeas
with the factor PAS

TAS (geometric approach) is invalid for
correcting measured number concentration to ambient
conditions as the air volume probed per time interval
differs under compressed conditions from the air vol-
ume under ambient conditions;

5. a method is needed to reasonably correct Nmeas by ac-
counting for the air compression, particularly at high
flight velocities, to determine Namb;

6. an additional correction is needed that accounts
for the inhibited mobility of larger cloud droplets
(Dp > 100 µm) resulting in a penetration speed through
the OAP detector, which ranges from PAS < vp < TAS,
whereas the assumption vp≈PAS is invalid for droplets
of this size.

2.4 Correction of Nmeas based on thermodynamic
considerations

The expression that accounts for the described compression
effect is formulated in its general form with Eq. (5). The un-
known parameter in this expression is the probe air tempera-

Figure 5. Computational fluid dynamic (CFD) simulations of the
pressure field upstream of a CIP-type instrument head for one initial
state at p1= 409 hPa, T1= 241 K and TAS= vp= 187.29 m s−1.
Background colour contours indicate the change of absolute pres-
sure upstream of the probe. The plane of detection region is signi-
fied by a single bluish circle. Cloud particle trajectories were sim-
ulated for different droplet sizes: (a) Dp= 5 µm, (b) Dp= 50 µm,
(c) Dp= 70 µm and (d) Dp= 100 µm, illustrated by their trace
through the detection region. The change of the particles’ speed
towards the instrument is colour-coded along the trace correspond-
ingly to the generally decreasing cloud droplet velocity.
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ture T2 that is increased in comparison to ambient air temper-
ature T1 as a consequence of the compression. The tempera-
ture increase is obtainable by using Bernoulli’s law together
with the ideal gas law and, furthermore, by presuming adia-
batic conditions, i.e. the conservation of energy. The deriva-
tion emanates from following different conditions which are
illustrated in Fig. 1 for the air velocity v, the air pressure p,
the specific enthalpy h of an uniform system and the gravita-
tional potential φ: based on Bernoulli’s law for compressible
gases the specific enthalpy is transduced into an expression
that includes the air’s specific heat capacity cp (presumed as
nearly constant under most of the flight conditions; cf. Ap-
pendix A) and the temperatures states in the ambient envi-
ronment and under measurement conditions of the OAP de-
tection region. Solving the equation for the probe air temper-
ature T2 finally allows for converting Eq. (5) into the aspired
expression:

Namb =Nmeas ·
p1

p2
·

(
1+

1

2008Jkg−1 K−1 · T1

(
v2

1 − v
2
2

))
=Nmeas · ξ. (7)

For the detailed steps taken to derive Eq. (7) refer to Ap-
pendix A.

2.5 Correction for the particle inertia

Apart from the compression correction one further correction
needs to be considered that results from the inertia of probed
cloud elements. As illustrated in Sect. 2.2, small cloud parti-
cles (Dp < 70 µm) exhibit enough mobility to adapt a move-
ment into flight direction that causes the particles to penetrate
the OAP detection region with vp≈PAS. The same investi-
gation shows that all detected presumably liquid spheroids
with diameter 100 µm <Dp < 225 µm penetrate the detection
region with vp that is about 20 % faster than the PAS but still
about 10 % slower than the measured TAS. Hence, the as-
sumption of vp≈PAS seems to lack further validity for par-
ticles with Dp > 100 µm, whereas more likely a penetration
speed of PAS < vp < TAS is to be presumed for particles of
this size. As an example, this means that compact cloud ele-
ments of size 100 µm <Dp < 225 µm for which systematically
distorted images are recorded (with aspect ratio of ∼ 0.8; cf.
Fig. 4) penetrate the OAP detection region faster (by ∼ 17–
20 %, cf. Fig. 3) than the surrounding air at the point of mea-
surement. In other words, due to the particles’ individual in-
ertia, the large and compact cloud elements (Dp > 100 µm)
are over-represented in the detection region compared to am-
bient conditions. Thus, for larger cloud droplets the particles’
size (inertia) needs to be considered with the additional cor-
rection µ as a function ofDp such that Eq. (7) in generalised
form reads as

Namb =Nmeas · ξ ·µ
(
Dp
)
. (8)

Accepting that for small cloud elements (Dp < 70 µm) the in-
ertia is negligible due to the particles’ mobility, a general cor-

rection with µ= 1 in most cases may suffice such that Namb
is determined as suggested by Eq. (7). The previous inves-
tigation concerning the grade of distortion of recorded par-
ticle images (Sect. 2.2) suggests that in this particular case
for larger cloud droplets (100 µm <Dp < 225 µm) an inertia
correction with µ= 0.8 is appropriate.

Thus, in summary, an inertia correction with µ may be
applied by following particle-size-dependent first-order ap-
proach:

µ
(
Dp
)
=

{
1 for cloud particles of diameter Dp < 70µm
0.8 for compact particles, with 100µm < Dp < 225 µm. (9)

As corresponding data sets are lacking for larger-sized cloud
and precipitation droplets (225 µm <Dp < 6 mm) the results
of available data sets could be extrapolated towards larger
particle sizes. With increasing size of liquid droplets, i.e. in
the millimetre size range, any unbiased image aspect ratio
analysis is impeded as these precipitating droplets are in-
creasingly impacted to deviate from spherical shapes (Thu-
rai et al., 2009). However, it remains only to surmise that
an inertia correction between 0.8 and 0.7 is to be applied to
liquid cloud elements and precipitating droplets of diameter
225 µm <Dp < 6 mm.

For spherical ice particles further differentiation is re-
quired concerning the definition of particle diameter. In the
liquid phase the geometrical diameter (equivalent to the
herein used Dp) and the aerodynamic diameter (Da) of a
particle are almost identical (Dp≈Da with Da= 0.99 ·Dp,
for atmospheric air pressures of 1000–200 hPa) (Kulkarni et
al., 2011; Willeke and Baron, 1993). The Da of a frozen
spheroid, however, significantly differs from corresponding
geometrical diameter (Da= 0.95 ·Dp, with negligible un-
certainty over the range of 1000–200 hPa). This means that
frozen spheres of any geometrical size Dp exhibit the aero-
dynamic behaviour, i.e. the mobility, of a less inert parti-
cle of smaller size, which is expressed by Da. Thus, for
particles of geometrical sizes 70 µm <Dp < 100 µm an iner-
tia correction of general validity is difficult to specify. For
this particular size range, the value of µ may be closer
to 1 in cases when the particles are frozen as their aero-
dynamic diameters correspond to smaller equivalent sizes
(e.g. 66.5 µm <Da < 95 µm, at 200 hPa; Kulkarni et al., 2011;
Willeke and Baron, 1993). Frozen cloud elements exhibit
reduced material density (mass) and thus reduced compact-
ness (if ice particles exhibit extremities) compared to a com-
pact (liquid) cloud droplet of the same geometrical diameter.
As a consequence, grown ice particles (e.g. needles, plates,
dendrites, bullets or higher-grade combinations) may exhibit
lower inertia, yieldingµ values above 0.8. Moreover, the mo-
bility of larger ice particles, i.e. with Dp > 100 µm, may im-
prove due to a diminishing inertia effect when these particles
form extremities resulting in µ values well between 0.8 and
1.

Furthermore, in the progressed state of ice formation cer-
tain disturbances of the local flow field in the vicinity of
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underwing probes can cause an almost uniform population
of ice particles (either predominantly columnar or planar) to
pass the OAP detection region with a preferential orientation
(cf. Wendisch and Brenguier, 2013; Sect. 6.4.1.2 therein).
Such a preferential orientation would be visible in recorded
2-D images of these particles, exhibiting shapes that are sys-
tematically aligned. This effect is indicative of an impact of
the local flow field on the ice particles’ airborne state while
passing through the detection region.

In essence, any inertia correction turns out to be individu-
ally applicable after careful investigations with respect to the
particles’ phase and nature (i.e. density, compactness, shape)
during the flight. For data obtained exclusively from iced
clouds, e.g. from measurements in cirrus clouds or in the
outflow anvil of a convective cloud system, it appears suit-
able to generally assume an inertia correction with µ values
above 0.8. Corrections of measured cloud particle number
concentrations accounting for the particles’ inertia need to
be applied carefully. In contrast, the air’s compressibility is
generally a feature to be considered which is of increasing
importance with the aircraft’s flight velocity. Compared to
the undisturbed ambient state, the compression of the probed
air volume upstream of a flow obstacle exhibits a varying but
continuous impact on the particle number concentrations to
be measured. Therefore, for any underwing probe measure-
ment aiming at cloud element number concentrations under
ambient conditions, the compression of the probed air vol-
ume compared to the ambient state needs a non-restrictive
correction as a function of flight velocity.

3 Applying the compression correction to airborne
measurements

The magnitude of compression increases with air speed, i.e.
with flight velocity. Thus, the derived thermodynamic cor-
rection should have the largest effect on data acquired during
flights with fast aircraft, for example with the Learjet-35A,
the Gulfstream G-550 HALO or HIAPER (up to Mach 0.75,
corresponding to ∼ 250 m s−1). The extent of such correc-
tions underlying both the geometric and the thermodynamic
perspective, and their impact on the measured data, is dis-
cussed in the following for actual measurements from three
(out of eight) underwing probes deployed on the HALO air-
craft.

3.1 Instrumentation related to cloud particle
microphysics

The three selected instruments are PMS-type underwing
probes which are commercially available from the instrument
manufacturer Droplet Measurement Technologies (DMT,
Boulder, CO, USA) with the general purpose of investigat-
ing the microphysical properties of cloud elements and hy-
drometeors. One particular measurement technique the three

instruments have in common is based on the principle of
OAPs as described by Knollenberg (1970). Advanced devel-
opments of the OAP measurement method led to the shadow
cast imaging instruments of different types (Korolev et al.,
1991, 1998; Korolev, 2007; Lawson et al., 2006) that are cur-
rently in use. The HALO underwing probes to be discussed
are as follows.

1. The CCP combines two detectors:

a. the Cloud Droplet Probe (CDP), detecting forward
scattered laser light due to particles penetrating
the CDP detection area (Lance et al., 2010) as an
advanced development of the Forward Scattering
Spectrometer Probe (FSSP) technique (cf. Dye and
Baumgardner, 1984; Baumgardner et al., 1985; Ko-
rolev et al., 1985);

b. the CIPgs, which records 2-D shadow cast images
of cloud elements that cross the individual CIPgs
detection region.

CCP measurements overall cover a particle diameter
size range from 2 to 960 µm. The performance of the
specific CCP instrument used in this study is demon-
strated by earlier investigations related to clouds in the
tropical convective outflow (Frey et al., 2011), concern-
ing polar stratospheric clouds (Molleker et al., 2014)
or within low-level mixed-phase clouds in the Arctic
(Klingebiel et al., 2015) when deployed at much slower
flight velocities (< 170 m s−1).

2. The Novel Ice eXpEriment – Cloud, Aerosol and Pre-
cipitation Spectrometer (NIXE-CAPS) described by
Meyer (2012) also combines two measurement tech-
niques:

a. The CAS-DPOL module (Cloud and Aerosol Spec-
trometer) is based on the principle of forward scat-
tering detection similar to the CDP (cf. above)
but, instead of using an open-path detection region
(CDP), the CAPS is equipped with an inlet tube.
In addition, the CAS-DPOL discriminates between
spherical and aspherical particles by measuring the
change of polarisation of laser light that is scattered
by single particles (cf. Baumgardner et al., 2001,
2014).

b. Additionally, NIXE-CAPS is equipped with a
CIPgs instrument (cf. CCP).

With NIXE-CAPS cloud particles with diameters be-
tween 0.6 and ∼ 950 µm are detected. Note that the
thermodynamic correction derived here applies as such
to particle number concentrations measured particularly
with the OAPs (the CIPgs probes and the PIP) since the
flow conditions inside the inlet tube of the CAS-DPOL
differ from those of the open-path instruments.
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Figure 6. Diagrams and images of the different instrument heads
of quasi-streamlined design. Top: Cloud Combination Probe (CCP)
with 90◦ angled wedge. Middle: combined probe head of 90◦ an-
gled wedge and additional winglet of NIXE-CAPS. Bottom: Pre-
cipitation Imaging Probe (PIP) with half-sphere probe head.

3. The PIP detects precipitating cloud elements and hy-
drometeors by means of particle-induced shadow pro-
jection onto a diode sensor, allowing for a 2-D par-
ticle imaging similar to the CIPgs. In comparison to
the CIPgs, the PIP setup features an increased de-
tection volume that covers larger particle sizes with
100 µm <Dp < 6400 µm.

One major difference between CCP, NIXE-CAPS and PIP
is the instrument-specific design of the probe heads. As
shown in Fig. 6, CCP is equipped with a 90◦ angled wedge.
NIXE-CAPS combines a wedge of the same shape with an
additional aerodynamic winglet that may significantly con-
tribute to the effective cross-sectional area of the NIXE-
CAPS body. PIP is equipped with a half-sphere front cap.
The different instrument heads have individual extension
tips. Between the tips a free laser beam crosses the freely
flowing sample air through which the particles pass. The
sample area As of the probes, where the instrument is sen-
sitive for particles crossing the open laser beam, is located
almost half way between the tips.

One further important difference of the three instruments
is their mounting position on HALO with respect to the air-
craft fuselage (cf. Fig. 1b). PIP is mounted closest to the
aircraft fuselage under the portside wing. NIXE-CAPS and
CCP are positioned under the starboard wing on the interme-
diate and outbound hardpoints, respectively. Thus, with the
three selected instruments the full range of available under-
wing probe positions with respect to the aircraft fuselage of
HALO is covered.

3.2 Specific correction factor ξ for HALO instruments

The continuous measurements of the parameters v1 (TAS),
v2 (PAS), T1 (static air temperature), p1 (static ambient pres-
sure) and p2 (static pressure at the probes) during flight al-
low for deriving the factors for the geometric correction PAS

TAS
and the thermodynamic correction ξ as a function of TAS
with 1 Hz temporal resolution. Hence, individual ξ correc-
tions are obtainable at any time during the measurement with
pitot-equipped instruments. Figure 7 shows the comparison
of calculated ξ and PAS

TAS corrections (synonymous for using
TAS instead of PAS for Nmeas, cf. Sect. 2.1) as a function of
TAS. The unadjusted data from 6 out of a total of 11 ML-
CIRRUS flights are shown. In sum, for the following, the
1 Hz resolved data of more than 35 flight hours are treated.

It needs to be noted that throughout the ML-CIRRUS mea-
surements the PAS of the PIP was systematically affected
due to the malfunction of a temperature sensor; i.e. a broken
temperature sensor in the PIP’s pitot tube provided a con-
stantly false temperature output of about 320 K. This caused
a false measurement of the PIP’s PAS which, however, never
exceeded a 10 % deviation compared to the PAS measured
by the other cloud probes. Thus, the resulting falsification
of the PIP’s PAS was reconstructed by adopting exclusively
the missing temperature data from a pitot tube of another un-
derwing probe (e.g. the CCP) which was functioning nor-
mally. The reconstruction of the PIP’s PAS – still compris-
ing the PIP’s own pressure measurements – may contain un-
certainties. However, calculations show that temperature de-
viations of ±20 K (as well as with ±10 K) employing the
adopted temperature values cause the resulting PAS to vary
by about±5 % (±3 %). Thus, the uncertainty of the PIP’s re-
constructed PAS is minor compared to the uncertainty that is
generally presumed for the PAS measurement which exhibits
a significantly higher sensitivity to measured pressures.

During the flight on 29 March 2014 (red data points) the
factors PAS

TAS and ξ as a function of TAS occasionally show
significant deviation from the generally observed course.
This deviation can unambiguously be apportioned to dis-
turbed PAS measurements. The PAS chart is subject to dis-
turbances either due to freezing conditions causing the pitot
tube to be tamped or due to non-isoaxial airflow caused by
flight manoeuvres like tight turns. Very few and relatively
short periods of PAS disturbances also occurred during the
flight on 11 April 2014 (pink data points).
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Figure 7. Comparison of two different instrument-specific correc-
tions applied to data acquired on HALO during ML-CIRRUS. The
geometric correction PAS

TAS causes a general downscaling of mea-
sured concentrations of 20 % up to 35 % for NIXE-CAPS and CCP.
Thereby PAS

TAS is highly variable, ambiguous and shows certain de-
pendences on the instrument’s wing position. Instrument-specific ξ
values exhibit higher compactness over the TAS range and show
reduced dependence on the wing position. The data are from six
ML-CIRRUS flights and include outliers due to freezing of the pitot
tubes or due to distortions from isoaxial flow accompanied with ma-
noeuvres such as tight turns.

The ξ correction is a monotonous function of flight ve-
locity that has increasing effectiveness for each of the three
instruments. Contrarily, the PAS

TAS correction appears to be sys-
tematically effective over the full range of air speeds, even
at the lowest aircraft velocities – while the scatter of PAS

TAS
by ∼ 2–10 % may result from small-scale turbulence or non-
isoaxial airflow. However, the geometric correction with PAS

TAS
causes a general reduction of the values measured with CCP
and NIXE-CAPS of not less than 20 %, even reaching 35 %
for NIXE-CAPS (cf. Fig. 7). For CCP the values of ξ and
PAS
TAS are most compact. The variability, in particular of PAS

TAS ,
increases for NIXE-CAPS over the complete TAS range. For
PIP the ξ factor is comparably variable at flight velocities
greater than 140 m s−1.

The events when the pitot tube was frozen or affected by
misaligned inflow (mainly attributed to the measurements
made on 29 March 2014 and to a limited number of mea-
surements made on 11 April 2014) were removed from the
data set, which effectively reduces the data set volume by
less than 3 %.

For CCP measurements (data set as treated for Fig. 7) the
parameters for calculating ξ according to Eq. (7) are shown
in Fig. 8a as a function of TAS. Displayed are the absolute
differences of measured pressures (p1, p2) and velocities (v1,
v2). The difference of the squared velocities v1 and v2 (Eq. 7)
is implicitly included in calculated T2. Moreover, the differ-
ence between measured temperature T1 and the calculated
temperature T2 is shown. At a maximum TAS of 255 m s−1

the compression impact causes a 1v of up to 75 m s−1, a
1T of up to 16 K and a 1p of about 30–60 hPa. The val-
ues of 1T and 1p upstream of an underwing probe may
appear surprisingly high but are largely consistent with the
results of a fluid-dynamical simulation at similar flow ve-
locities (200 m s−1) for another underwing probe geometry
(Abdelmonem et al., 2016). Moreover, these observations are
largely consistent with the results of theoretical considera-
tions regarding the thermodynamic processes inherent with
the compression of air (cf. Appendix A). In Fig. 8b the results
of the pressure expression p1

p2
(green data points) and tem-

perature fraction T2
T1

(black data points), as applied in Eq. (7),
are displayed as a function of TAS, illustrating the respec-
tive effectiveness of each term to calculated ξ . The inversion
to Namb causes Nmeas to be reduced by a factor of up to 0.8
to compensate for the induced pressure increase. In contrast,
the compression-induced heating of air needs to be corrected
by a factor of up to 1.07.

Note that for a TASmax of 255 m s−1 the compression-
induced heating increases the temperature of the air sample
by a 1Tmax of 16 K. Assuming that the air gets compressed
over a distance of ∼ 0.5 m upstream of the instrument (cf.
Wendisch and Brenguier, 2013, Sect. 6.2.1 therein), then, for
the given flight velocity, the airborne particles are exposed
for an overall duration of about 2 ms to a continuously heat-
ing environment, ending up at the1Tmax of 16 K. The shrink-
age, i.e. the evaporative loss of size, of an airborne ice par-
ticle of 2 µm initial diameter is at most ∼ 5 % after a 2 ms
lasting exposure to a1Tmax of 16 K (at any initial air temper-
ature of 190–245 K) at a static pressure of 300 hPa, as calcu-
lated from the mass rate change (Pruppacher and Klett, 2012;
Spichtinger and Gierens, 2009). The shrinkage increases vig-
orously for particle of initial sub-micron size. Moreover, the
compression of air over a distance of∼ 0.5 m upstream of the
instrument causes a 1pmax of 60 hPa (cf. Fig. 8a). If scaled
to the dimensions of a droplet of millimetre-sized diameter
(smaller particles are affected to lesser extent) the potential
droplet deformation due to compression may be negligible.

In Fig. 9 the comparison of respectively measured p2 is
shown together with the correlation of the PAS as derived
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Figure 8. Relevant parameters for determining ξas a function of TAS for the CCP. (a) The absolute difference of measured pressures (p1,
p2) and velocities (v1, v2) and the difference of measured temperature T1 to calculated T2. (b) The ratio of pressures p1

p2
and temperatures

T2
T1

as used in Eq. (7) to illustrate respective effectiveness in the ξ correction.

Table 1. Coefficients of the statistical analyses of derived ξ values: (1) quadratic regression with parameters and standard deviations (σ );
(2) linear correlation of the instrument-specific ξ values. Both the ξ parameterisations and correlations from HALO measurements are based
on > 130 000 single 1 Hz data points (> 36 flight hours).

Regression for parameterisation of ξ as a function of HALO-TAS: f = y0+ a · x+ b · x
2

CCP NIXE-CAPS PIP

y0± σ 0.99± 2.04×10−4 0.99± 2.36×10−4 0.99± 2.06×10−4

a± σ 3.18×10−4
± 2.34×10−6 2.55×10−4

± 2.71×10−6 3.10×10−4
± 2.35×10−6

b± σ −3.40×10−6
± 6.48×10−9

−3.30×10−6
± 7.54×10−9

−3.37×10−6
± 6.54×10−9

r2 0.99 0.98 0.98

Linear regression of instrument-specific ξ inter-correlation: f = y0+ a · x

CCP versus NIXE-CAPS PIP versus NIXE-CAPS PIP versus CCP

y0± σ −0.04± 2.26×10−4
−0.05± 5.09×10−4

−0.01± 4.73×10−4

a± σ 1.03± 2.49×10−4 1.05± 5.60×10−4 1.01± 5.20×10−4

r2 0.99 0.97 0.97

from the dynamic pressure proportion of the pitot tube mea-
surements. The correlations of the individually measured p2
between NIXE-CAPS and CCP (Fig. 9, upper-left panel) and
between PIP and CCP (Fig. 9, upper-right panel) agree al-
most in line with the displayed 1 : 1 relationship (dashed red
lines). Thus, the p2 measurement of the instruments does
not seem to be significantly affected either by the individual
probe head design or by the respective wing position. Note
that the calibrated pressure transducers commonly integrated
in the individual probes are of the type Honeywell, model
142PC15A with a specified linearity within ±0.4 % of the

output signal span for the pressure range between 140 and
1030 hPa.

The dynamic pressure for calculating the air speed results
from the total pressure, impacting on the pitot’s forward-
facing congestion tube, subtracted by the static pressure that
is detected at the pitot tube’s flanks. Hence, the PAS com-
parison between NIXE-CAPS and CCP (Fig. 9, lower-left
panel) exhibits a systematic discrepancy of about 5–10 m s−1

by which the resulting PAS of the CCP exceeds the NIXE-
CAPS measurements over the entire velocity range. This may
result from different calibrations of the respective pitot tube
or it could be an effect of the instrument’s wing position.
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Figure 9. Correlations between individually measured static pres-
sures and PAS for each instrument pair. The p correlations (upper
panels) indicate consistency as the data follow the 1 : 1 relation-
ship (dashed red lines). The PAS correlations (lower panels) reveal
systematic deviations from the 1 : 1 relationship which may be at-
tributed to the instruments’ different geometry or underwing posi-
tion.

For comparably much smaller flight velocities (< 100 m s−1),
previous studies demonstrated that the air flow field changes
along the wing span with different impact on instruments
positioned outboard or inboard at an aircraft’s wing (Drum-
mond and MacPherson, 1985; MacPherson and Baumgard-
ner, 1988). It is also likely that the systematically stronger
deceleration of air flow upstream of NIXE-CAPS is caused
by its winglet (cf. Fig. 6), which may increase the probe’s
cross-sectional area compared to that of the CCP. The com-
parison between the PIP’s reconstructed PAS and the mea-
sured PAS of the CCP is also shown in Fig. 9 (lower-right
panel) but the agreement among the PAS data may benefit
from the implicit dependency of the dependency of the PIP’s
reconstructed PAS on the imported temperature data from the
CCP (cf. remark above). However, a potential but unlikely
deviation of the adopted temperature from a true temperature
at the PIP’s position by up to ±20 K would shift resulting
comparisons by at most 5 % in either abscissa direction.

For providing a parameterisation of ξ values as a function
of TAS the data set needs to be reassessed by accounting for
the limited periods of tamped or malfunctioning pitot tubes.
For the following, those periods that were identified to be af-
fected by an inoperative pitot tube have been removed from
the data set. In Fig. 10 the derived ξ factor is depicted as a
function of TAS. The parameterisation results from fitting a
quadratic regression (Table 1) to the given data set. For each

Figure 10. Parameterisation of ξ as a function of TAS for the three
different instruments deployed on HALO during the ML-CIRRUS
mission. Parameterisation coefficients are provided in Table 1. The
fit curve (black) is covered by the lines (blue) of the narrow confi-
dence band.

instrument the individually derived parameters of v2 (PAS)
and p2 (static air pressure at the probe) are used, such that
the ξ factors are also individually determined for each in-
strument. The regression fits in Fig. 10 are provided together
with the 95 % confidence band (blue lines) and the 95 % pre-
diction band (red lines). Note that the 95 % confidence band
is very narrow, even covering the black regression fit because
the data set used for these regressions is large and the data
variability is small. The fit parameters are summarised in Ta-
ble 1 and the regressions always reveal values of r2 greater
than 0.98, which confirms the solidity of the functional rela-
tionship between ξ and TAS.
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Figure 11. Correlations of instrument-specific ξ . The deviation
from the 1 : 1 relationship (dashed black lines) as a function of the
aircraft true air speed (TAS) is strongest at the PIP position (port-
side, innermost). Coefficients for the correlations are provided in
Table 1. The fit curve (black) is covered by the lines (blue) of the
narrow confidence band.

3.3 The consistency of ξ for HALO instruments

Further insight into the properties of ξ is provided by Fig. 11,
which illustrates the correlation of individually derived ξ val-
ues for each instrument. The ξ data are colour-coded accord-
ing to TAS and the linear correlation between the instrument-
specific ξ data and TAS are derived. The graphs also con-
tain the very narrow 95 % confidence band (blue lines) and
the 95 % prediction band (red lines). The parameters for the
linear correlations shown in Fig. 11 are also summarised in
Table 1. The ξ values exhibit a strong correlation with a cor-
relation coefficient r2 larger than 0.97, which indicates ξ to

be widely independent of the instrument characteristics, such
as wing position or design, in contrast to PAS

TAS . Neverthe-
less, in detail the individual ξ values obviously differ from
each other, which is presumably connected to the differently
shaped probe heads and/or the instrument’s distance to the
aircraft fuselage. Starting with neighboured instruments, i.e.
comparing CCP with NIXE-CAPS (Fig. 11, upper panel) and
PIP with NIXE-CAPS (Fig. 11, centred panel), an increasing
deviation from the 1 : 1 relationship (dashed black lines) ap-
pears. The comparison of corresponding results from the PIP
and the CCP (Fig. 11, bottom panel) depicts a smaller devia-
tion of ξ values from the 1 : 1 relationship. However, it must
be emphasised that the dependency of the PIP’s reconstructed
PAS on CCP temperature data (cf. Sect. 3.2) has negligible
impact on derived ξ . It remains speculative to ascribe the ξ
deviation to the individual instruments’ design, although it
may explain this observation.

3.4 Effectiveness of ξ corrections on atmospheric
particle measurements

In the following the derived ξ values are applied to data of
atmospheric cloud measurements that were performed dur-
ing the HALO mission ACRIDICON-CHUVA. The stud-
ies of various types of tropical convective cells aimed at,
amongst other characteristics, the microphysical properties
of cloud elements under variable conditions. Large contigu-
ous cloud fields with liquid or mixed-phase cloud particles
were probed, occasionally over more than 30 min without
encountering cloud-free air. Relatively high particle number
concentrations were detected. For demonstrating the effec-
tiveness of the ξ correction a segment was selected from
flight “AC13” on 19 September 2014 between 20:00:40 UTC
(72 040 s of day) and 20:32:00 UTC (73 920 s of day). Dur-
ing this flight period, at almost constant level flight at about
13 km altitude (cf. Table 2), spheroidal particles were mostly
present and detected as such. Figure 12 shows a time series
(left panel) of the total number concentration (as 10 s running
averages) derived from measurements of both the CCP (CDP
and CIPgs) and the PIP. Additionally, a particle size distribu-
tion covering the full diameter detection range of CCP and
PIP is provided (Fig. 12, right panel) averaged over the com-
plete level flight period to reduce the counting error level
to a minimum over the full diameter range covered. In both
graphics, the time series and according particle size distribu-
tion are shown in four ways:

1. measured particle number concentration Nmeas (black);

2. the data corrected by values of ξ determined for each
second of measurement (green);

3. the data corrected by values of ξ (as before) and µ (Dp)
(cf. Sect. 2.5) (blue);

4. the data set after correction with 1 Hz resolved factors
of PAS

TAS (red).
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Figure 12. Resulting particle number concentration after application of different correction procedures to the data acquired during the
ACRIDICON-CHUVA mission flight “AC13” on 19 September 2014 between 20:00:40 UTC (72 040 s of day) and 20:32:00 UTC (73 920 s
of day), over the Amazonian basin, Brazil. Left panel: the time series of total particle concentration measured with CCP and PIP. Right
panel: the resulting particle size distribution, merged from CCP (CDP and CIPgs) and PIP measurements. As a consequence of used binning
scheme of OAP data the inertia correction with µ is applied to the particle size bin of Dp= 97± 25 µm and to all larger sizes (µ= 0.8, cf.
Eq. 9).

Table 2. Altitude and flight velocity for the ACRIDICON-CHUVA mission flight “AC13” on 19 September 2014 over the time period
between 20:00:40 UTC (72 040 s of day) and 20:32:00 UTC (73 920 s of day) and derived corrections of ξ and PAS

TAS for CCP and PIP. Inertia
correction is applied with µ for particles with Dp > 96 µm.

Flight altitude TAS ξ – CCP ξ – PIP µ (Dp) PAS
TAS – CCP PAS

TAS – PIP
in m (a.s.l.) in m s−1

Average 12 971.6 221.75 0.90 0.89 0.8 0.73 0.76
Maximum 12 980.7 226.89 0.91 0.89 0.8 0.74 0.77
Minimum 12 962.5 215.12 0.89 0.88 0.8 0.72 0.74

The averaged TAS (∼ 220 m s−1, cf. Table 2) over the de-
picted time period suggests a ξ value that causes an effec-
tive correction of Nmeas of about 10 %, read off Fig. 10. The
averaged values of calculated ξ for the CCP and PIP are
indeed close to 0.9 (cf. Table 2). The additional correction
with µ (Dp) affects the particle number concentrations in
the spectral size bin of Dp= 97± 25 µm and those of larger
sizes. However, a correction with PAS

TAS would cause a down-
scaling of Nmeas by up to 27 % (for the CCP-detected par-
ticle size range, cf. Table 2) whereas the applied ξ corrects
Nmeas with regard to the air’s compression systematically by
about 10–11 %. Taking the droplets’ inertia into account, the
applied correction by ξ and µ (in total by about 13 %) ef-
fects a comparatively cautious change with respect to Nmeas
when predominantly smaller particles are encountered (e.g.
at the UTC times 72 110, 73 050, 73 140 or the period be-
tween 73 070 and 73 700 s of the day). In periods when par-

ticles with sizes Dp > 100 µm prevail the correction by ξ and
µ effectively depletes Nmeas by at the most 21 %.

In essence, the effective correction of Nmeas by ξ may not
be excessive but, by knowing the variables to determine ξ , a
systematic bias in measured particle number concentrations
is easily eliminated. The additional correction by µ (Dp) al-
lows for further approximation of Namb out of Nmeas. How-
ever, it needs to be noted that µ is of varying effectiveness,
depending on the particle size and on the cloud particles’
phase. The correction of Nmeas by ξ and µ finally becomes
very effective when surface, volume or mass distributions are
obtained from the OAP measurements. Furthermore, if, for
example, the cloud’s liquid water content (LWC) or ice wa-
ter content (IWC) is extracted from OAP data, the compres-
sion correction in combination with a carefully chosen inertia
correction over the entire range of particle sizes detected is
essential to base any conclusion on reasonable data.
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Table 3. Coefficients of the statistical analyses of derived ξ val-
ues for CCP measurements on the Learjet-35A: quadratic regression
with parameters and standard deviations (σ ). The ξ parameterisa-
tion is based on > 12 000 single 1 Hz data points (≈ 3.3 flight hours).

Regression for parameterisation of ξ
as a function of Learjet-TAS: cf. Table 1

CCP

y0± σ 0.99± 6.91×10−4

a± σ 3.74×10−4
± 8.35×10−6

b± σ −3.08×10−6
± 2.48×10−8

r2 0.97

3.5 Correction factor ξ for other fast-flying aircraft

Provided that ξ was sufficiently proven to hold for large
ranges of atmospheric conditions and aircraft speeds, the
question arises whether the properties of ξ can also hold for
other fast-flying aircraft.

In Fig. 13a the determined ξ values for each time of CCP
measurement on board the Learjet-35A are displayed from
a single flight (over 3.3 flight hours) on 5 September 2013
during the AIRTOSS-ICE (AIRcraft TOwed Sensor Shut-
tle) mission aiming at ice clouds (cirrus) over northern Ger-
many (Finger et al., 2016). The ξ values for one flight, when
CCP was deployed on an underwing position of the Learjet-
35A, are parameterised by means of a quadratic regression
and according coefficients are summarised in Table 3. The
derived ξ values (green dots) as a function of TAS follow
in general the expected course and the data set is similarly
compact over the TAS range as previously shown for the
HALO cases. However, the comparison of the ξ fit from the
Learjet-35A measurements with the parameterised ξ from
HALO flights (dark cyan line) reveals that ξ for the Learjet-
35A configuration generally causes a smaller correction of
Nmeas to reach Namb. As the instruments deployed on board
of HALO and the Learjet-35A are identical the systematic
difference in ξ indicates that the compression may depend on
the instrument–platform configuration. As ξ is principally a
measure for the compression strength, it seems that upstream
of the CCP on the Learjet-35A, for some reason, the air com-
pression is weaker than on HALO. Factually, the instrument
configuration by using the AIRTOSS, which is released from
the Learjet-35A on a steel cable during flight (Frey et al.,
2009), displaces the CCP measurements to a certain distance
(up to 4000 m) away from any potential source of disturbance
or interference provided by the aircraft. The data sets of two
flights of the AIRTOSS-ICE campaign were selected which
provide all variables required to determine ξ . Measurements
during curved manoeuvres were discarded from further anal-
ysis as the adaptation of the AIRTOSS’s flight attitude to
rough changes in flight direction is delayed. Moreover, the
CCP pressure data were adjusted to account for the differ-

ence of static air pressure accompanied with the lower flight
altitude of AIRTOSS with respect to the Learjet-35A. For
the levitating CCP the calculated ξ values are displayed in
Fig. 13b (purple dots) exhibiting a strong scatter. However,
hereby a dispersion of ξ about a mean appears to be indicated
that is close to the ξ parameterisation fit of measurements
with CCP when attached under the Learjet’s wing. Thus, a
significant influence of the aircraft’s wings or the fuselage
of the Learjet-35A on the underwing-mounted CCP is not
definitely verifiable. Concerning the difference of ξ resulting
from measurements either on the Learjet-35A or the G-550
HALO we can only surmise that a specific flow field is in-
duced due to the specific HALO configuration, by the aircraft
fuselage and/or the wings’ leading edge and/or the pairwise
configuration of the underwing instruments. Nevertheless, by
applying ξ the individual and systematic influences on the
actual thermodynamic conditions under which the measure-
ments occur are, to a large extent, accounted for – indepen-
dent of the probably various and likely interfering sources of
disturbances on the measurement conditions.

4 Summary and conclusions

To determine particle number concentrations with respect
to ambient conditions from the measurements of underwing
cloud probes on fast-flying aircraft two corrections need to be
applied on the data obtained under measurement conditions
from the free atmosphere.

The first correction refers to the compression of air occur-
ring upstream of the air flow obstacle provided by the instru-
ment’s body. Taking the compression effect into considera-
tion is of increasing importance with increasing flight speeds
(e.g. up to 250 m s−1). This first correction accounts for the
compressed state of the sample air volume probed per time
interval as indicated by an observable increase of the static
air pressure (and air temperature) in the instruments’ detec-
tion region compared to ambient conditions.

The particles’ mobility to react on small-scale and fast
changes in a flow field, inducing a particle’s displacement
from its initial state, is a function of the particles’ individ-
ual mass (i.e. inertia). Thus, the second correction refers
to the particle inertia which impacts the penetration speed
of cloud particles while passing the instrument’s detection
region. Due to the compression of air the flow in the in-
struments’ detection region is decelerated compared to the
undisturbed state (at a certain distance away from any obsta-
cle) to which large cloud droplets (e.g. Dp > 100 µm) are un-
able to adapt fast enough. However, strong indications were
found that the penetration speed of smallest particles (e.g.
Dp < 70 µm) is more than likely affected by the changed air
flow conditions. As a consequence of the particles’ individ-
ual inertia, the penetration speed through the instruments’ de-
tection region is not equal for all particles in a cloud. Thus,
the general assumption of the constancy of particle mixing
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ratios (particle number per mass of air sampled) is not ful-
filled over the entire cloud droplet size range. Indeed, the
mixing ratio between ambient and measurement conditions
likely remains constant only for small-sized particles which
exhibit enough mobility to adapt to the air compression. In
contrast, large particles may accumulate in the instruments’
detection region due to their inability to kinetically adapt to
the changing air speed. Hence, without an inertia correction
of measured particle number concentrations, large particles
may be over-represented in the sampled air volume.

For the compression correction the factor ξ is introduced
based on thermodynamic considerations for inverting the
data from the pressure and temperature conditions during
measurement to ambient conditions. An equation is provided
for deriving ξ that depends on the variables of static pressure
and temperature in the ambient (undisturbed) state as well as
the aircraft TAS. Additionally, the static pressure measure-
ment and the actually measured PAS at the individual probe
are needed. Provided that an underwing probe is equipped
with a pitot tube for continuous measurement of air speed and
static pressure in the vicinity of the probe, the instrument-
specific ξ can be derived for each second of measurement
during a flight.

As the detector scanning of OAPs is triggered by the mea-
sured airflow velocity, a significant deviation or falsifica-
tion of the pitot-measured PAS would result in visibly dis-
torted images. Measurement flight sections featuring pre-
dominantly liquid (spherical) cloud droplets were selected.
For these chosen measurement periods the grade of distor-
tion of the recorded images was apportioned to the deviation
of the particle penetration speed through the instrument’s de-
tection region by means of an automated OAP image analy-
sis. Small particles of Dp < 70 µm appear to largely adapt to
the decelerated air speed by reaching vp≈PAS in the instru-
ments’ detection region. Larger droplets with Dp > 100 µm
seem to penetrate the detection plane with PAS < vp < TAS,
which is attributable to the particles’ inertia. The dependence
of the inertia correction on the particle size is expressed in
the suggested correction factor µ (Dp) to be applied to mea-
sured particle number concentrationNmeas. For the particular
case investigated the correction of measured number concen-
trations with µ= 1 holds for cloud droplets of Dp < 70 µm
while a correction with µ= 0.8 seems to suffice for cloud
droplets with 100 µm <Dp < 225 µm. For larger droplets (e.g.
Dp > 225 µm, which were not detected during investigated
measurement periods) the inertia correction may asymptot-
ically approach a value of µ= 0.75. Only if the particles’ in-
ertia inhibits a change of the particles’ initial state may the re-
sulting particle penetration speed through the OAP detection
region satisfy the assumption that vp≈TAS. However, the
generalized correction regarding the particle’s inertia based
on the particle’s size may not always be appropriate. Prior to
applying such a correction some careful considerations are
required regarding the particles’ phase and habit. Cloud par-
ticles exhibit the largest material density when they are liq-

uid, whereas, if a cloud particle is frozen, its material den-
sity (and inertia) is decreased compared to a liquid droplet of
the same geometrical size. Moreover, spatial structures of ice
particles (e.g. if evolved to dendrites, crystals, bullet rosettes
or hollow needles) may lead to increased mobility due to a
decreased compactness of the particles.

At present there are three different approaches to treat par-
ticle microphysical data obtained from underwing probes.

1. Without knowledge of the air speed and static pressure
at the point of measurement it is common practice to
presume that particles always penetrate the probe’s sam-
ple areaAs with speeds equal to the aircraft TAS. Taking
this route, the compression of air due to the moving in-
strument body and the compression-induced motion of
particles out of their ambient (undisturbed) state is ig-
nored. As a consequence of the compression upstream
of a probe, the PAS at the point of measurement must
be systematically lower compared to TAS. Determin-
ing particle number concentrations by using the TAS
without adjustments regarding the compression leads to
an underrepresentation of particle concentrations that is
not negligible.

2. The measured particle number concentration Nmeas
(based on the recorded PAS; cf. Sect. 2.1 for details)
does not represent the ambient number concentration of
cloud particles. The compression of air causes a modi-
fication of the particle’s environment and behaviour at
the point of measurement compared to ambient (undis-
turbed) conditions. Thus, the measured particle number
concentrations without any corrections may be repre-
sentative for the measurement conditions only. How-
ever, compared to ambient particle number concentra-
tions, the uncorrected Nmeas is an overestimate of in-
creasing strength with flight velocity. Note that an un-
certainty of Nmeas remains due to the PAS uncertainty
which may not considerably exceed 10 %.

3. Multiplying measured particle number concentrations
Nmeas with the ratio PAS

TAS , presumably deduced from ge-
ometric considerations, with the attempt to hereby in-
vert the measured concentrations to ambient conditions
lacks any physical rationale. The ratio of air speeds does
not account for the compression of air upstream of the
probe which is the major reason for the deviation of
measured air speeds, PAS and TAS. By using the ratio
PAS
TAS , the increase of pressure and the heating accompa-
nied with the compression of air remains fully ignored.
Hence, this simplified correction procedure turns out
to cause an unreasonable reduction of particle number
concentrations. This procedure was shown to affect the
results at surprisingly low aircraft speeds.

Therefore, the particle number concentration under mea-
surement conditions Nmeas (based on the recorded PAS, cf.

Atmos. Meas. Tech., 9, 5135–5162, 2016 www.atmos-meas-tech.net/9/5135/2016/



R. Weigel et al.: Thermodynamic correction of particle concentrations 5153

Sect. 2.1) needs correction to account for the compression
of air and the compression-induced motion of particles out
of their ambient (undisturbed) state, which is a function of
the cloud particles’ individual mass (i.e. inertia). The herein
introduced correction factor ξ covers the most important im-
pacts accompanied by the compression. It is suggested that
the subsequent correction of the measured particle number
concentration with the factor µ (Dp) to account for the par-
ticles’ individual inertia be applied carefully. Further effects
may be considered which additionally concern the ability of
the cloud particles to adapt to sudden changes of the flow
field upstream of an underwing probe. CFD simulations by
Korolev et al. (2013), for example, indicate that the air speed
locally varies along the sample volume. Thus, the complex-
ity of velocity corrections increases when an inhomogeneity
of the air speed distribution within the sample volume is also
taken into consideration.

If pitot tube measurements are not available, the provided
ξ parameterisation as a function of TAS serves as a guideline
for adaptation of the TAS to determine particle number con-
centrations. The parameterisation also shows that the com-
pression effect is comparatively small for lower flight veloc-
ities. For a mean cruising speed, e.g. of the M-55 Geophys-
ica of about 170 m s−1, the systematic bias of the number
concentration obtained from CCP measurements may be at
most 6 % in the case that the compression is not otherwise
accounted for and if the measured number concentrations are
directly determined by using the recorded PAS. Note that this
potential bias of CCP measurements on board the M-55 Geo-
physica is directly taken from the parameterisation of ξ for
the CCP on HALO (cf. Fig. 10) and therefore represents the
uppermost extreme. For slower aircraft, e.g. the POLAR 5 (a
modified and turboprop-engined Douglas DC-3) with cruis-
ing speed of about 70 m s−1 (Klingebiel et al., 2015) the po-
tential bias of uncorrected CCP-measured particle number
concentrations is at worst 2 % and therefore lies well within
the measurement uncertainty. Calculated ξ from CCP mea-
surements on board the Learjet-35A, reaching flight veloc-
ities comparable to those of the G-550 HALO, reveals that
the compression is generally less expressed in the Learjet-
35A configuration compared to that of the G-550 HALO. An
increased compression effect on the G-550 HALO is not un-
ambiguously connectable to a specific source. It can only be
surmised that on the G-550 HALO a strengthened disturbance
on the thermodynamic conditions of underwing probe mea-
surements is accompanied with interferences of the aircraft
fuselage and/or the wings’ leading edge and/or the pairwise
configuration of the underwing instruments.

This study provides a starting point for further intensive in-
strumental comparisons and investigation by means of com-
bined measurement results of cloud and aerosol probes from
the accomplished HALO field missions ML-CIRRUS and
ACRIDICON-CHUVA. However, to make the measurements
comparable, a common standard of treating the data and of
considering systematic influences on the measurement is es-

Figure 13. Comparison of corrections for the CCP (a) with the
CCP attached to a Learjet-35A’ underwing hardpoint (flight on
5 September 2013) during the AIRTOSS-ICE mission over northern
Germany. The PAS

TAS correction exhibits broad scatter and ambigui-
ties. Instead, the determined ξ values yield compactness over the
complete TAS range. For comparison the ξ parameterisation from
HALO measurements of the CCP is implied, illustrating the depen-
dence of ξ on the used measurement platform. (b) Instead of PAS

TAS ,
the ξ values are shown for the CCP when deployed in the AIRcraft
TOwed Sensor Shuttle (AIRTOSS) released from the Learjet-35A
on a steel cable.

sential. This standard needs to be designed and agreed upon
before comparing or interpreting the data. The introduced
correction procedures may serve as one contributing factor
accounting for the most significant impacts resulting from
the moving instrument body in the medium air on fast-flying
aircraft. Further flow disturbances due to aircraft components
(e.g. the impact of turbulence along the wings or the flow im-
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pacts induced by the fuselage) are potentially not covered by
suggested procedures but may be subject of detailed CFD
simulations.

5 Data availability

The meteorological and avionic data and the data products
of the cloud probe measurements on board HALO for both
field missions, ML-CIRRUS and ACRIDICON, are available
at https://halo-db.pa.op.dlr.de/, maintained by the German
Aerospace Center (DLR), Institute of Atmospheric Physics,
Oberpfaffenhofen, Germany.

Instruments’ basic data (i.e. pressure, temperature, PAS)
as well as raw image files are stored on individual databases
and are accessible upon request towards the operators of re-
spective instrument (i.e. NIXE-CAPS: IEK-7: Stratosphere,
Water Vapor and Clouds, Forschungszentrum Jülich; CCP;
and PIP: Particle Chemistry Department, Max Planck Insti-
tute for Chemistry, Mainz).

Data products from measurements on board the Learjet-
35A are accessible upon request to the operator of respec-
tive instrument (CCP: Particle Chemistry Department, Max
Planck Institute for Chemistry, Mainz). Meteorological mea-
surements and avionic data belonging to the Learjet-35A
field mission AIRTOSS-ICE were provided by enviscope
GmbH, Frankfurt, Germany.
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Figure A1. Assuming T b2 as the reference, for which potentially in-

volved diabatic processes remain considered, the ratio
T a2
T b2

indicates

the strength of deviation from this reference. The ratio
T a2
T b2

overall

remains between 0.988 and 1.004 and the majority of data range at
0.99–1.0. Thus changes of state accompanied with compression are

almost entirely adiabatic. The ratio
T a2
T b2

deviates from the adiabatic

threshold (black line) by generally less than 1 %, and the deviation
increases expectedly with TAS potentially due to turbulence and ac-
companied mixing.

Appendix A: Various ways of deriving the ξ correction

The derivation of ξ emanates from following different condi-
tions, which are illustrated in Fig. 1 for the air velocity v, the
air pressure p, the specific enthalpy h of a uniform system
and the gravitational potential φ.

– Condition 1 – at the aircraft’s air data boom: v1, p1, T1,
h1, φ1.

– Condition 2 – upstream of the probe: v2,p2,T2,h2,φ2.

Bernoulli’s law for compressible gases and under the pre-
sumption of energy conservation reads as

1
2
v2

1 +h1 =
1
2
v2

2 +h2, (A1)

assuming that the gravitation potential φ1 = φ2 since the rel-
ative elevation between the air data boom and the underwing
probe position is negligibly small, i.e. < 10 m.

For finite differences of the specific enthalpy (1h=h2 −

h1) for an ideal gas such as the air, one can use

1h= cp1T. (A2)

wherein cp denotes the specific heat capacity of dry air (in
J kg−1 K−1) at a constant pressure.

For the further derivation we assume the following:

Figure A2. The occurrence frequency of
T a2
T b2

values in the data set

displayed in Fig. A1.

1. The pressures p1 (static air pressure) and p2 (static air
pressure at the probe during measurement) are mea-
sured with sufficient certainty.

2. For velocities relative to undisturbed ambient cloud
conditions the velocity v1 equals the avionic TAS while
v2 is the air speed determined from the probe’s pitot
measurements, PAS.

3. Under undisturbed ambient conditions, for which p1
and T1 are valid, the particles’ initial velocity relative
to the aircraft flight direction may be close to zero, or at
least much smaller than v1 and v2.

Subsequently, Eq. (A1) leads to

1
2

(
v2

1 − v
2
2

)
= h2−h1 = cp1T = cp (T2− T1) . (A3)

Hence, rather than the velocity ratio (cf. Sect. 2.2), the dif-
ference of the squared velocities appears in the thermody-
namic approach. With Eq. (A3) the functional relationship
between the aircraft air speed, reduced by the compression-
induced airflow velocity during measurement, i.e. the expres-
sion v2

1 − v
2
2 , is provided versus the relative heating of the

probed air with respect to ambient conditions. Consequently,
the resulting squared velocity difference implies the change
of the particles’ motion in-line with the flight direction due
to the compression.

Rearrangement of Eq. (A3) leads to

T2 = T1+1T = T1+
1

2 · cp

(
v2

1 − v
2
2

)
. (A4)

The specific heat capacity cp of air ranges from about 1002.5
to 1006.4 J kg−1 K−1 for atmospheric temperature conditions
between 180 and 325 K (Dixon, 2007). Accepting an implied
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Figure A3. The ratios ξII
ξI

and ξIII
ξI

as a function of TAS for the differ-
ent underwing probes CIP, PIP and NIXE-CAPS, respectively. The
ratios overall remain between 0.985 and 1.045 indicating a strong
agreement between the differently derived ξ values. The compari-
son generally exhibits a relative deviation of less than 5 % and, over
a large range of TAS (< 190 m s−1), of even less than 2 %. For all
instruments the correction factors ξI and ξIII show best agreement.

uncertainty in the per-mill range, the product 2·cp in Eq. (A4)
may be replaced by 2008 J kg−1 K−1.

Substitution of T2 from Eq. (A4) into Eq. (5) leads to the
thermodynamic correction of measured particle number con-
centrations to account for the compression of air upstream of
the probe during flight:

Namb =Nmeas ·
p1

p2
·

(
1+

1

2008Jkg−1 K−1 · T1

(
v2

1 − v
2
2

))
=Nmeas · ξ. (A5)

By means of Eq. (A5) the thermodynamic correction factor ξ
is introduced, which basically equals the ratio of the probed
volume and according ambient volume (V2

V1
) of air and which

Figure A4. The occurrence frequency of values of ξII
ξI

and ξIII
ξI

in
the data set displayed in Fig. A3.

is used for the following discussions (Sect. 3 and also here in
the following).

For the following considerations concerning the
congestion-induced compression of a gas volume oc-
curring upstream of a flow obstacle, the resulting increase of
the gas’ density is described by the factor

ξ =
ρ1

ρ2
=
p1

p2

T2

T1
, (A6)

by assuming the air to behave as an ideal gas, for which p ·
V =M ·Rs ·T , or rather p = ρ ·Rs ·T , with the static pressure
[p]= kg m s−2, the gas volume [V ]=m3, the mass of the
gas [M]= kg, the gas temperature [T ]=K, the gas density
[ρ]= kg m−3 and Rs, the specific gas constant in units of
J kg−1 K−1; while J= kg m2 s−2.

The ambient conditions, at the data boom, are described
by p1, T1 and the TAS= v1 in units of m s−1.

The measurement conditions, in the detection region up-
stream of the underwing probe, are described by p2 and the
PAS= v2 (in m s−1), recorded data from the individual un-
derwing cloud probes CCP, PIP and NIXE-CAPS.
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The consequences of the air compression are p1 ≤ p2 and
T1 ≤ T2.

A1 Deriving ξ comprising most of the observational
data

Here we assume that

– the gas properties are those of an ideal gas,

– the principle theorem of thermodynamics – the conser-
vation of energy – is fulfilled,

– the gas flow conditions follow Bernoulli’s law.

This allows for expressing

1
2
v2

1 +h1+81 =
1
2
v2

2 +h2+82. (A7)

With the specific enthalpy [h]= J kg−1 and provided that
following assumption for the gravitational potential is valid
81 ≈82, then the air temperature in the instruments mea-
surement region is determined by

T2 = T1+
v2

1 − v
2
2

2 · cp
, (A8)

from which the first expression for the ξ correction follows

ξI =
p1

p2

T2

T1
=
p1

p2

(
1+

v2
1 − v

2
2

2 · cp · T1

)
. (A9)

A2 Deriving ξ by presuming an adiabatic change of
pressure conditions

Exclusively relying on the measurements of the flow velocity
in the detection region and by assuming an adiabatic change
of the pressure conditions due to compression an additional
assumption is added to those specified in Sect. A1:

T2

T1
=

(
p2

p1

)κ
⇔

(
T2

T1

)− 1
κ

=
p1

p2
, (A10)

with the adiabatic exponent κ = Rs
cp

.
The temperature T2 is calculated analogously to Eq. (A3).

Thus, for the ξ correction, a new expression follows:

ξII =
p1

p2

T2

T1
=

(
T2

T1

)− 1
κ T2

T1
=

(
T2

T1

) κ−1
κ

=

(
1+

v2
1 − v

2
2

2 · cp · T1

) κ−1
κ

. (A11)

This approach bears a certain inconsistency: the
compression-induced increase of the air temperature in
the measurement region (T2) may also comprise diabatic
processes, whereas for the compression-induced increase of
the static pressure exclusively adiabatic changes of state are
assumed to occur.

A3 Deriving ξ by presuming all changes of state as
adiabatic

Relying only on the static pressure individually measured
by respective instrument, i.e. by the underwing probes and
the data boom, a further assumption to those specified in
Appendix A1 is introduced: all changes of state are exclu-
sively adiabatic, i.e. they proceed without any energy ex-
change with the environment.

Using Eq. (A10) the temperature T2 is calculated as

T2 = T1 ·

(
p2

p1

)κ
. (A12)

This allows for expressing the ξ correction as follows:

ξIII =
p1

p2

T2

T1
=
p1

p2

(
p1

p2

)−κ
=

(
p1

p2

)1−κ

. (A13)

Note that now the measured air flow velocities are entirely
excluded from consideration. The correction with ξIII relies
only on the static air pressures measured by the data boom
(p1) and in the detection region of the underwing probes
(p2). Indeed, the pressure data may be comparably accurate,
even when obtained at high flight velocities, and thus mea-
sured pressures exhibit certain robustness. Nevertheless, it
appears plausible that the compression strength depends on
the absolute air flow velocities; however, ξIII does not any-
more account for the values of v1 and v2.

A4 Sensitivity tests

In the following the differently derived ξ corrections are eval-
uated concerning their effectiveness and, by applying them
to measurement data from the ML-CIRRUS mission, con-
cerning the comparability of the individual results. The first
appraisal aims at the question of whether the assumption of
adiabatic changes of state can be confirmed by the in-flight
air temperature measurements. Subsequently the agreement
of the differently derived ξ corrections (ξI, ξII, ξIII) is proven.

1. The temperature T2 obtained according to Eqs. (A2) and
(A12) is compared for each of the individual instru-
ments. Therefore, we introduce

T a2 = T1

(
p2

p1

)κ
;T b2 = T1+

v2
1 − v

2
2

2 · cp
. (A14)

In the expression concerning the change of enthalpy dh=
dq +αdp, with α = V

M
, the assumption of adiabatic change

of state is implied by setting dq = 0, i.e. that exchange of
heat between the system and the environment is excluded,
in accordance to the principle theorem of thermodynamics.
This assumption is likely valid as the processes occur very
rapidly. When considering that diabatic processes occur, as
for example due to mixing or friction, this means that dq 6= 0
and consequently T a2 6= T

b
2 .
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With the unprovable assumption that T b2 constitutes the
reference, for which potentially involved diabatic processes
remain considered; the ratio T a2

T b2
would indicate the strength

of deviation from this insinuated reference. The ratio T a2
T b2

is

shown as a function of flight velocity in Fig. A1, the occur-
rence frequency of T a2

T b2
values in the data set is displayed in

Fig. A2. For all instruments’ data the ratio T a2
T b2

remains be-

tween 0.988 and 1.004, whereas the majority of data ranges
between 0.99 and 1.0. As a consequence, the assumption of
adiabatic changes of state accompanied with the compres-
sion appears justified. The deviation of the ratio T a2

T b2
from the

adiabatic threshold (black line in Fig. A1) increases with the
TAS, as can be expected because the occurrence of turbu-
lence and accompanied mixing with increasing TAS is very
conceivable.

In essence, the increasing air temperature upstream of the
underwing probes is accompanied with an almost ideal adia-
batic compression at flight velocities of up to 250 m s−1.

1. The differently derived ξ corrections (ξI, ξII, ξIII) are
compared, provided that – once more as an unprovable
assumption – ξI constitutes the reference. As ξI mostly
involves observational data, ξI is largely independent of
assumptions (e.g. the occurrence of exclusively adia-
batic processes) that may implicate constraints on the
interpretation of the results. In the following the ratios
ξII
ξI

and ξIII
ξI

are analysed from the individual underwing
probes, i.e. CCP, PIP and NIXE-CAPS, respectively. In
Fig. A3 the obtained ratios are displayed and in Fig. A4
the corresponding occurrence frequencies. The result-
ing ξ ratios always remain between 0.985 and 1.045
which indicates a strong agreement between the differ-
ently derived ξ that generally exhibit an absolute devi-
ation of less than 5 %, in most cases of even less than
2 %. Furthermore, the factors ξI and ξIII exhibit the best
agreement, regardless of the instrument for which the
ξ values are determined. This means that the approach
which assumes exclusively adiabatic processes to occur
provides the most consistent reproduction of ξI, whereas
ξI at the most involves the available observational data.

A5 Conclusions

From the previous investigation the following conclusions
arise:

1. The compression of air occurring upstream of the un-
derwing probes at flight velocities of up to 250 m s−1

appears to be described consistently by an ideal adia-
batic change of state.

2. The differently derived ξ corrections, i.e. ξI (based on
observational data) and ξIII (assuming exclusively adi-

abatic changes of state accompanied with the compres-
sion), show the best agreement while the correction with
ξII (comprising exclusively the change of pressure state
as adiabatic) leads to the largest deviation from what is
expected for an adiabatic process.

3. For those underwing probes lacking an air flow velocity
sensor the implementation of a static air pressure sen-
sor of appropriate accuracy may provide a crucial im-
provement for obtaining a measure of the compression
strength at any given flight speed.

Appendix B: Automated spheroid recognition from
OAP images

Distortions of particle images are caused, for example, by
false measurements of the speed of particles when they pass
the OAP detector region. In terms of shape any liquid cloud
particle (with Dp < 2 mm) may provide the reference for
nearly perfect spherical bodies (Pruppacher and Klett, 2012;
Thurai et al., 2009) that are detected with an OAP. Thus,
the recorded images of such liquid (spheroidal) cloud ele-
ments occasionally could exhibit significant distortions from
spherical shape due to strong deviations between the mea-
sured and the true particle speed. In such a case the aspect
ratio of the particle image deviates from unity and provides
a measure for the error of measured particle speed. Provided
that a spherical particle produces identical 2-D shadow im-
ages, independent from the particle’s rotation, the deviation
of the image’s aspect ratio from unity is individually mea-
surable for each particle image. To identify spheroids in the
recorded data, or rather to identify images that presumably
emanate from spherical cloud elements, an automatic pro-
cedure is used to systematically categorise recorded particle
images. Insinuating that the particles’ images always exhibit
a certain degree of distortion, most of the images should de-
pict an ellipsoidal shape even though the initial cloud particle
was potentially spherical.

Of course the categorisation of an imaged cloud particle
as spherical cannot be exclusively based on an image’s el-
lipsoidal character. Further criteria are applied by limiting
the data set to be analysed to a certain range of ambient air
temperatures (e.g. > 270 K) or pressure altitudes (> 300 hPa)
with the purpose of largely excluding ice particles from the
analysis, as these would likely impact and falsify the particle
categorisation.

However, one of the most important limitations for an
automated categorisation of particle images is the available
pixel resolution of the recorded images (which is 15 µm for
the CIPgs-type instruments and is 100 µm for the PIP-type
OAPs, respectively; cf. Sect. 3.1). From a cloud particle with
Dp < 30 µm, for example, the measurement information from
the CIPgs is provided as a 2× 2 pixel image. Due to this
low image resolution it is impossible to further distinguish
fine microphysical structures, e.g. if the particle surface is
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Figure B1. Ellipsoid particle in comparison to the fitted ellipse by
using the Bresenham algorithm. The green ellipse pixels denote
events when the approximated ellipse hits the particle image pix-
els (grey shaded). Red ellipse pixels illustrate when particle image
pixels are missed by the approximation. The shade brightness of the
particle image pixels (grey) illustrates the different grades of shad-
owing generated by the particles on the OAP diode array detector.
The image background (lacking any particle image information) is
given in blue.

smoothly rounded (indicative for liquid particles) or rather
rough (ice particles). Thus, for the further analysis only those
particle images were selected which consist of at least 5 pix-
els (75 µm) in either direction along the image’s main axes,
i.e. the axis a (in line with the flight direction and perpendic-
ular to the OAP diode array) and the axis b (in line with the
OAP diode array).

One further effect that needs to be considered is the con-
sequence of Fresnel diffraction on liquid spherical particles
passing the beam of the coherent detection laser. This effect
results in particle images exhibiting a bright spot in the cen-
tre, referred to as the Poisson spot (Korolev, 2007). The size
of the Poisson spot depends on the distance (Zd) of the par-
ticle from the object plane when passing the detection laser.
With increasing distance of a detected particle from the ob-
ject plane the resulting image is expanded in size and the
image’s edges get smoothed compared to those of the orig-
inal particle. Therefore, those images having a Poisson spot
resulting from Zd > 4 (cf. Korolev, 2007) are discarded from
further consideration. Furthermore, images exhibiting a non-
continuous image edge, which appear as open circles or c-
shapes around a Poisson spot, are also discarded. The ap-
proach of Korolev (2007) is used to retrieve the initial size of
the airborne cloud particle from the images having a Poisson
spot and that remain after previous selection.

To identify the ellipsoidal particle images in the remaining
data set, the Bresenham algorithm (Bresenham, 1965) is used
to get the shape of particle image approximated by an ellipse
(cf. Fig. B1), bearing in mind that a circle is a type of ellipse.
The radii of the ellipse are iteratively fitted to the length (a)
and the width (b) of the particle image. The comparison of

the approximated ellipse with the particle image allows for
categorising the particle images. If the imaged particle is too
small the available image resolution (cf. above) impedes the
approximation of the particle image as an ellipse. Therefore,
the resolution of the grid-plane for the ellipse approximation
needs to be increased (e.g. by a factor of 4) in comparison to
the pixel resolution of images taken. Thus, each image pixel
(15 µm× 15 µm) is subdivided by a 4× 4 sub-grid for the
ellipse approximation such that an ellipse can be moved and
expanded/contracted on a grid of 3.75 µm mesh width when
projected onto the particle image plane. The implementation
of a higher resolved sub-grid has the following advantages:

1. The algorithm aligns the centre of the ellipse to the cen-
tre of the particle image with improved accuracy in both
cases, i.e. whether the number of image pixels along the
main axes is even or uneven.

2. The algorithm enables the adaption of the ellipse’s
shape to the particle image by expanding or contracting
the ellipse’s axes on a finer scale to resolve the follow-
ing optimisation problem.

The optimisation problem is to approximate the ellipse that
provides the maximum of conformities and the minimum
of nonconformities with the shape of the particle image. In
Fig. B1 a result of the automated approximation process is
illustrated. Fractions of the approximated ellipse that cause
nonconformities are coloured in red, while all conformities
between the approximated ellipse and the particle images are
depicted in green. The number of conformities ηconf. over
the entire ellipse ηtotal provides a criterion to automatically
discard those images from further consideration that sig-
nificantly distinguish from an ellipsoidal shape (e.g. irreg-
ular shapes, false images). The threshold for this selection
criterion was conservatively set to an acceptance value of
ηconf.
ηtotal
≥ 0.9 indicating an ellipse as appropriate approxima-

tion to the particle image. The ratio of the main axes’ lengths(
a
b

)
of accepted ellipses is assumed to represent the aspect ra-

tio of the selected individual particle image. Of course, some
uncertainties are inherent in this approach. The largest ambi-
guity arises from the optical resolution of the images. Con-
sequently, the remaining uncertainty of the obtained object
size in either axis direction is estimated with ±7.5 µm. The
uncertainty of the aspect ratio determined for the individual
particle images is obtained as the largest possible error that
arises from the ratio a+7.5 µm

b−7.5 µm .
With the applied criteria, the computational spheroid

recognition may provide an appropriate tool to specifically
select OAP image data which emanate with highest proba-
bility from the detection of spherical particles that are most
likely liquid cloud droplets:

1. by limiting the analysed data set to a certain range of
ambient air temperatures and pressure altitudes;
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2. by the automated discarding of false images or images
that very obviously emanate from particles of irregular
(non-spherical) shape;

3. by the automated rejection of images that emanate from
particles passing the detection region too far away from
the object plane, which would certainly disturb any con-
clusion concerning the shape of detected particle;

4. and by the automated approximation of an ellipse to the
particle image with severe conformity criteria.
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