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Abstract

abstr Clouds play an important role in balancing the Earticiation budget. Hence it is vital
that cloud climatologies are produced that quantify clowtra and micro physical parameters
and the associated uncertainty. In this paper we presentgaritam ORAC (Oxford-RAL
retrieval of Aerosol and Cloud) which is based on fitting agibglly consistent cloud model
to satellite observations simultaneously from the vistiolehe mid infrared thereby ensuring
that the resulting cloud properties provide both a goodesgmtation of the short wave and
long wave radiative effects of the observed cloud. The adwpas of the optimal estimation
method are that it enables rigorous error propagation aadnitiusion of all measurements
and anya priori information and associated errors in a rigorous mathemddt@mework. The
algorithm provides a measure of the consistency betwedrvait representation of cloud and
satellite radiances. The cloud parameters retrieved areltud top pressure, cloud optical
depth, cloud effective radius, cloud fraction and cloudggha

The algorithm can be applied to most visible/infrared $igdahstruments. In this paper we
demonstrate the applicability to the Along-Track ScanriRagliometers ATSR-2 and AATSR.
Examples of applying the algorithm to ATSR-2 flight data arespnted and the sensitivity of
the retrievals assessed, in particular the algorithm ikiated for a number of simulated single
layer and multi-layer conditions. The algorithm was fouagérform well for single layer cloud
except when the cloud was very thin; i.e. less than 1 optieptlts. For the multi layer cloud
the algorithm was robust except when the upper ice cloud layess than five optical depths.
In these cases the retrieved cloud top pressure and cloectie#f radius become a weighted
average of the 2 layers. The sum of optical depth of multidajeud is retrieved well until
the cloud becomes thick greater than 50 optical depths whereloud begins to saturate. The
cost proved a good indicator of multi layer scenarios. Bhthretrieval cost and the error need
to be considered together in order to evaluate the qualitiefetrieval. This algorithm in the
configuration described here has been applied to both ATSRIAATSR visible and infrared
measurements in the context of the GRAPE (Global Retriavdlcdoud Product Evaluation)
project to produce a 14 year consistent record for climageaeh.
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1 Introduction

intro Clouds have long been recognised as one of the key mtmigof the Earth’s atmosphere:

low clouds such as stratus effectively reflect incomingrs@diation, giving an overall cooling
effect, while high clouds may partially transmit solar &éin but effectively trap the outgoing
thermal radiation, resulting in an overall warming effedthe balance between these effects
and in particular how they might change over time, involvprgcesses such as water vapour-
feedback and cloud-aerosol interaction, significantly plicates prediction of future climate,
as has been recognised by the Intergovernmental Panelmat€lChange (IPCC).

In order to test climate models we require accurate, cardisong-term, well characterised,
global measurements of clouds and their properties. Grbasedd observations are important,
but these observations are often biased towards land andgbeg centres. Only satellites pro-
vide truly global coverage, which is essential for comparisvith climate models. Various
active and passive satellite cloud climatologies exist;eicample, the active Cloud Profiling
Radar (CPR) (Stephens et al., 2008) and Cloud-Aerosol biddr Orthogonal Polarization
(CALIOP) sensors are able to provide height-resolved médron on cloud properties (Winker
et al., 2007), however coverage is limited to the sub-stdathck and the time-series are short.
Of the passive satellite instruments the most widely knoventae High resolution Infrared
Sounder (HIRS, Wylie et al., 1999), Moderate Resolutiongimg Spectroradiometer (MODIS,
Platnick et al., 2003), Advanced Very High Resolution Raukter (AVHRR, Jacobowitz et al.,
2003, Heidinger et al., 2009) and Multi-angle imaging SpERadiometer (MISR, Moroney
et al., 2002) data sets. The passive sensors cannot reptiese@omplex vertical structure but
have much better global coverage and longer time seriesdab@re instruments. Typically
information on optical depth is derived from the visible arahr infrared channels (Nakajima
et al., 1990) while information on the cloud top pressuredaswed separately from infrared
measurements using brightness temperatures, the sptlbwitechnique or through GCslic-
ing algorithms. MISR lacks thermal infrared channels arstead uses stereoscopic obser-
vations from its multiple viewing directions to derive ctbtop height. This technique is also
used to derive cloud top heights from Along Track Scannindi®aeter (ATSR) measurements
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(Muller et al., 2007). The International Satellite Cloudn@tology Project (ISCCP, Rossow
et al., 1991) comprises a merging of polar and geostatiogatgllite data which has been a
fundamental, reference data set of global cloud propéeidiemany years, though shortcomings
of this dataset have been identified (Evan et al., 2007).

Progress in understanding the global distribution of cland its evolution with time are
expected to come from systematic inter-comparison of te$tdm different sensors or from
different retrieval approaches (e.g. via activities of@@bEnergy and Water cycle EXperiment,
GEWEX), as well as model/measurement intercomparisons @€MIP, Bodas et al., 2008.
Here we describe an optimal estimation method (OEM) (Ra&jg2000) to generate a data
set from the Along-Track Scanning Radiometers (ATSR-2 aAd $R) which will provide a
valuable contribution in this area. Advantages of the d@ststem from both the retrieval method
and from the characteristics of the ATSR observations:

— The ATSRs provide a long time-series (from 1995-presentpokistent, well-calibrated
observations in 6 channels sensitive to cloud propertigring the visible to infrared
spectral range, obtained in two viewing directions. Thisetiseries will continue into the
foreseeable future via the Sea and Land Surface TempeRad®meter (SLSTR) on
Sentinel-3.

— The OEM application to similar remote sensing cloud retighas been described in
(Heidinger, 2003), (Miller et al., 2000), (Heidinger andvfeais., 2005) and (Copper
et al., 2003). In these instances the OEM has been applidteteisible channels/near
infrared to retrieve cloud effective radius and optical thepr separately to the mid in-
frared channels to derive cloud top pressure. The OEM scligseribed here differs to
the above applications in that it is based on fitting a phylsicansistent model of cloud
to observations spanning ALL the channels, the visible td-mfrared, extracting infor-
mation on the height, optical depth, particle size sim@tarsly, while rigorously treating
model and observation errors. This in turn provides detadistimation of the errors in
the retrieved quantities, and quantification of the “goa@snef fit” of the observations to
the cloud forward model. This enables the appropriatenésmaerlying assumptions
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in the retrieval to be tested and data interpreted accdsdingurthermore, where the
retrieval obtains a good fit to observed radiances, one caasfgred that the resulting
cloud properties provide simultaneously a good repretientaf the short wave and long
wave radiative effects of the observed cloud, Ham et al. 42@@d Siddans et al. (2010)
show large discrepancies between observed MODIS radiamgethose predicted based
on MODIS cloud retrievals. Such discrepancies are inhbrevbided by the retrieval
method adopted here.

In this paper we describe the optimal estimation algorithwe, assess the sensitivity to the
retrieved parameters for a range of cloud conditions innlyanulti-layer cloud, and finally
show some examples of the retrieval algorithm as it has bpplied to ATSR-2 data.

This algorithm has been applied to the ATSR-2 and AATSR iéam 1995 to 2009. The
retrievals have already been used to study ship tracks (@amp et al., 2009, Sayer and
Grainger., 2010) and study cloud-aerosol interactiondgiBlet al., 2008). It is noted that,
while the authors have applied the algorithm to the ATSRimséent, the method could in fact
be applied to many different passive visible and infraredot sensing instruments. Indeed,
the theoretical basis for the algorithm was establishedutjin a EUMETSAT study to derive
cloud properties for the Meteosat Second Generation SEWigiument (Watts et al., 1998)
and used to investigate the optical properties of ice clou@aran et al., 2004). A version of
the algorithm for SEVIRI is under development at EUMETSATa{{¥ et al., 2011) and ORAC
has been applied to AVHRR and MODIS in the context of the ESitn@le Change Initiative.
An analogous technique for retrieving aerosol propert&s lieen described in Thomas et al.
(2009Db).

2 The Along Track Scanning Radiometer (ATSR)

The ATSRs are dual-viewing imaging instruments measurisiple and infrared radiances
(within narrow band centred on 0.55, 0.67, 0.87, 1.6, 3.7add 12 um) with 1 km spatial
resolution at the sub-satellite point. ATSR-2 (Mutlow et 4099) was successfully launched on

5



board the ESA satellite ERS-2 in April 1995 and data wereimelt produced from June 1995
to October 2008. A similar instrument AATSR (Advanced AT &Rwellyn-Jones et al., 2001)
was launched on board ENVISAT in March 2002 and is still coftyeoperational. AATSR
is scheduled to be followed by a new instrument based on AT&Ryd principles called the
SLSTR on board Sentinel-3, which is scheduled for launchlibi32 ATSR-1 (which does not
have the 0.55, 0.67 and 0.87 um visible channels) operat&R&i1 from 1992—-2000.



The ATSRs are designed to have exceptional long term satysiind stability of calibra-
tion. Thermal channels are calibrated using two on boarckit@dies at known temperatures
which are observed during each across-track scan of theineht. This makes it possible to
determine single channel equivalent brightness tempasiorrect tat0.05 K (Smith et al.,
2001). The instrument also has an on board visible/neearied calibration system enabling
the visible channels to be calibrated to an accuracy of i 4% (Smith et al., 2008), which
is subsequently improved via vicarious calibration usicgnes of known stable surface BRDF
(certain deserts and ice caps). The specifications of tferelift ATSR instruments can be found
in Table 14. The excellent calibration and long time seriethe ATSR instruments, as well
as substantial overlap periods to enable inter-instrurv@iiiration, make ATSR measurements
well suited to generate records suitable for climate s@enc

3 Cloud Retrieval Scheme

The ATSR instruments’ primary scientific mission is to penfichigh-accuracy sea surface re-
trievals (Mutlow et al., 1994), which requires accurateedgon of cloud-affected scenes. The
instruments are also suitable for the retrieval of clougpprties, since the 7 channels are sen-
sitive in different ways to the macro and microphysical mies of cloud. For example the
infrared channels provide useful extra information to tigble channels in the case of opti-
cally thin clouds. However the observations are certaimly sensitive to every aspect of the
three-dimensional distribution of all relevant cloud pedpes and no single channel sensitive
solely to a specific cloud property. In the ORAC (Oxford-RAler&dsol and Cloud) algorithm
we approach the problem of extracting useful informatiorclmud as an inverse problem: a
forward model is defined which applies a radiative transfedeh (RTM) to simulate satellite
radiances based on a parametrised cloud / atmosphere ¢esunfzdel and the defined observ-
ing conditions. An inverse or retrieval model is then usedttain the cloud parameters which
give the best fit between the model predicted and observéahices, taking into account mea-
surement errors and relevant prior knowledge. This inversblem is solved using the optimal
estimation method Rodgers (2000) (OEM):
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The basic principle of the OEM is to maximise the probabibifythe retrieved state, con-
ditional on the value of the measurements and any a prionvledge. This is achieved by
maximising the probabilityP? = P(x|y, x,) with respect to the values of the state vector
The a priori estimate of the state is defined 4y, i.e. the most likely state prior to taking
the measurements into account. The state mapped into reezutrspace is defined yx).
The assumption is made that errors in the measurements amatigpprameters (and forward
model) can be described by a Gaussian distribution nornagiyibuted with zero mean and
covariances given bg, andS,, respectively. The solution state is found by maximisihgr
equivalently minimising the sum of the Guassian expondmsdost function’,J;

J(x) = (y(@) — ym) 8y (@) — ym)" + (¢ — za) Sa™' (@ — wa)". €y
The cost function can be minimised by estimating its grad{bw linearising the forward
model) for an initial estimate of the state. Using this geadli an estimate of the state is made
which is predicted to have lower cost. The procedure is tiégrauntil convergence (or the
attempt to reach convergence is abandoned). To find the minimwe start at a first guess state

x, Which in the absence of other information is set to be theevafuhe a prioriz, and proceed

to make steps, assuming the valueJgfc) decreases at each step then the updatedctor
moves towards the cost function minimum. In this retrieval wge the Levenberg-Marquardt
(Marquardt, 1963; Levenberg, 1944) scheme to perform tménmisation. The rationale of the
Levenberg-Marquardt is to use the weighted combinatiohefsteepest descent method and
Newtonian descent according to the characteristics of ¢tis¢ function, i.e when the cost is
far from the solution the steepest descent algorithm isepred while when the cost function
is close to the solution the Newtonian scheme is used. Cgewree is judged to occur when
the cost function changes by less than 1 between iteratRagievals which do not converge
after 25 iterations are considered invalid.

If the a priori and measurement errors are well represengdatidir respective covariances,
then the cost function value at solution is expected to ¥oltoy? distribution with degrees
of freedom equal to the total number of elements in the measemt and state vectors. The
value of the cost function therefore provides a measure efikielihood of the solution-state
being consistent with observations and prior knowledgeypictl value of a cost function with
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5 measurements and 5 state variables would be 10. If none oh#dasurements deviated by
more then their expected noise and no state variables devii@m their a priori value by more
than the a priori error, otherwise the cost value would beced if any of the state variables are
bounded and do not have any significant a priori. The reaswrisigh/low values of/ can be
difficult to estimate, values too low implies an overestimaiof error such as the measurement
noise, values too large imply underestimation of noise ovemyence criteria that is too loose.

For retrievals which satisfactorily converge, i.e. cogeeto a minimum cost which is con-
sistent with measurement and prior errors, then the errotheestimated state parameters are
described bys... The diagonals 0%, provide the expected variance of each element in the state
vector, assuming that the retrieval is linear within thegeof its errors and the measurement
and prior errors are well described by their respectiverasslucovariances.

Sy =(K"S;'K+8;")"". 2

WhereK is known as the Jacobian or weighting function matrix, anst@ios the derivatives
of the forward model with respect to the state parametetseatalution:

ayj

®3)

4 Measurement vector and covariance

The implementation of the ORAC retrieval scheme descrileed bises nadir-view observations
in the 0.55, 0.67, 1.6, 11 and 12 um channels of the ATSRs andehean only be applied

to day time observations. The 3.7 um channel is not includszhise it has been found to
be difficult to consistently represent both the 1.6 and 3.7channels with the assumed cloud
model as they are sensitive to the vertical gradient of g¥fecadius in the cloud, Baran et al.
(2005). Similarly forward view radiances are not includedtlaree-dimensional structure of
cloud will often cause differences between the views whi@hnot be accommodated by the
current model and there are parallax effects. Note that.B& |@m channel is often not present
due to the operating modes of the instrument.
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The measurement covarian@&s,, is the sum of two terms:
Sy = Snoise + Sfm' (4)

The random noise on the observations is representesl, hy. The matrix is diagonal, i.e.
we assume no correlation in the noise between differentrédanin the setup used in this paper
these values equal to the square of the measurement naiselyr@058, 0.009, 0.018 (all units
of sun-normalised radiance), 0.21K and 0.23K respectivaken from Smith (2005).

The forward model errors are representedSy, including its representation of the atmo-
sphere and the instrument response. These errors arellyypinger than the instrumental
noise but are more difficult to quantify and are not necelysaormally distributed or with zero
mean, as formally assumed by the OEM method. Potentialibatibns include errors in co-
registration between channels, error in absolute radioenedlibration, errors in the assumed
atmospheric and surface temperature profiles, errors pldme-parallel assumption (e.g. cloud
vertical structure, 3D effects), errors in the ice scatgrnodel, impact of aerosol, error in mod-
elling surface reflectance / emissivity etc. The impact ekthterms has been investigated in
studies such as see (Watts et al., 1998) and (Siddans et0&). 2B general the errors depend
on the context of a particular retrieval (including cloygé, clear-sky atmospheric state etc).

In practise a simplified (but somewhat ad-hoc) approachopted in this scheme applied in
this paper and in GRAPBy,, is defined to be the sum of two terms:

Stm = Sp + S (5)

For the visible and near-ir channels§,, describes errors which are assumed proportional
to the signal. These terms are assumed uncorrelated betheehannels and have values of
equal to the square of 2.75% of the measured radiance for5e @67 and 0.87 um channels
and 2.5% of the measured radiance in the 1.6 um channelctesbe These values are chosen
(following work in the studies cited above) to broadly regmet the potential impact of errors in
inter-channel co-location, sub-pixel scene homogeneitliometric gain uncertainty, clear-sky
atmospheric transmission, and the error in fast forwardehodmpared to DISORT. For the
11 and 12 um channels, errors of 0.1K are assumed to coves éimiting the accuracy of the
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forward model for these channels (however these valuesnaaf sompared to the assumed
noise).

S, is defined only for the visible and near-ir channels and isrnided to represent errors in
the modelled surface reflectance which limits the FM acguvatten cloud opacity is low. This
depends on both the error in the surface reflectance andrbiiggy of the observations to the
surface reflectance, which depends upon the cloud propémiag retrieved. For a given cloud
state,S; is given by

S. = KI' + S, K. (6)

WhereS; is the error covariance of the assumed Lambertian surfdleetanceR s ¢ appro-
priate to each channel ai€; contains the derivatives of the modelled radiance in eaahroél
with respect to the surface reflectance (calculated by tteFisl).

Diagonal elements d§; are set to (the square of) the albedo for the correspondiagneh
multiplied by 0.2. Off-diagonals are set to give a correlatbetween the channels of 0.4,
surface albedo values are taken from MODIS data (Schaaf,&04l2). Errors arise from the
MODIS retrievals themselves and the inference from thesaloies appropriate to the ATSR
scene and spectral response. The assumed 0.2 fractiooakad 0.4 correlation values are
broadly consistent with the accuracy reported in (Liu et20009). Further consideration of the
use of MODIS albedo data in the ORAC scheme is given in (Sayar,2011).

Note that the inclusion of the state-dependent t8gnmeans thas, varies during the iter-
ation of the retrieval. Similar results can be obtained lyuding surface reflectance in the
retrieval state vector, with prior covariance given$y(but this is not the approach adopted in
GRAPE).

It is recognised that values placedSp and, to a lesser exteBt, do not perfectly represent
the true errors applicable to a given scene (though theyarsiadered to be reasonable). This
has the consequence that the cost function value resutomg ffetrievals cannot be expected
to follow the chi-squared distribution for the expected fmemof degrees of freedom and the
estimated state-vector errors will not perfectly représdhcontributions to the actual error
covariance. In this paper we state the assumptions thattemremade in the application of the
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scheme in the GRAPE project. The performance of the schernuobhwiakes these assumptions
is assessed in (Sayer et al., 2010). This analyses theoredbip between retrieval quality and
the value of the solution cost function.

It should also be noted that errors related to the deviatiothe true vertical structure of
cloud from the plane-parallel model assumption made by ¢heeval are not expressed in
Sy. Clouds which cannot be well represented by the planeiphi@sumption are therefore
expected to give rise to high solution cost. This issue isictamed further in Sect. 10.

4.1 Accuracy of radiative transfer model

The accuracy of the radiative transfer model has been eealuay comparing the fast for-
ward model equations with calculations performed by DISG&tTan ensemble of conditions
totalling 6048 cases and comprising.

— 3 solar zenith angles 9, 45 and°72

— 2 satellite zenith angles 0 and50

— 2 azimuth angles 36 and 1%4

— 7 cloud optical thicknesses 0.01, 0.10, 0.32, 1.0, 3.2, 16.180.
— 3 cloud top pressures 270, 490 and 750 hPa

— 3 model atmospheres Tropical mid latitude and polar

— 4 surfaces types black, trees, deserts and snow

— 2 cloud phases ice and liquid.

The results of the comparison for the different channelssaramarised in tables 4 and 5.
Table 4 summarises the ensemble of radiances considerds icomparison, while table 5
summarises the differences between the Fast Forward ModeDéSORT (Stamnes et al.,
1988), DISORT itself of course is not perfect but it serves @®od reference. In general the
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differences are small but in a few cases not explicitly showthis paper the difference may be
large, for example where the optical depth is 0.5 and theddeat a high altitude.

5 State vector and a priori constraint

The state vectog in equation 1 used in the retrieval comprises the following:
— Logyg cloud optical depth
— Cloud effective Radius
— Cloud top pressure
— Cloud fraction
— Surface temperature

A priori and first guess values depend on the assumed phaase(ietermination is ad-
dressed in Sect. 8). For liquid cloud, a priori values are8sn, 800 hPa for optical depth,
effective radius, cloud top pressure respectively, forthme equivalent a priori values are 15,
30 um, 400 hPa. Theses values were chosen as they are typafate and liquid cloud, the
values could be optimised in the future by using climatatagvalues from recent instruments
such as Calipso. The surface temperature a priori valudés ttiom ECMWF model fields.

For computational efficiency the observations were pragkder an average of 3 pixels
across track and 4 pixels along track, this corresponds piooapnately 3x 3 km. The a pri-
ori value for cloud-fraction (within the & 4 pixel analysed scene) is the fraction of full-spatial
resolution pixels flagged as cloudy.

The distinction between the a priori estimate and first giesmportant. The retrieval is
constrained against any a priori information, the degrewhih the retrieval is constrained
depends on the associated a priori error. The a priori mustdependent information, while
this is not necessary for the first guess. In the retrievatfopaed here all state variables
except surface temperature are effectively unconstraasetie a priori error is set tt?, this
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value gives a completely flat probability distribution otlee whole range of possible parameter
values. The first guess does not constrain the retrievalppropriate first guess will mean that
the retrieval will start closer to the solution and convefggter but will not affect the result.
This retrieval assumes no useful information is availabla priori information except on cloud
fraction and surface temperature. The cloud fraction aripgiwor is set at a relatively small
value of 0.1. This is because the cloud fraction was founditial experiments to change
erroneously to compensate for other inadequacies in thievat We do not expect the retrieval
to provide highly accurate information on surface tempeeafexcept in cloud-free conditions)
or fraction. These guantities are included in the state abdhrors on their assumed values
can be considered properly in fitting the other parametedstlagir errors propagated into the
expected error on the other parameters. The surface tetapeagpriori error is 1 K over sea and
3 Kover land. Comparisons we have performed between buogatetlite data have shown that
the error on SST (Sea Surface Temperature) is typically rargh less than 1 K. However in
rare cases such as upwellings close to land this could be%uld tdhe land surface temperature
over most dark vegetated surfaces will be reasonably aecufide land surface temperature
over deserts and other surfaces with a strong diurnal cyellandeed have an error greater
than 3 K. This number will be reviewed for future implemeittas. The algorithm framework
means that useful independent a priori information coulthberporated in the future. The a
priori covariance is assumed to be diagonal i.e the cloudasties are uncorrelated as the only
terms which are significantly constrained by the prior c@arase are the surface temperature and
the cloud fraction and there exists no justification for asisig these to be correlated. Other
terms are effectively unconstrained by the high assumeat prror. The initial (first-guess)
values for state-vector parameters are set equal to theralues.

6 Cloud/atmosphere/surface model

The forward model simulates the measured ATSR radiancesdgiwen scene under the assump-
tion that each scene is composed of a clear-sky fraction ataldy fraction. For the thermal
channels the clear-sky atmosphere is defined by temperatdréumidity profiles taken from
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ECMWEF analyses (ECMWF, 2008) and RTTOV (Saunders et al.919Bixed profiles for 3
latitude bands, tropics mid latitudes and poles, have beed to model atmospheric transmis-
sion in the visible channels.The validity of this approaskliscussed in Sect. 7.1.3)

The surface is assumed to be a Lambertian reflector. Ovehseaitface algorithm uses the
model of Cox and Munk (1954a) and Cox and Munk (1954b) (usingdsvfrom ECMWF).
Over land the MODIS albedo product for the year 2002 has beed in the processing of
ATSR-2 and for AATSR. Error on the modelled surface albedihéaf et al., 2002) is addressed
via the assumed measurement covariances. For the infrasgmhels the surface is assumed to
have an emissivity of 1.This is a reasonable assumptioneasrtbr on the emissivity for the 11
and 12um channels of ATSR will be small over sea< 1%. The error will be largest over bare
soil especially deserts where err@rs % will be encountered. Like surface albedo uncertainties
the impact will be largest in fractional cloud and thin clasmknarios affecting the accuracy of
the retrieval in these scenarios. For example, the retti@leud top temperature might be
expected to be erroniously low as the surface radiance ibatitns will be overestimated.
Emissivity error was not modelled in the version of ORAC aguplto the GRAPE (Global
Retrieval and cloud Product Evaluation) ATSR climatologyne error will be considered in
future applications. The temperature of the surface isreevetd parameter (see Sect. 5).

In the current implementation of ORAC a cloud mask is reglicedentify regions of cloudy
sky. Over sea the cloud flag used is that of Zavody et al. (200@¢r land the cloud flag used
is that described in Birks (2004) which uses a NDVI (Normadi®ifference Vegetation Index)
technique. Retrievals are only performed for scenes witbrazero cloud fraction. Subsequent
experiments have shown that by processing all pixels (eledrcloudy) a good cloud mask can
be derived using retrieval information but it is not usedeheFhe selection technique used to
determine cloud phase is described in Sect. 8.

The forward model simulates radiances for the whole schegmaméarly weighting simu-
lated radiances the clear-sky and cloudy parts of the sognkbd fraction,f (also a retrieved
parameter). Cloud is assumed to be a single, plane-pardafj@r of either liquid or ice parti-
cles. The layer is assumed to be geometrically infinitely #nd is placed within the clear-sky
atmospheric model. As the limited number of IR channels se® similar gaseous and cloud
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absorption properties this is probably justified from aa@ade consistency point of view, how-
ever, the assumption leads to retrieved cloud top presshaeare effective values lying within
the upper part of the cloud (this is clearly seen e.g. in commpas to CALIOP or CloudSat
observations (Watts et al., 2011) It would be more precisaddel a geometrically thick layer,
but this relatively complex parameterisation is deferred.

The cloud layer is parametrised in terms of the followingiestd quantities:

— The cloud phase, i.e. ice or liquid.
— The effective radius;.¢ of the cloud particle size distribution.
— The optical depths of the cloud at a fixed wavelength of 0.55 um.

— The cloud top pressure,.

Particle size distributions for ice and liquid cloud are defl as a function of only.¢ and
7. The shape of the modelled size distribution is defined-dayand r defines implicitly the
total number of particles. For ice clouds, single scattepnoperties (extinction coefficient,
single scattering albedo and phase function) are taken®aran et al. (2004). These are based
on a mixture of ray tracing and T-Matrix methods. Size digttions themselves are those of
warm uncinus cirrus cloud (Takano and Liou , 1989) with stalistributions to give a range of
effective radii. Single scattering properties of liquidwtl are derived by Mie theory assuming
a modified gamma size distribution of particle radiyigHansen and Travis., 1974):

n(r) = 2.373 7% exp <_¥> (7)
wherer,, is the mode radius of the distribution. The radiatively ffigant effective radius,
roff, IS given by
Jo rmrdn(r)dr
Teff = C3) .
Jo o mr2a(r)dr

(8)
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This approach reduces the complexity of cloud to a simpleahadth parameters which
can be distinguished using the channels available on thdRAT &e visible channel radiances
are predominantly determined by the cloud optical deptharNechannels are also sensitive
to particle size and phase due to the dependence on size sihtfle-scattering albedo in that
spectral range, and the associated differences betweamdckquid phase particles. Thermal
channels predominantly provide information on cloud-topsgure (via the dependence of the
cloud thermal emission on the atmospheric temperaturelgy.oft is important to note that a
cloud parameter is determined from all available measunésrend not from a single channel
or set of channels. All channels are sensitive to a greatesser extent dependant on the scene.

We recognised that this simple model cannot representaicss of cloud three-dimensional
structure. In the ideal case, the retrieved parameterscaitespond to cloud top{ andr.g)
or column total {) values that are horizontal (over the scene) averages dtre’ cloudy
properties. However there may be classes of clouds, pkmtigithose with strong vertical
variations in particle size and phase, for which the mode} nramay not be able to produce
radiances consistent with observations in all ATSR chaniWhen it cannot, the condition can
be recognised because the retrieval will not converge vatisfactory cost and the retrieved
products considered invalid. When it can, the retrieval sticcessfully converge and there is
no way to know that vertical variations existed; the reeegyparameters will then be radiatively
consistent effective values and not necessarily the palyaierages desired.

There will be cases where multiple low cost minima are presethe cost function. In
this case the search algorithm, Levenberg-Marquadt, will finly one of them. The presence
of multiple low cost minima can become apparent in the ensgerhbhaviour of retrieeved
parameters. One such example manifest is boundary layed eidere cloud top pressure
solutions can appear below and above the inversion atddstof similar temperature. This is
a consequnce of an under-determined system and no algdrdbed on the same information
could reliably resolve the issue. The solution is to reptthe multiple low cost minima but
this is mostly inpractible. Practically the solutions t@ thmultiple low cost minima problem
must involve additional information (e.g. in the case of tloeindary layer cloud top pressure,
to identify inversion conditions in the NWP temperature fiigoand constrain the cloud top
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pressure solution into the boundary layer).

One of the advantages of the ORAC OEM approach to use all ohatdtaneously is that the
chances that the system can accommodate more than onesasutss than when sub-sets of
information are used; i.e. the system is more likely to ba-aeomstrained.

In Sect. 10 we specifically test the performance of the schamder the more extreme case
of varied multilayer cloud conditions, diagnosing underavbonditions the retrieval provides
a good solution (within estimated errors of the “true” stated whether the solution cost can
effectively be used to distinguish conditions in which thedal assumptions are inappropriate.

7 Radiative transfer model

Distinct RTMs are used for the solar (0.55, 0.67, 0.87 andgunpand thermal (11 and 12 um)
channels. Fast radiative transfer is necessary to enableveds to be performed within practi-
cal computational constraints. To achieve the necessagdspoth models have the following
common aspects:

— The effects of multiple-scattering are accounted for ugrgrcomputed look-up-tables
LUTs. The values stored in the LUTs are described and lisiddhbile 1 The values are
stored at discrete values of r.¢, Solar zenith angle, satellite zenith angle and azimuth
angle. LUTs are pre-computed using DISORT (Stamnes et@88)1 During retrievals
they are linearly interpolated to obtain the required value

— Radiative transfer is performed quasi-chromatically, aesingle radiative transfer cal-
culation is performed for each channel, taking as input nbbspectral-response func-
tion convolved optical properties (e.g. clear-sky trarssioin to cloud layer, cloud single-
scattering properties). Errors from this approximatios lamown to be negligibly low for
the AATSR channels but may become significant for channettadr instruments with
strong variations in optical properties across the spe@esponse. Tests have been carried
out for the extreme case of the MSG SEVIRI 3.9 um channel (wisignuch wider than
the AATSR 3.79 um channel and encompasses a sttangabsorption features as well
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as a strong gradient in the Planck function) this indicatesrg generally less than 1K
(Siddans et al., 2010).

— Derivatives with respect to state-vector elements (i.e.elements oK) are analytically
computed. The derivatives are require to calculateThey are calculated by (i) differ-
entiating the equations in Sect. 7.1.3 to give the derieadivthe simulated radiance with
respect to the LUT parameters (i) calculating the denvestiof the interpolated LUT pa-
rameters with respect to the state variables (iii) applyhig chain to infer the radiance
derivatives with respect to the state variables.

Details of the solar and thermal RTMs are provided below.
7.1 Visible and near-infrared channels
7.1.1 Radiometric Terminology

Consider a spherical coordinate system whose origin isegioin a small aredA. The spher-
ical coordinates are orientated so thas the angle from the normal efA and ¢ is the angle
in the plane ofiA. The movement of electromagnetic energy can be discusdethiis of radi-
ancelL, which is the rate of energy propagation in a given direcfienunit solid angle per unit
area perpendicular to the axis of the solid angle (ISO, 1988 distribution of radiance with
wavelength is expressed by the spectral radidnge\) such thatiL(\) = Ly (\)dA represents
the radiance in the intervéh, A + d\].

To describe the reflection of radiation iyl we consider incident radiandd.’ from direction
(0;,0;) giving rise to a reflected radiandd.” travelling in direction(d,.,¢,). For convenience
these direction pairs will be representedugsaandw, respectively. By using these definitions
6; andd, are always in the rang@, /2] and this avoids their cosine ever being negative. The
incident ray subtends a solid angle; = sinf;df;d¢; at dA while the reflected ray subtends
a solid angledw, = sin#,.df,.d¢,.. The bidirectional reflectance distribution function (BRD
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fT(\wji,wy) is defined as the radiant reflectance per reflected solid amgle
dL"(\,wr)
_— . (©)
dL(\,wj)cosfidw;

A Lambertian reflector reflects incident energy isotropicdts BRDF is therefore™ =R /=
which is independent of incident or reflection angle and wlferis a constant in the range
[0,1]. Anideal Lambertian reflector redirects all the energy thatcident on it (i.,e’R =1) so
f"=1/x. Itis convenient to use a bidirectional reflectance factaefiection function (Takano
and Liou , 1989) which is defined as the BRDF relative to thatifan ideal Lambertian surface.
The bidirectional reflectance fact®{\,wj,wy) is then

frf(A\wi,we)  wdL*(Awy)
1/m dLi(\wj)cosfidw;’
Using this definition, the reflected radiance for diffusarifination (incident radiation not con-

fined to a beam but spread over the hemisphere) is

1 /27 .
dL"(A\wy) = = R(\,wj,wy )AL (A,wj) cos b dw;. (11)
0

Where the notation for an integral over the hemisphere has abbreviated as

2 27 pm/2
/ dw :/ / sinfdfde. (12)
0 0 0

If the incident field is isotropic then the integral in Equatill can be performed with only
knowledge of the bidirectional reflectance factor. Thisegithe hemispherical-directional re-
flectance factor for isotropic illuminatioR(\,27,w, ) where the argumentr is used to indicate
the use of this term is limited to the cases where the inpuanae is isotropic. Different inte-
grations give further reflection terms which are shown inl@dkalong with equivalent terms for
the diffusely transmitted radiation which are derived fribra transmission functioff (\,w;,wt )
defined by

fr()‘awiawr)

RO wi,wr) = (10)

7dL (\wp)
T winwy) = — ’ . 13
(Awrwr) dLi(\,w;)cosfidw; (13)
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Definition Names

R(\,27,wy) = %foz’TR(/\,wi,wr)coseidwi hemispherical-directional reflectance fac-
tor for isotropic illumination
R(\wi,2m) = fg”R(wi,wr)coserdwr directional-hemispherical reflectance fac-
tor, reflection, local albedo, planetary
albedo, black sky albedo
R(\27,2m) =21 joz’r L o R(\,wi,wy)cosbicosf.dwidw, bi-hemispherical reflectance factor for
isotropic illumination, white sky albedo
T(A2mwe) =1 g”T()\,wi,wt)coseidwi hemispherical-directional  transmittance
factor for isotropic illumination
T(\w;,27) = ;”T()\,wi,wt)cosetdwt directional-hemispherical  transmittance
factor
T(\2m2m) =1 foz’r 1] T (\,wji,wt)cosbicosbydwidw,  bi-hemispherical transmittance factor for

isotropic illumination

Table 1. Definition of reflectance and transmittance terms. Add#laransmittance terms can be created
by the inclusion of the direct transmittance (the unattésaibeam) to give total transmittance terms for
a layer.

table

where the transmitted rag’ is travelling from directionv; (= 6;,¢;). There is no consistent

naming or notation of reflectance and transmittance ternibarliterature so we have listed

names we have encountered and have followed Schaepmdnestal. (2006) in adopting a

notation where a diffuse (but not isotropic) energy flow deeit, reflected or transmitted from a
layer is indicated in the argument of a termdy. In this way the redirection of energy between
directional beams and diffuse fields in the expression fit@ecgon or transmission can be easily
interpreted.
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7.1.2 An AATSR Short Wave Measurement

The shortwave AATSR signal is a measurement of energy; ahtexigsum of radiance over
wavelength and over the instrument field-of-view (FOV) fome instrument measurement pe-
riod. However in common with most shortwave imagers the ntepovalue for a scene is a
“Sun-normalised radiance” which is defined as the ratio efrtfeasured radiance to the radi-
ance that would be observed from a perfect Lambertian refldtiminated by the Sun. The
forward model simulation of the measured Sun-normalisgibree starts by establishing a
spherical coordinate system whose origin is the centreestene of interest. In this system
the solar direction(fy,¢y) is abbreviate as the direction vectog. The energy per unit area
per unit time illuminating the scene issf ES(\)d\ where E()) is the super terrestrial solar
spectral irradiance. The spectral radiance reflected bgteal Lambertian scene would then be
cosHOEg()\) /7. The variation in reflectance with wavelength and geometgxpressed as

7LE (A ywp)dA

Awo,wyp) = 1A wr)GA
R\ wo.cr) cosfoEQ(N)dA

(14)
whereL’ (\,w;,) denotes the reflected spectral radiance propagating ictidines, (= 6., ¢r.).

For each short wave channethe ATSR instruments report a Sun-normalised radiafte,
that is formed by calibrating the observed scene signal thigtsignal from a near-ideal diffuse
reflector illuminated by the Sun (Smith, 2005). If each cl@imdefined by a response function,
o(XA), whose limits are X;, A2] then the Sun-normalised radiance for chanregn be expressed
as

Sy N e(Ws (@) Ty (A w)dAdw

21 (A2 0 : (15)
costh [5" Jx, 0(N)s(w)ESdAdw

whereq(w) denotes the geometric response function of the instrunote that the coordinate
system used in this expression is centred on the instrurbattéan be related to scene centred
coordinates through appropriate geometrical transfarthsjw) is constant across the field-of-
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view then the outer integral can be completed and the exprebscomes

A2
T A) LA wy)dA
PG XGOS 6
S o(N)EY dA
In the limit of a very narrow band, the measured Sun-norradlimdiance is a good approx-
imation to the bidirectional reflectance factBf\,w;,w, ) evaluated at the response weighted
mean wavelength of the channel.

7.1.3 Visible and near-infrared Radiative Transfer Model

The visible and near-infrared radiative transfer modeliass the observed scene is composed
of a homogeneous cloud layer, with a fraction coyerand clear sky. The bidirectional re-
flectance factor is the weighted sum of the cloully, and clearR;,, bidirectional reflectance
factors

RZZfR20+(1_f)Rzo (17)

The gaseous absorption optical depth of the atmospherécidaied by MODTRAN (Berk
et al., 1989) using fixed U.S standard atmospheric profilegiféerent latitude bands. This
is fine for AATSR which has little sensitivity to water vapoudowever for instruments that
have greater sensitivity to water vapour and high satetiteith angle the scheme has been
modified for future application to use ECMWF and RTTOV for ibahe thermal and solar
channels (Siddans et al., 2011). The optical depths arehiezigoy the instrument spectral
response function to account for the rapid variation ofdmaission across a channel. This
total absorption optical depth is then partitioned intoabeve cloud optical depth,. and the
below cloud optical depthy,. based on the cloud top pressure relative to the surfaceupeess
The cloud layer includes the Rayleigh scattering produgettidwhole atmosphere assuming a
fixed surface pressure. Variations in surface pressurecamaadelled for the AATSR channels,
which leads to errors of up to around 0.002 in sun normalisddhnce, except in locations of
high surface elevation. The scheme could be easily extetodadte this into account by adding
a surface pressure dimensions to the LUTs but would reqdilg¢ienal processing time..
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The spectral bidirectional reflectance factor for the nayudiy/ portion of the instruments
view is given by the surface bidirectional reflectance facitxrc, (wo,wr) attenuated by the
gaseous absorption of the atmospheric column, i.e.

Rio — 6_(Tac+7bc)/C0560 RSFCZ- (wo,wr)e_(TaC +The)/cosOr ) (18)

For the cloudy fraction of a scene the atmosphere is modafidrving three layers: a below-
cloud layer, a cloud layer and an above-cloud layer. The @laod below cloud layers consist
of gaseous absorbers that attenuate radiation withouesoat

The surface is assumed Lambertian with reflectaRgec, (27,27). This means that the
directionality of the radiance onto the surface can be igdoi he advantage of this formulation
is that the multiple scatters between the cloud and the siidiae contained in diffuse terms.
Ignoring the below cloud absorption the bidirectional retice factor for channélat the top
of atmosphere is given by

Ris B _ B e—ﬂ—ac/coseo [RCLDZ- (Woawr) +
Tcwp, (wo,27)Rsre, (27?,277)’I£LDi (27T,wr_) o o

+ TCLDi (W0727T)RSFCi(27Ta27T)RCLDi (27‘1’,27‘1’)]:-{SFC(27‘(,27‘1’)'I‘CLDi (27T,wr)

+ ...]e_TaC/Cose" (29)

whereTcrp, (wo,27) is the cloud directional-hemispherical total transmiterfactor and
TcLp, (2m,wo) is the cloud hemispherical-directional total transmitefiactor. The cloud bi-
hemispherical reflectance is given By:p, (2,27).

The multiple reflections between cloud and surface, showiistitally in Figure 1, give
rise to a geometric series which can be evaluated analyticdlb complete this model we
parametrise the transmittance of the layer below the clsud a

Thoo(27,27) & Tpo (27, 27) ~v ¢ Toe/ 00866 (20)
where,. is the optical thickness of the layer. This assumes the megle @f below cloud

transmittance i§6°, chosen to give a reasonable approximation to the tranEmiappropriate

24



to the diffuse reflection (Watts et al., 1998). Including beow cloud absorption within the
forward model gives

TcLp, (wo,27)Rsrg; (2m,27) Tewp, (27,wr)
1-Rcrp; (2, 27m)Rsre, (277,%)T12)C(27T, 27)

Rie :e—Tac/COSGO RCLDZ- (wo,wr)+ e_TaC/COSGT.(Zl)

7.2 Thermal-infrared radiative transfer model

The thermal RTM makes extensive use of the RTTOV model (Sargret al., 1999). RTTOV

directly provides the modelled radiance from the clearfsagtion of the scene. As in the solar
case the TOA radiances are a linear combination of overcastiear atmospheric radiation
as per Eq. 17. The observed radiance for the cloudy part ofthee is modelled in terms
of contributions from four terms: transmission of the radi&a upwelling from below cloud

level, emission from the cloud, reflection of radiance dowltivwg from above cloud level and
emission of radiance from the atmosphere above the cloud:

L (w) = (L}, (@) Terp (@7 @) ) e ™) + B (Tp0) ecrn + L Revp (27, @) ) (22)
=) Ll (wr)

RTTOV directly computes clear sky ternﬂéc, the upward radiance at the cloud bage,,

the downward radiance at the cloud top from the atmosphechée, the TOA radiance from
the atmosphere above the cloud. The cloud effective entigsilefined byecrp, is the effi-
ciency compared to a black body at which the cloud emits tiadigit is a function of view
angle only). The emissivity is computed by DISORT and taealan LUTs. The cloud trans-
mission and reflection properties are calculated and siared Ts in exactly the same way as
for the shortwave channels see Sect. 7.1.2. The Planckduarfor the temperature of the cloud
(obtained by interpolation of the model temperature prafilg.) is defined byB(T'(p.). The
RTTOV calculations are performed 6 hourly and use ECMWFyarea for input.
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8 Phase determination

The only retrieved parameter not directly included in thestvector is phase, principally be-
cause it is treated as a binary and not a continuous variBblgse is retrieved as follows:

— At the beginning of a retrieval, the phase of the cloud is m&slito be ice or liquid based
on the value of the calculated overcast brightness temperaf the 11 pm channel. The
threshold between ice and liquid is assumed to be 260 K.

— The phase may be switched during the retrieval iteratiooraig to the following crite-
ria:

— The phase change from liquid to ice is identified when theerurestimate of g
exceeds 23 um (provided the scheme has not converged todlbis &s it's final
solution). When this threshold is reached, the retrievaksarted assuming the
cloud to be ice.

— Similarly if r.g for ice cloud becomes lower than 20 um the the retrieval staeted
assuming liquid.

— Only one change of phase is allowed in the retrieval.

It is recognised that ice clouds do exist withy < 20 pum, and the retrieval will not provide
reliable results in such situations. An alternative appinda the selection of cloud phase which
would partly avoid this problem would be to simply run theimtal twice, once for each phase,
and select the most probable phase based on solution cosedMhase clouds are not con-
sidered. Mixed phase clouds will either be retrieved aseeiite or liquid and with "average’
liquid/ice values or with a high cost. In practice the boumgaon effective radius make little
difference to the result.
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9 Cloud ice and liquid path

In addition to the retrieved state parameters a number afickariables are derived and stored
in the global level cloud products. Cloud water path, CWHgsved using the method of Han
et al. (1994)

4 T - Teff = P
CWP = - x ——
3 Qext

where Q.., the extinction coefficient, is assumed to be 2 for liquid &1t for ice, for
wavelengths much less thagy. The density is J (gm?) for liquid and 0.91267{m?) for ice.
Depending on phase, CWP is also known as liquid water patHP(LbY ice water path (IWP).

: (23)

10 Retrieval scheme performance

In this section we examine the theoretical performance @fctbud retrieval algorithm in the
configuration used when processing ATSR data. Three qusstie addressed in terms of the
retrievals sensitivity and our ability to identify situatis when the retrieval does not perform
well:

1. At what optical depths and effective radii does the reali@lgorithm perform well for
single-layer clouds?

2. How does the retrieval perform in the presence of mujtedaloud, given the cloud model
used is a single layer, and can we identify when a single diayel model is inappropri-
ate?

3. How sensitive is the retrieval to assuming an incorrentidli.e how well does the cloud
retrieval perform when ice LUTS are applied to a liquid clardl vice versa?

The questions are addressed by performing linear errorlaiions in the first case, and non-
linear retrieval simulations for the last two questions.litear simulations, the sensitivity of
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observations to cloud parameters and error sources is ¢echfiar a specific set of atmospheric
profiles and observing conditions. Observation senséwitire then transformed into retrieval
sensitivity assuming that the cloud forward model is lingdhin some suitable range about the
atmospheric/observing state. In non-linear simulatidwessplution is found iteratively, in this
case Marquardt Levenberg technique is used.

10.1 Sensitivity study of single-layer cloud retrievals

In this section linear simulations are used to evaluate émsisvity of observations to cloud
parameters and error sources.

Simulation setup

In addition to the retrieval setup outlined in section 4, lthear simulations were performed for
the following scenarios.

— Solar zenith angle 3Qrelative azimuth Dand satellite zenith angle 0

— The retrieval uses a standard temperature, humidity, aue tgas profile for northern
mid-latitudes.

— The optical depths simulated were 0.01, 0.5, 1, 3, 5, 7, 1019220, 25, 30, 50, 100 for
liquid and ice clouds.

— The effective radius simulated were 3, 5, 6, 7, 8, 9, 10, 12,184 18, 20, 22, 25um
for liquid clouds, and 3, 5, 8, 10, 12, 15, 20, 25, 30, 35, 4Q,&@Dum for ice clouds.
(This range of effective radii values is greater than whad wsed in GRAPE however it
is included to be illustrative of more scenarios)

— The surface is assumed to be sea, with a Lambertian reflec@n@.01 for all visible
channels.

— Cloud fraction is fixed to 1.
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Figure 2 shows the simulated retrieval errors, i.e. the igguaot of the error covarianc8,
as a percentage of the expected retrieved parameter fogla gayer of ice or liquid cloud with
varying optical depth and effective radius. (Note that #diws ranges are different for the two
different phases to reflect realistic scenarios). The pyrfiadings are

— The percentage uncertainty on the optical depth increasesads become optically thick
and is high for optically thin clouds (i.e clouds with an @gati depth less than 1.)

— The percentage uncertainty for the effective radius isdsgfor optically thin clouds and
very small radii (i.e clouds with a radius less than 5 um ).

— The percentage uncertainty on the cloud top pressure isdafgr optically thin clouds.

— The percentage uncertainty for cloud liquid/ice path istgefor ice clouds and increases
with optical depth and effective radius and is high for ogiticthin clouds.

From this simulation it is clear that with the current numbémeasurements used with this
model, optically thin clouds, clouds with a small effectiraii are difficult to retrieve with
low retrieval error. When the cloud becomes optically thiek&n the cloud optical depth may
be significantly underestimated. For thin clouds the cbatron from the surface becomes
increasing important to model correctly, this will be moign#icant over bright surfaces such
as deserts. For thick clouds as the optical depth incre&sesate of change in the visible
channels decreases until a 'saturation’ point is reach. rétreved error reflects this scenario.
It is interesting to note that the saturation point is redchea lower optical depth for ice
clouds than for water clouds. This simulation assumes ti@toptical models of the liquid
and ice cloud are correct, and uncertainty in the models dvadd uncertainty to the state.
Ice clouds are typically more difficult to model than liquitbeds due to the variation in type
i.e hexagonal aggregates, rosettes and the choice of lapticke! could have a significant effect
on the accuracy of the retrieval (Zhang et al., 2009).
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11 Simulations of multi-layer cloud

The frequent occurrence of multi-layer cloud is one of thesdiifficult problems facing passive
satellite remote sensors of cloud (Chang et al., 2005).rtactly retrieving multi-layer cloud
with a single layer cloud model could potentially resultmearrect and biased retrievals of the
cloud properties. A typical occurence of multi-layer claadhin cirrus over stratus cloud and
it is this situation that is investigated here. To evalubtedffect of this category of multi-layer
clouds we apply the cloud retrieval scheme to a set of siradletdiances. The effective radius
and cloud top pressure are fixed, The radiances are genbsatadying the optical thickness for
each layer. The retrievals are performed separately asguiqiid and ice optical properties.
The effect of using ice cloud optical properties when rginig a liquid cloud, and vice-versa,
is also discussed.

Simulation setup

The simulation was setup as in section 10.1 with the follgnéntra conditions The values of
the simulated multi-layer cloud are

— 320 hPa and 780 hPa cloud top pressure for the ice and liquirdi dayer respectively.
— 50 um and 12 um effective radius for the ice and liquid clowgpbeetively.

— The optical depth of each layer analysed are combinatioregpti¢al depths studied in
Sect. 10.1.

It is necessary for the purposes of evaluation to define “tvakies against which to evaluate
the retrieval. The “true” value for effective radius, clotop pressure and cloud water path has
been defined by the phase selected by the retrieval, liquidepwhich is the phase with the
lowest cost. In the scenarios considered here the phasauiy @éways ice except where the
upper cloud layer is optically thin (less than 1 optical dhsptand the lower cloud layer is more
opaque. The “true” optical depth is the sum of the opticaltklepf each layer. The multi layer
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scenario of 0.01 optical depth upper layer cloud is reptasier of a single layer liquid cloud
while a 0.01 optical depth lower layer is effectively a satdyer high cloud.

Figure 3 shows a false colour image of the simulated mufedealoud for different layer
thickness. The false colour image is created using the @.&87, and 1.6 um channels. Ice
crystals are absorbing in the 1.6 um channel, resultingarptie blue colour which increases
in intensity as the overlapping cloud increases in thicknekhick liquid clouds also absorb
strongly in the 1.6 um channel.

Figure 4 shows the results of performing non-linear retliewof single and multi-layer cloud
assuming a single layer cloud model. The plots show theskett values of the cloud param-
eters and the corresponding cost, or goodness of fit. Figah@®s the percentage differences
between the “true” and retrieved cloud parameters. Thdsewed values are then compared
with the retrieval error for the cloud parameter, the folilogvpoints are noted:

— All retrievals converged regardless of if the retrieval \@asurate or not.

— Multi-layered clouds where the upper ice layer had an optlepth <1 generally fit the
liquid LUTs best. In these cases the retrieved propertia® wieser to the “true” liquid
cloud and the cloud phase selected on the basis of costid.liqu

— The most poorly retrieved cases were thin ice clouds ovektldquid cloud. In these
cases the effective radius of the ice cloud was underegin#te clouds placed too low
in the atmosphere and the retrieved optical depth underatd. These scenarios did not
always exhibit the highest retrieval error, however the tosearly always greater than 1
in these cases.

— The ice cloud parameters are retrieved with higher accuaadylow cost when the lower
layer of liquid cloud is thin compared to the upper layer.

— The optical depth is underestimated when the underlyingdigloud is very thick. Opti-
cal depth is rarely overestimated except for thin clouds.

— The optical depth retrieval tends to ‘saturate’ at very rogkical depths and the percent-
age difference between the retrieved and “true” cloud aptiepth increases.
31



— The cloud top pressure retrieved when the upper layer issfganerally the intermediate
or the “effective” cloud top pressure of both layers. A higistis usually observed in
these cases.

— When the cost is low, the retrieval error on the multi-laykruds approaches that of a
single-layer cloud retrieval.

In summary, the retrieval is performing well for single4ayclouds. For multi-layer clouds
the optical depth and effective radius are generally neddewith reasonable accuracy when
the upper ice layer is thick and the lower liquid layer has piical depth smaller than the ice
layer. When the retrieval with the lowest cost is selectarighase is that of upper layer of
the cloud when the scene is multi-layered. Optical depthheilunderestimated for very thick
liquid clouds. Interestingly, using the ice LUTs resultsgenerally lower values of optical
depth which arise because of the different scattering phas#ion of ice, which tend to be
more forward scattering. Cloud top pressure will be ovérested (i.e. clouds will have a lower
altitude) in most multi-layered cloud scenarios. In thinsethe retrieved pressure represents
some radiative average of the cloud layers. The cloud velrteere uses only the 1.6 um chan-
nel which is sensitive to cloud layers deeper into the cldwhtthe 3.7 um channel (Platnick,
2000). Hence the upper cloud layer needs to be thick to ddeiha signal, i.e. greater than
approximately five optical depths, or the effective radiesieved will be a mixture of liquid
and ice cloud. The cost can be seen to be a useful parametdeififying multi-layer clouds,
i.e. high cost is an indicator of poorly retrieved multi-¢agd cloud parameters. If the cost is
low, as in the case of thin cloud scenarios, the retrievaksmvill nearly always reflect the error
on the retrieval. However the authors realise that thesdtsemre simulations and in real cases
other sources of high cost may somewhat obscure the myéi-tdetection.

Liquid and ice water path are derived from the retrievedaabtdepth and effective radius.
For lack of other information the cloud is assumed to be alsiphase, ice or liquid in the
calculation of retrieved IWP/LWP. For reference the “tru&¥P/IWP is calculated for each
layer using the correct phase by applying Eqg. 23. In genbelrétrieval of IWP and LWP
has a smaller percentage error than the optical depth aadtieéf radius individually as the
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optical depth and effective radius tend to compensate fcir ether to achieve a more accurate
IWP or LWP. When the cloud is very thick, i.e. optical deptb0, then the IWP/LWP are
underestimated. For scenes with thick ice cloud over ligtialid the IWP/LWP are often
overestimated. In difficult (i.e. retrievals with high cpstulti-layer scenarios the retrieved
cloud ice/liquid water path is underestimated. The gloled baused by this will depend on the
type and frequency of multi-layered clouds.

12 Example retrieval

In this section we show an example retrieval of cloud usin@RT2 data from the 10 Novem-
ber 1999 over Europe. Figure 6 shows the false colour imadetancost of the retrieval. The
pale blue colouring denotes the likely presence of ice cldue to absorption in the 1.6 pm
channel. The scene comprises a variety of cloud types ondrdad sea. Directly over Switzer-
land is some thick ice cloud, towards the Italian coast thedls thin liquid cloud. The value
of the cost is high where the cloud is thin or the scene is clelavated costs are also apparent
over thicker cloud banks, perhaps indicating the presefeceutti-layered cloud. The white
spaces within the ATSR swath images show where no cloud leasdetected using the cloud
mask (see Sect. 5 for details on cloud mask used).
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Figures 7 to 10 show the retrieved cloud parameters, theiassd error in the retrieval and
the selected cloud phase. From these figures the followisgrabtions are made:

— Cloud top pressure appears to be realistic. The error orldie ¢op pressure retrieval is
highest where the cloud is thin and the surface contributdhe TOA radiances becomes
significant.

— The uncertainty in the optical depth retrievals is propil to the thickness of the cloud,
i.e. thick clouds have the highest error in optical depth.

— Ice clouds are retrieved with a higher effective radius tiguid clouds. The uncertainty
is highest when the clouds are thin.

— Low cloud fractions are typically retrieved at the edgesaofér cloud fields.

— The cost is highest when the cloud is thin or where there isloadcvisible to the eye
in the false colour image. Enhanced cost values are visiblgna the edge of identified
cloud fields, possibly due to 3-D radiative transfer effatish as shadowing or horizontal
photon transport and error in the surface albedo as the ddgéscare likely to be thin.

— Ice cloud phase is collocated with clouds identified as bigh or with large effective
radii, as would be expected.

— There is a clear discontinuity in the cost as it goes from selarid. The cost should
be higher over land than over the sea due to the difficulty afefimg the surface over
land. However due to the excessively large albedo-relatemnt assignment described in
Sect. 10.1 the Cost values over land are too small compatadiwise over sea. More well
characterised assignment of surface forward model erraidvoroduce more realistic
cost estimates.

— It is clear that the cloud mask used in the retrieval is nobgsvaccurate and uncertainty
in the cloud mask propagates into the retrieval. The cloudkmesed here, which is
typical of many cloud masks generally underestimate theuanof cloud. In the future
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it maybe more appropriate process individual pixels assgreach pixel is fully cloudy
and identifying likely clear pixels that way. Eventuallyemould also deal with partly
cloudy pixels however this action is deffered.

The retrievals from the ATSR-2 scene over Europe appearistens with the simulated re-
trievals described previously. A more complete validatibithe cloud properties can be found
in Sayer et al. (2010).

13 A dataset of cloud properties from ATSR

The algorithm has been applied to ATSR data to produce the PiRdataset of cloud parame-

ters from July 1995 to June 2003 (from ATSR-2), and has beeressed from August 2002 to

December 2009 (from AATSR). There was a 6 month data outage Sanuary to June 1996

caused by a temporary scan mirror failure. The cloud pammmetrovided are outlined in ta-

ble 3. Further details, data, documentation, quality statdgs and imagery of products can be
found at the British Atmospheric Data Centre (BADC) wehsite/w.badc.ac.uk.

14 Conclusions

conclusionsA method of optimally retrieving cloud paraemstfrom passive visible through
infrared satellite data has been described. The algorithoapable of using the instrument
noise characteristics and a priori information with asstad retrieval errors to provide cloud
macro and microphysical properties (cloud optical depftfecéve radius, cloud top pressure
and cloud fraction). The algorithm is based around a forvmaodlel which uses look up tables
for computational speed. The LUTs for liquid cloud droplats based on Mie scattering while
the ice LUTs are calculated using optical properties froendgystals. A key advantage of this
technique is that it uses all channels, and derives all petensy simultaneously, meaning the
resulting cloud parameters are radiatively consistertt thi¢ measurements. It also means that
the observing system is likely to be more constrained thenbkets of channels were used. In
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addition the retrieval provides two quality control mea&suthe cost and the expected errors.
The cost assesses the quality of fit to the model used and wieefiéis good then the accuracy
of the retrieval is based on the expected error. By basingélection of phase on the lowest
cost retrieval correct cloud phase could be deduced in nimstl scenarios. The cost and error
information provided will enable effective use of the prottufor comparison with climate
models or for exploitation via data assimilation.

Using linear simulations the retrieval is found to be actufar single layer clouds except
when the cloud is very thir 1 optical depths or approaching very high optical depthty/pe
cally > 50. Non-linear retrieval simulations have been perfornoegissess the sensitivity of the
retrievals to assuming a single layer cloud and to the chafidecorrect phase used to retrieve
cloud properties. For many multi-layer cloud scenariag, when the layers are of comparable
thickness or the lower layer is thin and the upper layer isigrethan five optical depths, the
retrieval is relatively robust. However retrievals of ninldtyer cloud when the upper ice cloud
layer is less than five optical depths will generally retei@oud top pressure and cloud effec-
tive radius which are an average of the two-layers. Theentls of optical depth are relatively
robust but are underestimated when the two-layer cloudristirck.

In addition to the state parameters retrieved directly gy algorithm, cloud liquid or ice
water path are derived. These are underestimated in ray#i-Isituations, except when the
lower layer is very thick compared to the upper layer. As tigim cloud over liquid cloud
scenario is relatively frequent, users of the data shouldider the cost and retrieval error when
using the data. The cost and retrieval errors have beerifiddras useful quality indicators to
assess when the model used is appropriate and retrievallisade. The algorithm is globally
applicable, however the performance will have a dependendike uncertainty associated with
the location and the type of cloud. In the case of regions hiigh surface reflectance such as
deserts and poles the retrieval will have a higher unceytgoarticuarly for thin clouds. The
technique has been demonstrated using satellite data ficeiRA for the compilation of the
GRAPE data set. The ATSR-2/AATSR data set can be downloatesva.badc.co.uk. The
algorithm is applicable to most passive visible, near gfleand infrared sensors such as ATSR,
MODIS, AVHRR and SEVIRI. Many of thses sensors have additiahannels. The addition
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of more measurements and hence more information is likelgdiease the sensitivity to thin
and cloud and the vertical profile enabling more accuratéeveas.
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Instrument LTDN swath (km) res. start end
(UTC) sealland (km)
ATSR-2 10.30 300/512 1 06/1995 08/2008
AATSR 10.00 512/512 1 03/2002 present
S STR 10.00 1200 05-1 2013

Table 2. ATSR instrument specifications. Note that for SLSTR the neralspecified are provisional
as the instrument is still in the design phase. The swathhwa@tSLSTR is the width of the dual view
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Table 3. ATSR retrieved cloud properties units and range for GRAPE.

Parameter Units range
Cloud optical depth logy, 0-255
Cloud liquid effective radius pm 1-23
Cloud ice effective radius pm 20-50
Cloud top pressure hPa 1000-100
Cloud fraction 0-1
Cloud phase liquid/ice 0/1

Table 4. This table summarises the ensemble of radiances consiaetezicomparison between the fast
forward model and DISORT, the visible channel units are cédlece and the infrared channel units are

in Kelvin.
Channelpm Mean Value Standard Devation Min. Value Max. &alu

0.55 0.472 0.327 0.03 1.08
0.67 0.475 0.346 0.0159 1.09
0.87 0.552 0.324 0.00577 111

1.6 0.242 0.191 0.000623 0.845
3.7 288 13.2 256 315

11 263 22.2 212 295

12 261 21.7 212 293
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Table 5. This table summarises the differences between the FastlfdModel and DISORT, the visible

channel units are reflectance and the infrared channelangt® Kelvin.

Channelpm Mean difference  Standard Devation Min. Diffeeen Max. Difference

0.55 0.000344 0.00385 -0.0228 0.0192
0.67 -0.000465 0.00328 -0.027 0.0115
0.87 -0.000247 0.001 -0.00531 0.00423
1.6 -0.0000714 0.00138 -0.0142 0.00136
3.7 -0.12 0.251 -2.64 0.375
11 -0.0549 0.0789 -0.417 0.0686
12 -0.055 0.0759 -0.401 0.0712
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Fig. 1. Figure illustrating the multiple reflections between claml surface
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Fig. 2. Simulated retrieval error as a function of varying effeetradii and cloud optical depth for cloud
optical depth (a) and (b), effective radius (c) and (d), ditap pressure (e) and (f) and cloud liquid/ice
path (g) and (h). Results for simulated liquid (left) and siated ice (right) single layer cloud over sea.
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each layer.
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Fig. 4. Non-linear retrievals of single and multi-layer cloud mered using a single layer cloud model
using the LUT (cloud or ice) that produced the lowest cost.$benario where the upper cloud layer
is 0.01 optical depths is equivalent to retrieving a singlgel cloud. Plots (a), (b), (c), (d) show the
retrieved optical depth, effective radius and cloud topspuee and cloud liquid/ice path, respectively.
The phase of the best retrieval is indicated on plot (a) tHari¥icates the best retrieval was a liquid
cloud. Plot (e) shows the cost
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Fig. 5. Plots showing the percentage differences between the’am retrieved cloud parameter, left
column, compared to the retrieval error for the cloud patameight column. From top to bottom the
results are shown for optical depth, effective radius, dltap pressure and cloud liquid/ice path. The
‘truth’ is defined by the phase selected. The ‘X’ in plot (ghd&es when a liquid phase was selected as

the retrieval with the lowest cost as per figure 4.
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Fig. 6. False colour image of clouds over Europe from ATSR-2 orithé of November 1999. The pale
blue colour results form absorption in the 1.6 um channelia@ah indicator of ice phase or very thick
clouds (left) and cost of the retrieval. The white area wiitthie swath shows where the region has been
designated cloud free using the cloud mask.
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Fig. 7. Cloud top pressure and error on cloud top pressure for thgaro&figure 6, 10 November 1999.
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Fig. 8. Cloud optical depth and error on cloud optical depth for thage of figure 6, 10 November 1999.
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Fig. 9. Cloud effective radius and error on cloud effective radusthe image of figure 6, 10 Novem-
ber 1999.
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Fig. 10. Cloud phase and Cloud fraction for the image of figure 6, 10éviaver 1999.
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