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The TCCON (Total Carbon Column Observing NetworK)IFE network provides highly
accurate observations of greenhouse gas columageerdry-air mole fractions. As an
important component of TCCON quality assuranceleseeells filled with approx. 5 mbar of
HCI are used for instrumental line shape (ILS) nummg at all TCCON sites. Here, we
introduce a calibration procedure for the HCI cellsich employs a refillable, pressure-
monitored reference cell filled with,8,. Using this method, we identify variations of HCI
purity between the TCCON cells as a non-negligitisturbance. The new calibration
procedure introduced here assigns effective presslues to each individual cell to account
for additional broadening of the HCI lines. Thigpamach will improve the consistency of the
network by significantly reducing possible statkorstation biases due to inconsistent ILS
results from different HCI cells. We demonstratat tthe proposed method is accurate enough
to turn the ILS uncertainty into an error sourcese€ondary importance from the viewpoint

of network consistency.

1 Introduction

The Total Carbon Column Observing Network (TCCON)ain international network of
ground-based Fourier Transform Spectrometers #w@ird direct solar spectra in the near-
infrared (Wunch et al., 2011). The column-averagbdndances of the radiatively-important
greenhouse gases ¢énd CH, as well as of a suite of other atmosphericaliyigicant trace
gases (CO, pO, H,0, HDO, and HF), are derived from these spectrgedtigating the global
distribution of greenhouse gases such as & CH has, until recently, primarily relied on
in situ measurements from surface station netwoRe&mote sensing of greenhouse gas
columns (or vertically integrated mixing ratios) tleought to improve flux estimates since
variations in the gas columns are more directhatedlle to mass fluxes than surface
concentration measurements (Keppel-Aleks et allL1p0However, the gradients in column
CO,, for example, are small, requiring a precision anduracy of <1 ppm (<0.25%, Olsen
and Randerson, 2004; Miller et al. 2007). The ursgntal requirements for the remote
sensing of greenhouse gas columns from near-infradar spectra are therefore very

exacting.
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TCCON has developed strict data acquisition andyaisaprotocols to attempt to minimize
differences between sites. Interferograms are btawith similar instruments operated with
common detectors and acquisition electronics. Tiheseferograms are processed to spectra
and then to retrieved products using a common ipi@gbrocessing system. Nevertheless,
biases at individual sites and between sites ca® alue to the behaviour of individual
spectrometers, if not properly characterised. Thaifferences may result from non-ideal
instrument electronics (Messerschmidt, 2010) orisahgnment of the interferometer. The
latter can change abruptly as a consequence oatmpantervention or drift slowly due to

mechanical degradation over the many months betwisés to automated sites.

The next version of the TCCON data processing systdl account for differences in the
instrumental line shape (ILS) of the instrumentss-8ampling of the interferograms will be
removed as described by Dohe et al. (2013). IL&mdihces due to misalignment of the
interferometers will be accounted for using thectuen of HCI recorded with a lamp source
and recorded simultaneously with the solar spagtrag an internal gas cell included in all
TCCON instruments.

The ILS describes the smearing of spectral lingpefian measured spectra due to the limited
spectral resolution of the spectrometer. In thetexdnof high-resolution Fourier Transform
InfraRed (FTIR) spectrometers, recorded spectrabeaapproximated by the convolution of
the spectral irradiance with an ILS, as the IL®lftdepends only weakly on wave number.
The quantitative analysis of atmospheric spectli@seon a comparison of the measured
spectra with simulated spectra. In an iterativecedore, relevant fit parameters are adjusted
until a simulated spectrum converges to an obsesgetttrum. The simulation of spectra
involves a radiative transfer model and spectra lists, and includes instrumental effects
such as the ILS. In order to generate data prodofctsigh precision and accuracy — as
required for TCCON, since the variability of therget species is so low - significant
deviations from the expected nominal ILS shouldakeided and the residual deviations of
the ILS from the expected shape should be carefyligntified. Typically, TCCON FTIR
spectrometers are the high-resolution 125HR modeaehufactured by Bruker Optics,
Germany. The nominal ILS of these spectrometedgisrmined by the maximum scan path,

the solid angle covered by the interferometer’sutar field stop, the wave number, and the

3
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numerical apodization function that is used (Dawisal., 2001). A successful alignment
scheme for high-resolution spectrometers of thel kised in TCCON and the NDACC

(Network for the Detection of Atmospheric Compasiti Change, Kurylo, 1991) was

proposed about a decade ago and has become thiarstaalignment procedure for both

networks (Hase and Blumenstock, 2001). For the ftifiGation of the residual deviations

from the nominal ILS due to misalignment, opticélemrations and deviations from the
nominal circular field stop, low-pressure gas catis employed for ILS verification. The low-

pressure gas inside the cell is chosen such thatb$orption lines are preferably narrower
than any spectral details observed in the atmogpkpectra. The FTIR network within the

NDACC, which records spectra in the mid-infrare@apal region, uses HBr cells of 2 cm

length filled with 2 mbar of HBr. These cells weapeovided by the National Center for

Atmospheric Research (NCAR). More details on the ld8@l procedure and possible future
enhancements are provided by Hase (2012) and mefesdherein. TCCON uses 10 cm-long
cells filled with 5 mbar of HCI, provided by Calte¢wWashenfelder, 2006). Several cells of 20
cm length filled with 3 mbar of HCI are also in ug®r the retrieval of the ILS from the gas
cell spectra, the software LINEFIT is used in bogtworks (Hase et al., 1999).

Using sealed cells with compact cell bodies is athgeous because it provides a simple,
very manageable method of ILS characterisation.oSing suitable gases allows constant
monitoring of the cell in the solar beam for cohfrarposes, although dedicated regular lamp
measurements are regarded as indispensable fondke accurate ILS determination. The
drawback of the compact cells is that it is notstlae to attain sufficiently low pressures to
achieve pure Doppler line shapes, as the obsehsal@ion lines would then be too weak.
Therefore, the spectral lines provided by the csllidfer from non-negligible pressure
broadening. Although the lines are not significantlider than Doppler-limited Gaussian
lines in the chosen pressure range, the line slsapenetheless sensitive to the amount of
pressure in the cell. During the process of fillangd sealing individual cells, deviations from
the desired target gas column might arise. As Emghese deviations are moderate (so that
the spectral scene provided by each cell is sijnitais is not an issue, as the retrieval of the
ILS also retrieves the target gas column. The atatusimply has to consider that the set of
retrieved variables is self-consistent insofar les rietrieved column is compatible with the

assumed partial pressure of the target gas, theength and cell temperature. However, even
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if we could rely on the assumption that the sealdts contain pure gas, a calibration of the
method is still required, as the assumed presswadbning parameters or the band intensity
may be incorrect, or the line shapes in the pressange of a few mbar might be affected by
narrowing effects (Dicke, 1953). This would intregua systematic bias of the ILS

parameters derived from a certain kind of cell.

Much more critical is the contamination of the cadintent with other gases which remain
undetected in the cell spectrum, e.g. due to imrusf ambient air during the filling and
sealing process. In this case, the actual totalspre in the cell exceeds the partial pressure of
the target gas and results in an additional presbtwadening of the target gas lines. This
additional broadening would — if it remains unnetlc- be erroneously attributed to the ILS
width. Moreover, this unnoticed contamination mighty from cell to cell. In that case, this
problem would cause a station-to-station bias withe FTIR network, which would be much
more detrimental than a common bias. Hase (201@)esied a calibration method for the
HBr cells used within NDACC by using refillable gseire-monitored pO cells in the 0.1
mbar pressure range. The proposed method is vdnystrobecause the nearby spectral
signatures provided by the HBr andON\cells are observed in the same beam, so that.&ny

imperfections of the spectrometer itself canceliodbe calibration process.

Here, we present a similar calibration scheme tier HCl cells used by TCCON. First, we
investigate the impact of an ILS error on colume+aged dry air mole fractions of GO
(XCO,) and derive target accuracies for the ILS knowtedgd the HCI cell parameters.
Next, we introduce the proposed method and desthnkeGH, reference cell used for the
calibration. As a result of the calibration procexjuan effective pressure and target gas
column is assigned to each cell. When a sealed ¢#@lis used for operational ILS
determination, this effective pressure is usedtf@ line shape calculation instead of the
pressure derived from the observed column, temperadand cell length. As the pressure
inside a sealed cell is proportional to absolutaperature (unless the cell's gas column
changes), the effective pressure for a mixturedefli gases should behave in the same
manner. Using a heated cell, we verify that theieg law for the effective pressure allows
us to retrieve consistent ILS parameters from haprated at different temperatures. Next,

we estimate the precision and accuracy of the regidn method. Finally, we present results

5
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for a considerable set of HCI cells used in TCCO%e show that the cells have variable
degrees of contamination (that is, that the rafithe observed pressure broadening to the
HCI column differs from cell to cell). The papeosés with a summary and an outlook on

planned activities.

2 Propagation of ILS error into TCCON XCO

In this section, we investigate the sensitivityTCON XCQ, data with respect to an error in
the ILS width. This results in a requirement foe tknowledge of the associated ILS
parameters. Next, we quantify the impact of celittamination on the ILS width as derived
from HCI cell spectra. These considerations finaliow us to determine the acceptable
amount of unnoticed contamination of the cell cahteshich increases the width of the target

HCI lines used for the ILS retrieval.

FTIR spectrometers actually measure interferogrémisch are converted into final spectra
via the Fourier transformation), therefore it is a@ypealing approach to quantify and report
the imperfections of the ILS in the interferogranmnhin (as the actual measurement process
happens in the optical path difference (OPD) dojndihe LINEFIT software used for the
ILS analysis within TCCON, retrieves a complex miation efficiency (ME) as a function of
OPD, which is represented by a ME amplitude andeapg¥lase error. The ME amplitude is
related to the width of the ILS while the ME phaseor quantifies the degree of ILS
asymmetry. If the spectrometer meets the nomin8 tharacteristics, the ME amplitude
would be unity, and the ME phase error would be zdong the whole interferogram. Further

details are provided by Hase (2012).

In the following, we quantify how the column-aveedgdry-air mole fractions of GGXCQO,)

reported by TCCON are affected by a deviation ef ME amplitude from unity. We do not
treat the phase error / ILS asymmetry in the foitmy as the quantification of spectral line
asymmetry is not critically affected by the assumadth of the HCI signatures provided by
the cell. It is important to recollect that an Xg@sult provided by TCCON is calculated
from the ratio of CQ and Q columns derived from the same spectrum. This dpgea

6
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strategy minimizes the error propagation of variosrumental and model errors into the
reported dry-air mole fractions. For estimating fnepagation of the ILS error, we apply a
disturbance on the ME amplitude. The shape ofdlstirbance as a function of optical path
difference is inspired by a common misalignmennace due to a lateral shear offset of the
interferometer’s fixed cube corner (further detadls this instrument-specific issue are
provided by Hase, 2012). Correct error propaganeeds to take into account that the
misalignment affects both the G@nd Q, so it cancels out in XCOto a large extent.

However, because a wavefront error provoked byvamgigeometric displacement scales
inversely with wavelength, the impact of a misafiggnt on ME amplitude increases with
wave number, and is therefore smaller for,@lan Q (the wave number ratio between the
O, and CQ bands used is 0.75). Note that the rise of ME @uog# beyond 1.0 does not

indicate that the interferometer is more efficiénan the ideal interferometer, rather this
behaviour results from the fact that the ME amgetis always normalized to 1.0 at zero path
difference to ensure that the ILS is area-normdlirethe spectral domain. In fact, when the
ME amplitude rises above 1.0, the modulation is lé&n ideal at small OPD due to the

assumed shear misalignment.

Figure 1 shows the assumed disturbances of the miiitades for CQ and Q, taking the
appropriate scaling law into account. The ME ampghkt is shown up to 45 cm optical path
difference, which is the recommended maximum oppedh difference (OPDmax) applied
within TCCON. We find that the induced column chardgpends slightly on the airmass.
This result is not unexpected, as the signaturesatr optically thin. Therefore, we quantified
the effect for solar elevation angles of 30 deg &Addeg. The change of the, ©Golumn
amounts to 0.38 % (60 deg: 0.47 %), whereas thageha the C@ column is 0.46 % (60
deg: 0.54 %). The residual error in Xg@hat is not compensated by ratioing amounts to
0.07% (~0.3 ppm) for the assumed ILS disturbanckdwes not significantly depend on the
solar elevation. In the example, the ME amplitudgudbance at 45 cm OPD amounts to
about 8%. Therefore, we can estimate that the treguérror in XCQ is on the order of
0.035% for a ME amplitude change of 4% at OPDmdre Target station-to-station bias for
the TCCON XCQ product is 0.1%, hence - for ensuring that the dtfr is of secondary

importance - we set a minimum performance metnidhHe error of the ME amplitude due to
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variations between HCI cells to be less than 4%s Tésult is in excellent agreement with an
earlier study performed by D. Griffith (2010).

In the current configuration, the retrieved ME aitygles can change by 4% at 45 cm OPD if
the HCI pressure is in error by 0.5 mbar in the he®ieval setup. This requires that the
description of the spectral line broadening shddatorrect within a range corresponding to a
+-0.25 mbar pressure interval of HCI for matchihg tequirements of the TCCON network
performance. Since the self-broadening coefficieats larger than the air-broadening
parameters by a factor of about four, the allowesbgure interval for the partial pressure of
contaminating air would be accordingly larger. Néveless, for the sake of clarity, we
determine and report in the course of the calibraprocedure described in section 4 only
effective pressure parameters for a notional agltaining pure HCI (i.e. without ambient air
or water vapour contamination). A separate treatroéself- and foreign broadening effects
would require adjustments of two pressure valuexcek Such an extended approach would
be complicated by uncertainties in the line paransetby the fact that we work in a pressure
region where the Voigt line shape model becomesstqrable, and by the fact that we
cannot safely assume that any of the investigaddl contains pure HCI. The only advantage
of the extended approach would be that the reguttescription of pressure broadening as a
function of rotational quantum number might be Islig more realistic. However, using the
simplified approach, we achieved nearly noise-kaifit residuals for all HCI cell spectra
(signal-to-noise ratio around 2500), so we do nel fthat the small benefits justify

introducing this complication.

3 The pressure-monitored C ,H; reference cell

Our reference cell has 400 mm effective lengthiea tliameter of 70 mm and uses wedged
CaF, windows. A precise capacitive pressure gauge avit® mbar working range is attached
to the cell. The TCCON spectrometer in Karlsruhtogated in an air-conditioned container
and is equipped with an optical board flanged todpectrometer, which offers enough room
for an external source, the reference cell andct#ieunder test. Three mirrors, one plane
mirror, a 30-deg off-axis paraboloid, and a splarirror (used under a moderate off-axis
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angle) couple the beam into the spectrometer. Eigwhows the setup in front of the Bruker
IFS125HR spectrometer. It should be noted thattdube use of wedged cell windows (in

order to avoid channeling), the HCI cells noticgalbhpact the beam steering, so upon any
cell exchange, the spherical mirror is slightlyligrged in order to readjust the position of the

source image on the field stop of the spectrometer.

The gas GH, offers a convenient band at 6550tin the vicinity of the C@bands used for
TCCON retrievals. Contrary to the mid infrared, wéhe cell length of even 200 mm is
sufficient for generating strong.® lines with near-Gaussian line shape in the 0.;armb
range, we have to use 3 mbar pressure to gendyatgpéion lines of favourable strength.
Figure 3 shows a measured spectrum, tié, Gand can be seen in the right part of the figure,
the HCI band on the left.

In order to minimise biases between the individegll results, the same reference spectral
scene (generated by the 400 mm cell filled witltO3rbar of GH,, measurements performed
at temperatures in the range 291 to 294 K) is usedhe calibration of all HCI cells.
Nevertheless, as we do not work in the Dopplertlimih the reference cell, it is appropriate
to quantify the systematic bias of the calibrafwacess due to £, line shape issues, which
is transferred into the HCI effective pressure pairs, as the derived values of these
parameters rely on the ILS parameters derived f@ghp. Therefore, we performed a pair of
dedicated test measurements: The first measuremantperformed with a reference cell
filled with 3.00 mbar @H, and a TCCON HCI cell. The second measurement wdermed
with the same TCCON HCI cell in the beam and initald two 400 mm reference cells in
series, both reference cells were filled with 1tBBar of GH,. The discrepancy in the ILS
parameters derived from,;8; between both experiments reveals the systematic ef the
method due to incorrect pressure broadening (ahid®strength) parameters o$i; and the
applied Voigt line shape model. A sealed HCI cebBll( #1, see section 6 and table 1 for
assignment of cell IDs) in the beam was added é&edating real alignment changes between

the two experiments.
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Figure 4 shows the reconstructed ME amplitudeb&h setups. Indeed, the ME amplitudes
derived from the HCI cell are in excellent agreeméme retrieved ME amplitudes differ by
0.3% @ 45 cm OPD. Therefore, we can assume thatitirenent of the spectrometer did not
change between the measurements. The bump indicatied 3.00 mbar £1, ME amplitude
result is significantly dampened in the 1.50 mbalutson. In Section 5, we will use this
discrepancy for an estimation of the systematicettamty inherent to the proposed HCI cell
calibration method. All results indicate a modersiie amplitude rise along the inner part of
the interferogram, rising to values in the rangedb 2.5 % at 45 cm OPD (which is the
OPDmax value recommended for TCCON). Beyond thidDQRlue, the HCI retrievals
indicate a further pronounced increase, wherea€tHe analyses indicate a decrease of ME
amplitude. It should be noted that the shape of M amplitude beyond 45 cm is
reconstructed from minor details of the observad Bhapes, so even very slight deficiencies
of the line shape model affect the ME amplitudethins region of the interferogram.
Measurements with a low-pressurgONcell taken with the same spectrometer (but using
different liquid-nitrogen cooled detector) in thadanfrared region do not indicate such a
pronounced rise of ME amplitude beyond 45 cm OPIbs Thdicates that the effect is most
likely an artefact from the HCI cell itself (actudCl line shape differs from assumed Voigt
line shape), as probably is the ME bump at 45 csended in the ME amplitude derived from
C.,H,. A very minor collisional narrowing effect actingn the spectral lines that is not
included in the Voigt model will trigger an artifd increase in the reconstructed ME

amplitude.

4  Calibration procedure for TCCON HCI cells

The calibration process of an HCI cell relies orirggle lamp transmission spectrum. This
spectrum is recorded with both the HCI cell to ésted and the 400 mm reference cell in the
beam, the latter filled with 3.00 mbagpk}, with the addition of an independent measure of
the cell pressure. In order to achieve a spect® &n the order of 3000, eighty scans are
recorded at metering laser fringe scanning veld@tykHz using a room-temperature InGaAs
detector at a resolution of 0.014 ¢nOPDmax = 64.3 cm). The first step of the analysis
process is to perform an ILS retrieval from th#ig€band (spectral window: 6560.5 to 6609.5

cm?), jointly with temperature. Figure 5 shows a tghi€,H, fit of ILS parameters. We

10



© 00 N O O o W N P

e R o o e
w N o UM W DN P O

19

20
21
22
23
24
25
26
27
28
29
30
31
32

essentially use the HITRAN 2008 (Rothman et alQ&dine list for GH,, but corrected a
few aberrant line positions. However, these modifans are essentially cosmetic
interventions, and they negligibly affect the réisigl ILS parameters. In the second step, a
temperature retrieval is performed for the HCI bamdhe same spectrum. The consistency
between the temperature retrievals fropHLCand HCI is satisfactory: we do not find a
significant bias and a standard deviation of alfo8tK is achieved between the temperature
values derived from HCI and;B,, respectively. Finally, we insert the ME resutirfr GH,
(and the temperature retrieved for the HCI celtp ia subsequent retrieval of HCI effective
pressure (spectral window: 5172.0 to 5782.0';nagain from the same spectrum. As we
observe signatures of both isotopologué¥Hand H'Cl, we retrieve two effective pressure
values. These effective pressure values and thecblGinns for both isotopologues comprise
the final result of the cell calibration. If a reépien of the HCI temperature fit using these
effective pressure values reveals a different teatpee than retrieved in the previous step,
the HCI analysis process is repeated until a feedf-consistent solution is found. Note that
for the determination of the effective pressureugal we exclusively use temperatures
retrieved from the HCI band, as this procedure lmanmepeated at any TCCON site without
the need for a temperature sensor on the cell eigure 6 shows a typical HCI spectral fit.

The original HITRAN 2008 spectroscopic line list #8Cl is used without any modifications.

It is to be expected that the effective pressumarpaters depend on temperature. Since the
effective pressure affects the correction of thespure broadening in the HCI cell, it is
plausible to assume that it is proportional to dbsolute temperature. Nevertheless, we want
to check this assumption, as one might argue tmateffective pressure is not actually a
physical pressure value. Note that the procedutiéed in the following implicitly includes

a test of whether the temperature dependence dingdoroadening parameters specified in
HITRAN are compatible with our calibration approadine test uses a pair of spectra from
the same sealed HCI cell (cell #2), one spectruraderded at lab temperature (294.0 K), the
other spectrum is recorded with the cell heate26.0 K. The GH, cell has been co-
observed in both runs to ensure that the ILS wahamged. The cell body of the HCI cell
was wrapped with an electrical heating foil andirsulating foam film, such that only the
window faces were in contact with the surroundiad lair. The cell temperature was

monitored by a PT100 temperature sensor in contétt the cell body. The temperature

11
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value retrieved from the HCI band and the tempeeattalue directly measured with the
sensor are in good agreement for the measuremniet & lab temperature (retrieval: 294.66
K, sensor: 294.95 K), for the heated cell the egd temperature (319.87 K) is about 3 K
lower than the sensor temperature (322.90 K). Dube fact that the window faces were in
contact with the ambient air, it is plausible thz temperature of the gas content is slightly
lower than the temperature measured between then@dail and the outer side of the cell
body. The retrieved ME amplitudes are shown in Fignd are in reasonable agreement (1%
ME amplitude discrepancy at 45 cm OPD). Note that temperature used in this test is
further away from the calibration point (we perf@unthe calibration measurements in the
291.0 to 294.0 K range) than we would expect to tmeepractice, as the TCCON
spectrometers are typically operated under coetioionditions in laboratories or in air-

conditioned containers.

Collecting all the procedural steps described is $lection, the calibration can be summarized
in the following step-by-step workflow: (1) A spaatn is recorded with both the reference
cell and the HCI cell in the beam path. The 40 ongland pressure-monitored reference cell
is filled with 3 mbar of GH,. (2) A joint fit of ME and gas temperature is reed from the
C,H, lines, using the spectral window 6560.5 to 66@9r8. (3) The resulting ME is adopted
for the following analysis of the HCI spectrum. e HCI pressure and gas temperature is
retrieved using the spectral window 5712.0 to 50&2xi*. While the column amounts and
pressure values are fitted individually fof°8l and H'CI, a common value for the gas
temperature is required. The resulting gas temperais expected to agree with the
temperature retrieved frompB; within a few tenths of a degree. (5) The finaldarat of the
calibration process are the effective pressureegahi a reference temperature of 296 K and
the column amounts for ¥CI and H'CI. (6) These effective pressure values replace the
physical pressure values calculated from gas testyrey, column amounts, and cell length in
subsequent retrievals of ME of other spectrometéthe gas temperature deviates from 296
K, the effective pressure values are convertedhecactual temperature by assuming that the

effective pressure is proportional to the absadleeperature.

12
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5 Uncertainty characterisation of the proposed cali bration method

For an estimate of the precision of the calibrgtiore compare the effective pressure
parameters for HCI cell #1, which have been deteechthree times in March, May, and June
2013. In between these measurements, intervermiotise spectrometer were performed, e.g.
a realignment and an exchange of the InGaAs deteldment, so they can not be regarded as
a pure repetition of the identical measurement. kasurements were performed at retrieved
cell temperatures of 291.3, 294.0, and 295.4 K. Ehatter of the effective pressure
(normalized to a reference temperature of 296 K).@19 mbar for the main isotolopogue
H%*CI, and 0.043 mbar for ¥CI. This repeatability indicates that the precisidrihe method

is well within the target precision of 0.25 mbatimated in section 2. The new calibration
method is therefore accurate enough for safelyiesiting any significant station-to-station
bias due to ILS effects within TCCON target reqoiesnts.

For an estimate of the systematic bias of the litn method due to deficiencies of the line
shape model used forK,, we compare the effective pressure parameterswhbgult either
from adopting the ME from the 1.5 mbar, 80 cm plathgth measurement presented in
section 3 or from adopting the ME from the 3.0 migr cm standard setup. Using the 1.5
mbar ME instead of the 3.0 mbar ME reduces thectiéfe pressure by 0.015 mbar>f8l)
and 0.027 mbar (HCI), respectively. The suspect ME amplitude bumpl®tcm OPD is
damped by about a factor of 0.75 by halvingd&Epressure. For estimating the full systematic
bias, one possible assumption would be that a rime#rapolation of the observed ME
amplitude change towards zergH3 pressure would provide the real ME. This assumpBo
motivated by the fact that in the zero pressuratlithe line shape converges to a pure
Gaussian, and by the expectation that the spesitnahl due to an incorrect line shape model
is proportional to pressure in the low-pressurdoregUnder this assumption the observed
amplitude change of the ME amplitude bump at 45reweals half of the total effect (as we
have made two measurements: the one using 3 miber @essure, which is the standard
value we apply in the calibration procedure, anel dkher measurement performed for this
sensitivity analysis, using 1.5 mbar pressure)aAsnsequence, the empirical numbers given
above should be multiplied by a factor of 2 (and ME amplitude bump as retrieved from
C,H, would be overestimated, but is not a spuriousufeatltogether). Following this line of

argument, we can conclude that the systematic ddidlse calibration method is 0.03 mbar
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(H**CI) and 0.054 mbar (FiCl), respectively. An alternative - more pessinsistiassumption
would be that the complete ME amplitude bump isudefact of the gH, analysis. Under this
assumption, we can estimate the effect by applgingpdified ME amplitude without a bump
for the retrieval of the HCI effective pressure graeters. Following this latter line of
argument, we can conclude that the systematic ddidlse calibration method is 0.14 mbar
(H*CIl) and 0.15 mbar (HCI), respectively, which is still well within thertget precision.
Moreover, as stated before, this systematic biapagates into the results of all calibrated
HCI cells, so it can without difficulty be absorbexdo the overall calibration factors applied
in the TCCON network for matching the WMO referefdéunch et al., 2010).

6 Results for TCCON HCI cells

Table 1 collects the results for all investigate@l lells, namely the retrieved columns and
effective pressure values for both isotopologuede(enced to a common temperature of
296.0 K). The cells with identifier #1 - #16 belotwy the same batch (effective cell body
length of 100 mm): these cells were provided by @aifornia Institute of Technology in
spring 2013. This batch will be referred to as Q03 &he batch identifier is explained in the
caption of table 1). Cells #18, #19, and #20 avenfbatches that were distributed by Caltech
in earlier years. Cell #17 is a unique specimerthasell body has been provided by Caltech,
but filling and sealing has been performed by anter company (Neoplas, Greifswald). In
addition, we investigated three HCI cells with effee body lengths of 200 mm, recently
distributed by Caltech (batch CT1304) and one @eB800 mm length produced by Neoplas.
Figure 8 shows the ratio of the effective presswakies resulting from the calibration to
pressure values calculated from the observed HiGhua This ratio is — at least for cells with
the same length and comparable HCI column — anratecmeasure of HCI purity in the cell.
The results for the weakerf€l show slightly more scatter, but the consistebegveen the
H*Cl and H'CI is satisfactory and consistent with the precisstimation provided in
Section 5. On average, thé'Bl values are slightly smaller by 0.2 %, and thattsc of the

difference between the two isotopologues is orotider of 0.026 mbar.
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It is apparent that even the cells belonging toommmon batch are not equivalent. For
example, cell #13 seems to be significantly contemeid by foreign gases: for this cell the
pressure broadening is 20% larger than for the iredea of the CT1303 batch (we would like

to emphasize here that the cell identifiers wemagagd before the calibration spectra were
analyzed). The unique cell #17 shows similar pentorce to the majority of the cells in batch
CT1303 (cell #13 excluded). The two cells #18 add,#distributed by Caltech in earlier

years suffer from foreign gas contamination, shgwabout half of the excess broadening
observed in cell #13. Cell #20 shows the highesbuarh of excess broadening among all
tested cells. There are several more cells from dairly batch in use that have yet to be
characterised. Two of the new 200 mm cells, #35 #8@ are quite comparable with the

majority of cells from the CT1303 100 mm cell batelowever, the third 200 mm cell #37 of

the CT1304 batch resembles the earlier cells #1B#9. This is also the case for the
Neoplas 300 mm cell #38.

The non-negligible scatter of effective pressurkies found between the investigated cells
underlines the value of the proposed calibratiatedure. ILS retrievals from cell #13 or cell
#20 without due consideration of the additionaldg®ning would give rise to errors in the
ME amplitude that exceed the criteria in sectioto Zneet TCCON requirements. Even the
discrepancy between the earlier cells #17 and #Bthe reminder of the CT1303 batch
would fail to meet these requirements. Since vdiighvas found even within batches filled
and sealed together we suspect that subtle diffeserin cell handling procedures are
significant at the level of precision desired fbese calibrations. Potential sources of these
subtle differences include the removal of watemirehe cell walls prior to the filling
procedure and the leakage of air into the cellrpoacell sealing. In the outgassing scenario,
the reservoir of residual water in the cell dependsthe amount of time the cell was
evacuated prior to filling; in the air leakage saen, the amount of air leakage depends on the
integrity of the Teflon stopcock valve and the amtoof time between filling and sealing. In
both cases similar times were utilized for cellstiie same batch, and pairs of cells were
pumped and filled simultaneously. Neverthelessjabdity is observed even among the
paired cells. We note that water broadening woutd élxpected to be similar to self-
broadening rather than air-broadening, such treetfect would be noticeable with relatively

small amounts of residual water vapour.
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Figure 9 shows a #D absorption line of useful intensity to reveal &atapour absorption
inside the cell. This spectral window has been usedquantify the water vapour
contamination in the HCI cells. The narrow dip altsd at the line center is due to absorption
at low pressure, while the strong underlying absonpis generated in the lab air path.
Unfortunately, the ¢H, reference cell might also suffer from some minegme of HO
contamination, so we can only quantify the totabant of water vapour in both cells from
the available spectra (which were recorded witlhlibe HCI cell undergoing testing and the
reference @H, cell in the beam). However, the sameHg content was applied for the
calibration of cells #1 - #17. We might speculdiattthe lowest KD column observed within
this sample actually resides in theHg reference cell. Following this assumption, thgOH
column in the GH, cell was 9.9e20 molec /“mThis column amount would correspond to a
water vapour partial pressure of about 0.1 mbainén400 mm gH, cell body. Note that this
is still not a relevant effect for the ILS deteraiion from the reference cell, as it would result
in 0.4% ME amplitude change @ 45 cm OPD, if we assthat line broadening by.8 is
twice efficient as the £H, self-broadening. However, the analysis of a deddacell
measurement using a mixture of 3 mbar eHLand 7 mbar of kD indicates that the
broadening of gH, lines by collisions with bLD molecules is only 10% more effective than
self-broadening. Still, the calibration procedurewd benefit from a proper quantification of
H.O contamination in the i, cell, which will be included in future calibrationns. Figure
10 shows the effective pressure parameters as idanof the water vapour columns
observed at low pressure. The the water vapoumuoltesiding in the €, cell causes a
common offset of all data points towards highercesa values in this diagram. The data
point in the upper right corner of the diagram ref® cell #13. The fact that the cell with the
strongest additional broadening of the HCI linesthis sub-sample also suffers from the
highest amount of water vapour supports the outggscenario. However, the retrieval of
the water vapour amount inside the cells basedhemwteak superimposed absorption dip

shown in figure 9 is not accurate enough to exchidieakage as an additional impact factor.

Although a discussion of spectroscopic data isidetthe focus of this paper, we would like
to point to the fact that the observed line widtbs the purest cells are narrower than
predicted by HITRAN 2008: the pressure broadensngbiout 12% lower than expected. This
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might indicate that HITRAN 2008 reports incorrecand intensity or self-broadening
coefficients for HCI, but as our measurements aréopmed in a pressure range that might be
affected by narrowing effects, one should avoidming hasty conclusions. A new study of

the HCI self-broadening and shift parameters issandy at JPL.

7 Summary and Outlook

We have presented a novel, accurate method fdoratiig the sealed HCI cells used by
TCCON for ILS monitoring. We have applied the metho investigate a larger sample of
cells and found non-negligible scatter of cell parfance. We have derived effective cell
parameters to ensure that all cells can be usedef@rmining consistent ILS parameters. In
the future, we plan to include all HCI cells tha¢ aised in TCCON and we will repeat the
HCI cell characterisation at regular intervals. Tasults will be collected and kept up-to-date
by generating a table in the TCCON wiki. In additiove will exploit the HCI column

amounts determined for each cell in the coursé@tcalibration for additional crosschecks of

spectrometer performance within TCCON.
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Cell origin, batch,| Effective Effective HCI total | HCI total
identifier, and pressure pressure column column
: 35 37
cell length in location H>Cl @ 296| H°'Cl @ 296| [1e22 [1e22
mm K K molec/nf] molec/nf]
(hPa] (hPa] derived from| derived from
H>>Cl H'Cl

1 (100) CT1303 4.732 4.747 1.3133 1.3067
IMK-ASF

2 (100) CT1303 4.702 4.683 1.3263 1.3195
IMK-ASF

3 (100) CT1303 5.111 5.119 1.3845 1.3781
BIRA

4 (100) CT1303 5.070 5.056 1.3893 1.3828
BIRA

5 (100) CT1303 4.949 4.979 1.3433 1.3384
BIRA

6 (100) CT1303 4.853 4.844 1.3415 1.3348
FMI

7 (100) CT1303 4.863 4.890 1.3294 1.3253
FMI

8 (100) CT1303 4.850 4.843 1.3262 1.3200
FMI

10 (100) CT1303 5.127 5.147 1.4154 1.4094
FMI

11 (100) CT1303 4971 5.007 1.3247 1.3190
IUP Bremen
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12 (100)

CT1303

IUP Bremen

4.997

5.022

1.3294

1.3232

13 (100)

CT1303

IUP Bremen

5.802

5.835

1.2967

1.2873

14 (100)

CT1303

IUP Bremen

4.830

4.880

1.3150

1.3103

15 (100)

CT1303

LPMAA /
LERMAZ2 *

4.964

4.991

1.3503

1.3458

16 (100)

CT1303

MPI-BGC

4.948

4.924

1.3450

1.3385

17 (100)

CT/NPO707

IMK-IFU

4.386

4.356

1.1932

1.1899

18 (100)

CT0805
(cell #G)

Izana

Observatory

5.070

5.133

1.2644

1.2567

19 (100)

CT0805
(cell #6)

IUP Bremen

5.077

5.074

1.2729

1.2652

20 (100)

CTO0805
(cell #3)

IUP Bremen

5.578

5.603

1.2235

1.2170

35 (200)

CT 1304

IMK-ASF

3.147

3.123

1.6971

1.6870
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36 (200) CT1304 3.017 3.054 1.6375 1.6289
IMK-ASF

37 (200) CT1304 3.402 3.412 1.6541 1.6477
NIWA

38 (300) NP1012 3.672 3.643 2.6070 2.6305
NIWA

Table 1. Calibration results for all investigate@lHells. Abbreviations: CT: Cell provided
by California Institute of Technology, batch indied in YYMM format; CT/NP: Cell body
provided by California Institute of Technology, Milted and sealed by company Neoplas,

Greifswald, Germany; NP: Cell body, filling and beg by Neoplas.

(*: the LPMAA laboratory will be included into theew LERMAZ2 laboratory infrastructure
from January 2014 onwards)
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Figure 1. Disturbance of ME amplitude assumed foaracterisation of TCCON XCO
product sensitivity with respect to ILS uncertaintjie wave number ratio of 0.8 between the
CO, and Q bands used in the TCCON retrieval produces a shinig of the effective OPD

by this same factor.
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Figure 2. Setup for HCI cell calibration at the TGR site Karlsruhe. The source is on the
right side in front, left from the source an HCllaender test is located (protected by a heat
shield to limit heating of the cell by the thernratiation emitted by the source). The first
mirror is on the left outside the figure. The lostgel cylinder is the pressure-monitoredHg

cell, the two mirrors in the rear right corner dfetimage steer the radiation into the
spectrometer. The red arrow follows the radiatiathprom the globar to the spectrometer

input port.
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Figure 3. Transmission spectrum recorded with tit¢;@nd a TCCON HCI cell in the beam.
The band to the right is due to absorption bHL the band to the left is due to HCI
absorption. Some # signatures emerging in the lab air path can Hectk at wave
numbers below 5550 ¢
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Figure 4. ME amplitudes retrieved from a 40 cm &iééd with 3.00 mbar of gH, and two

40 cm cells in series, each filled with 1.50 mb&€e¢H,. For comparison, the ME amplitudes
derived from an HCI cell (same cell was used fothbmeasurements, effective cell
parameters applied for ILS retrieval) are showne HCI results prove that the alignment

status of the spectrometer did not change betweztwio measurements.
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Figure 5. Typical fit quality achieved for an IL8trieval using @H, as described in section
4. The green residual (vertically shifted for digrirefers to the use of the original HITRAN
2008 line list.
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Figure 7. ME amplitudes retrieved from HCI cell #2 ambient temperature (black) and
heated to about 320 K (red). The derived ME amgditliare in good agreement under the
assumption that the effective pressure values aygoptional to absolute temperature. The
ME amplitudes derived from 48, are also shown and prove that the alignment stettise
spectrometer did not change. The dash-dotted dme=mould result if the effective pressure
parameters were kept to their values at 294.7 tkenlLS analysis instead of converting them

to the actual temperature.
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Figure 8. The effective pressure values ratioegregsure derived from observed column for
the calibrated cells listed in table 1. The dashedical lines separate different batches or

different cell dimensions.
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Figure 9. A HO line as observed in a calibration measuremerg. Aidrrow dip observed at
the line center is due to absorption at low presswhile the strong underlying absorption is
generated in the lab air path. The superimposededaknes (which coincide with the solid

lines at the resolution of the figure) are synthspectra generated with LINEFIT.
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diagram refers to cell #13.
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