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This paper proposes a pre-processing step to reduce the dimension of the input data
before an empirical Bayesian retrieval (focussing on the retrival of rain from MW ob-
servations). This is tested on synthetic data. The pre-processing is based on two
PCA (one in the non-raining data, the other on "anomalies"). The impact of the pre-
processing is very important in this database for the forthcoming retrieval step.

General comments:

* This topic is very important because it can have important practical consequences for
the retrieval of precipitation for example.
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* The experiments are conducted on a synthetic dataset built on purpose for this exper-
iment. I understand that some techniques can be much better illustrated in synthetic
cases, but it is frustrating to not see the impact of such a technique on real data con-
sidering that the authors has the possibility to easily make test on real data.

* What is the content of the cited paper "Petty and Li" (in review)? Isn’t it applying this
technique to real data? Is there a true interest in this case in having a new paper on
data that are so synthetic?

* It is clear that reducing the size of the input data before the retrieval can have a
strong impact: it reduces the number of parameters in the retrieval scheme which
regularizes the inverse problem, it can extract important features and suppress part of
the noise. However, the paper doesn’t do a good job in citing the other approaches and
even compare to them. There is a lot of litterature on this subject: - PCA-regression
(PCA before a regression), - PCA as a pre-processing of a NN network, - projected-
PCA to perform a PCA to facilitate the retrieval of a particular quantity, - "intelligent"
distances (such as the Mahalanobis distance) before the Bayesian search step in the
retrieval - ... Since you are really focusing in this paper on the technical aspects of
PCA, I believe that you really need to spend more time comparing with the existing
approaches otherwise the reader cannot judge on the potential of your method. For
example, work has been done using a PCA to compress and extract the cloudy signal
on IASI data. I believe that the PCA was used to cloud-clear the data (dimension of
data is 8461 in this case, the number of channels in IASI). I believe that this type of
experiments is very close to what you are doing so a discussion, even comparison
would be interesting.

* I find the synthetic database a disturbing factor. First, you should make a 3D figure
with the 3D ellipsoid of the inputs space, and then represent the direction of the rain
signature. Maybe a 3D plot of the raining and non-raining data. Second, the approach
you describe here is based on the fact that you can extract linearly a raining signature
from the input data. This is true in your synthetic case, and therefore the technique
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as to work. I have two questions: (1) Is it true that the raining signature is just a
linear signature in the input data in real cases? (2) Would your approach work if this
is not true? (3) Since your raining signature is linear in the input data, would a linear
regression work as fine a your approach? A test on (3) would be very easy and is
necessary here I believe.

* (1) The study on the minimal distance for the MC integration doesn’t seem to include
any uncertainty in the input parameters. When you perform these test, I think that
adding a random error in the inputs of the data should bring a more realistic behavior.
With this input noise, you optimal distance should behave slightly differently, especially
when tested in the training dataset. (2) Using a small distance gives your a un-biased
estimator but with high variance, using a higher distance provides you a biased estima-
tor but with lower variance (this is the bias-variance dilemma). Such a discussion can
be find for example in k-Nearest Neighboors discussion, varying the k like you vary the
minimal distance.

* I find the discussion about the stage 2 not detailed enough. I don’t understand exactly
what is been done here. I believe that you could illustrate and explain what this stage
2 does geometrically.

Specific comments:

* page 2330, Eq. (1): I find the description of the "empirical" Bayesian scheme not good
enough for readers not familiarized with this technique. Eq. (1) is the traditional Bayes
formula. If we had information on the involved PDF, the expression could be used
analytically, but this is not the case in a lot of cases. As a consequence, the integration
of the Eq. (1) is performed empirically with the search and weighting procedure the
authors describes, in a Monte-Carlo way. I believe you could improve this part and that
this would be beneficial for new-comers in this field.

* page 2330, line 20: supress "only"
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* page 2330, line 25: a way to accelerate this search is to order in some way the
dataset so that the search is more efficient.

* Page 2331, line 4: Could you explain why RTE simulations cannot preserve the
physical correlation structure among the TBs?

* Page 2331, line 10-15: I don’t understand the numbers you provide (10ˆ4 and 10ˆ12).
From where they come from?

* Page 2334, line 4: "as as".

* Page 2335, Eq. (4): please, descrive better the MC integration of Eq. (1).

* Fig 1: It seems that there is no difference on distribution between rainy and non rainy
data. This cannot be true otherwise the retrieval couldn’t work. Could you try to find a
representation (maybe 3D) that could illustrate the distribution of non-rainy points and
the raining signature?
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