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Abstract

Sun-sky radiometers are instruments created farsaéstudy, but they can measure in the
water vapour absorption band allowing the estinmatbcolumnar water vapour in clear sky
simultaneously with aerosol characteristics, witighh temporal resolution. A new
methodology, is presented for estimating calibraparameters (i.e. characteristic parameters
of the atmospheric transmittance and solar caldmatonstant) directly from the sun-sky
radiometers measurements. The methodology is basdtie hypothesis that characteristic
parameters of the atmospheric transmittance arendigmt on vertical profiles of pressure,
temperature and moisture occurring at each sitmedsurement. To obtain the parameters
from the proposed methodology some seasonal indepémeasurements of columnar water
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vapour taken over a large range of solar zenithleasgnultaneously with the sun-sky
radiometer measurements, are needed. In this wigtk tme resolution columnar water
vapour measurements by GPS was used as indepatatasét, but also the case when such
measurements are not available was considered apengl the Surface Humidity Method
(SHM). This methodology allows to retrieve the neddndependent dataset of columnar
water vapour using the standard surface meteox@bgibservation (temperature, pressure
and relative humidity), that are easier to be fourtte time pattern of columnar water vapour
from sun-sky radiometer retrieved using both thetho#ologies was compared with
simultaneous measurements from microwave radiomegdiosondings, and GPS. Water
vapour from sun-sky radiometegbtained using GPS independent measurements, was
characterized by an error varying from 1% up to 5%hereas water vapour from SHM,
showed an error from 1% up to 11%, depending erldbal columnar water occurring at the
site during the year. The accordance betweenevels from sun-sky radiometer and
simultaneous measurements from the other instrisneas found always within the error
both in the case of SHM and of GPS independentdata

Water vapour obtained using characteristic parameté the atmospheric transmittance
dependent on water vapour was also compared agamS retrievals, showing a clear

improvement respect to the case when these pananaeeekept fixed.

1 Introduction

Water vapour columnar content is an important patamto be estimated since it is a
greenhouse component affecting the Earth climatanyMtechniques were developed for
measuring the water vapour amount from satellgéenate sensing, in the visible, infrared or
microwave spectral regions, from ground based remsensing, i.e. GPS, sunphotometers,
microwave radiometers, or from radiosondings. Sunradiometers are instruments designed
for the aerosol study, and many of them can alsasore in the water vapour absorption
band, allowing estimation of the columnar water awap in clear sky condition,
simultaneously with aerosol characteristics, witjhitemporal resolution up to few minutes.
Despite the limits of sunphotometry technique eslato clear sky daytime conditions, the
high temporal sampling and the wide distributiorthefse instruments all over the world make

the development of methodologies for retrievinguomhar water from sun-sky radiometers of
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great interest. The most important problem in ush@se instruments is the estimation of the
solar calibration constant and of tlaeand b parameters characterizing the atmospheric

om )° (Bruegge et al., 1992), wheneis the

transmittance in the water vapour baildz e
optical airmass anW is the columnar water vapour content. Some metfmdsstimation of

W from sun-sky radiometers have been already devel@palthore et al 1997, Alexandrov et
al, 2009, Schmid et al, 2001). They are mainly dase the combined use of a radiative
transfer code to determine tlaeand b parameters and of the Langley plot techniques for
estimation of the solar calibration constant. Witlihe AERONET sun-sky radiometers
network (Holben et al, 1998) a methodology for rasting W from the solar irradiance
measured at wavelength of 940 nm has already ingsleed. Their algorithm is based on a
use of a radiative transfer code (Smirnov et &l042 for computingl as a function ofV and
then estimatinga and b parameters from a curve-fitting procedure. Thears@lalibration
constant is determined by a modified Langley plalibcation performed at Mauna Loa
Observatory (3400 m a.s.l). The uncertainty omatseval was found to be 10 times greater
than the other wavelengths in the visible regicarying from 3% to 5% (T.Eck personal
communication). A problem connected with these wa@thogies is that only one pair &,b)
parameters is used for each kind of 940 nm interniee filter, neglecting the dependencd of
on the vertical profile of temperature, pressure amoisture at the various sites. This method
is convenient for a network consisting of sevenatiuments, but its correctness needs more

investigations.

Campanelli et al., (2010) presented a new metlogg for estimatinga andb parameters
directly from the measurements themselves, notrglgn any radiative transfer calculation
and therefore reducing simulation errors and pakytcontaining information on seasonal
changes in vertical profiles of temperature, aiesgure, and moisture occurring at each
measurement site. To retrieve the calibration @nstfrom the proposed methodology some
seasonal independent measuremenW (guch those by radiosondes, microwave radiometers
or GPS receivers) taken over a large range of gelaith angle simultaneously with the sun-
sky radiometer measurements are needed. In théopsepaper, data of radiosondes were
used for retrieving calibration constants onlyumsner time, but it was also considered when
such independent measurements are not availabtéeltatter cases, the Surface Humidity
Method (SHM) was developed allowing the applicatairthe procedure using/ estimated

by only measurements of surface temperature, meessu relative humidity.
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In the present paper we will improve and elabosateeral points left opened in the previous
paper: the study dod,b variation as a function of columnar water vapoant by applying
the methodology to an entire year dataset; thenatitn ofa andb retrieval errors using a
Monte Carlo method; the development of a prelimirareck on the quality of both sun-sky
radiometer and the independent water vapour datagke retrieval of calibration constants
using, as independent dataset, the high tempmalutton water vapour measurements from
GPS receivers; the validation of the SHM examinimgetail accuracy, problems and utility
of this methodology. Results will be compared aglameasurements taken by a microwave

radiometer, radiosondes and GPS receivers.

2 Equipment

The present methodology was applied to measurenpentsrmed during 2007 at the Chiba
University (140.124 E 35.622N, 34 km SE from Tokyeg. 1) by the Center for
Environmental Remote Sensing, Chiba University,adafA PREDE sun sky radiometer
model POM 02, part of Skynet network (Takamura and Nakajima004;
http://atmos.cr.chiba-u.ac.)p/was used. This instrument is a scanning specadibmeter

taking measurements of solar direct and diffusadiance every 5 minutes at several
wavelengths in the visible and near infrared regip840 nm, 380 nm, 400 nm, 500 nm, 870
nm, 1020 nm) appropriately chosen for aerosol stindyefore clear from gas absorption.
Measurements of direct solar irradiance taken @tr are used for estimating the columnar
water vapour content in clear sky conditions. Alacyl co-located measurements of pressure
and relative humidity, needed for the applicatidnttee Surface Humidity Method, were

provided by the Japan Meteorological Agency.

Columnar water vapour estimation from two GPS rearsi stations (Shoji Y., 2013),
provided by the Meteorological Research Institutelbaraki, Japan, were considered: n.
950225 (called GPS1 from now on) located at Clibaamigawa (140.048E, 35.657 N,
alt.8.284 m) about 19km W from Chiba Universitydan 93025 (called GPS2 from now on)
located in Chiba-Midori (140.186E, 35.544N, alt®® m) about 10 km SW from Chiba
University.

Measurements taken from a microwave radiometer (NM\AfRI from radiosondings
(RDS) were also considered. The former (co-locatgd the above mentioned instruments)

iIs a Radiometrix WVR-1100 portable water vapour spes radiometer measuring

4
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microwaves radiation from the sky at 23.8GHz and!33Hz. These two frequencies allow
simultaneous determination of integrated liquidevatnd integrated vapour along a selected
path. In the case of water vapour and liquid watex,atmosphere is rather translucent in the
vicinity of the 22.2 Ghz water vapour resonance,liénd total integrated water, water vapour
and phase path delay can be derived thanks to liheir dependence on the atmospheric
opacity at the measuring wavelengths. The coeffisieof these linear equations are
determined from bilinear regression of water vapauod inferred liquid water data derived

from radiosonde observations.

Radiosonde measurements were extracted from tlegrated Global Radiosonde Archive
(IGRA, http://www.ncdc.noaa.gov/oa/climate/igra/)hat contains quality controlled
radiosonde and pilot balloon observations at 0&01globally distributed stations (I.Durre
et al 2006). The station closer to Chiba is Tatedd0.13E , 36.05 N), in the prefecture of
Ibaraki about 46 km N from Chiba. The informationdasampling of the radiosondings
contained in the IGRA archive are, in the majodfythe cases, the ones originally sent to the
Global Telecommunication System (GTS) of the WoMeteorological Organization
(WMO). The reported variables, in the IGRA dataseg pressure [Pa], geopotential height
[m], air temperature [°C], Dew Point Depression )H°C], wind direction [°] and speed
[m/s]. Air temperature and DPD are reported with. 2°C numerical discretization. Quality
assurance flags are given, for each pressure, @ height, and temperature value, that
indicates whether the corresponding value was dtecky procedures based on
climatological means and standard deviations. Quirog the vertical sampling in the
reported profile, in accordance with WMO guidancagiosondes should report: standard
pressure levels (1000, 925, 850, 700, 500, 400, 300, 200, 150, 100, 70, 50, and 10 hPa),
surface, tropopause and significant thermodynamit wind levels (WMO, 1986, 1995).
Radiosonde estimates of the Total Precipitable YWag@our are obtained by computing the
specific humidity for each level, having valid: teemature, pressure and DPD measurements
and then integrating numerically the specific hutgidver the vertical using a pressure

weighted numerical integration scheme.

3. Methodology

The direct solar irradiance measuremértmA] taken by the sun-sky radiometer at the 940

nm wavelength in clear sky condition is relatedhe solar calibration constaky (extra-



N

0 N o O

10

11

12
13

14

15
16
17
18

19
20
21
22
23
24
25
26
27
28

terrestrial current mA) at the same wavelength upho the following expression,
_ - w)P
V :VO @ m[(]Ta*'TR)D'} a(m W) , (1)

where (i)m is the relative optical air mass (Kasten and Youifi9) function of the solar

zenith angle; (ii))t, and Tr are the aerosol extinction optical thicknesses aradecular

Rayleigh-scattering at 940 nm, respectively; aig {i = e~ AW s the water vapour partial
atmospheric transmittance at 940 nm as a functom@and W, with a and b constants
(Bruegge et al., 1992). Oneeandb have been determinedy can be estimated, amil can
subsequently be calculated.

Equation (1) can be also written in the form,

y=InV, -alXx, (2a)

=InV+mUr +r
with -{y HratT) (2b)

x = (mmw)°

The aerosol optical thickneggis estimated at wavelengih=940 nm, according to the well-

known Angstrém formula,
r.(A)=81"°, (3)

where wavelength is measured ipm, a is the so-called Angstrém exponent, ghds the
atmospheric turbidity parameter. Parameteend 5 are determined by the regression from
Eq. (3) where the spectral seriestpfare retrieved by the sun-sky radiometer measuremen
taken at the other visible and near infrared wangtles 400, 500, 675, 870, and 1020 nm.

In order to find the most appropriate pair of valua, b), the following steps are
followed: i) from Eq. (2b)-values are calculated for 30 different value® &fom 0.4 to 0.7
with a step of 0.01 and each time tle}) squared correlation coefficient is calculatearth
the maximization of thex( y) squared correlation coefficient is used to deteenthe best
exponenb; ii) once the optimab exponent is retrieved, the seriexafalues is computed and
used in Eg. (2a) where the regression ling eérsusx allows the retrieval of the coefficients
a and Vy. This modified version of Langley plot (called ype-2 modified Langley”) is
different from the other modified Langley methodsdgbed by Halthore et al. (1997) and
Schmid et al. (2001) (called “ type-1 modified L&). In fact whereas the latter determines

Vo as the intercept of the straight line obtaineditting y versus the power term® , in the



© 00 N oo o~ W N PP

e N o =
~ O OO W N PP O

18
19

20

21
22
23
24
25
26
27
28
29

30

former Vy is retrieved by plotting versus the producalxwherex = (mW)®. This approach
largely improves the application of the Langley Inoels to cases where the time patternd/of
is not stable. In fact the “ type-1 modified Léag assumes thay only depends on airmass,
m, and that all points have the saie When a variability oW is recorded, the neglected
dependence off onW causes a scatter of the points antcbduces calibration errors and large
day-to-day changes in the retrieved calibrationstamts. Conversely “type-2 modified

Langley” gives evidence to the dependenceyadn (m[W) and the variability ofy is
explained by the real variability of the prod(gotiW , )roviding a better retrieval of the

intercept (nVp) also when the time pattern of precipitable watertent is not stable. In Fig. 2
type-1 and type-2 Langley plot methods were usegtiieveV, in two cases: stable (June 13
2007) and unstable (June 12 2007) time patterig @ measured at Chiba by the microwave
radiometer simultaneously to the sun-sky radiométes clear that using type-2 method, the
points are less scattered especially in the caseooé unstabl&V time pattern. In Table 1 the
retrievedVy values are shown. The absolute difference betwesv,, values retrieved by the
two methods from 12 to 13 June is only 1.8 % ifetydis used, whereas increases up to 4.1 %
when type-1 is adopted, highlighting the betterataiggy of type-2 in estimating/, during
both stable and unstablétime periods.

Once parameterg,, a andb have been determined, the values of precipitalaemcontent

Wp, can be calculated according to the equation:

olk

_1gt _
WP—mEEaEﬂInVO y)} : 4)

With respect to the previous version published amPanelli et al. 2010, the procedure was
improved in two main aspects: the use of a MontdoQaethod for the evaluation of errors
affecting thea, and b retrievals and the study of their variation asuaction of columnar
water vapor amount by applying the methodologyriceatire year dataset. Concerning the
first aspect the improvement consists in:

1) A preliminary check on the quality of both sun-siagliometer and the independent
water vapour datasets (as described in Sect. 4prpeed before the application of the
methodology .

2) After the optimal values od andb are found, the residual standard deviatmp, is

computed around the optimal regression line.
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3) A Monte Carlo approach is used to simulate 80titis bivariate samples of the pair
of variablesx, = mW and y, each fictitious sample sharing with the true giam

(1) the number N of data available

(i) the lower and upper bounds gf

(i) the noise around the ideal straight line.

More precisely, they - data are generated by sortilgandom values uniformly distributed

between x,,, andx,.., Wwhile the y-data are generated by the formula:

y=InV, - aD<1b + noise, where thea and b (and therin(Vp) ) values are the optimal values

retrieved above for the given real sample, whike tioise is a Gaussian noise with standard

deviation coincident witho,.... Then for each of the 80 fictitious samples aceaf the

optimal a andb values is carried out using the same procedutewel to find the actual
optimal values (i.e., by maximizing the determinattoefficientR? of the regression line) . In
this way, a list of 80 pairsa(b) are retrieved. For each of these parametesslitein possible

to evaluate both the mean and the standard dewialiee coincidence of the two meaas
and bwith their respective ideal values is a test foe goodness of the optimization
procedure. This coincidence has been successfuidlyfiad in all our Monte Carlo
simulations. Given that, the standard deviatidmaf ts the uncertainty associated to the above
mean values) appears to be the best estimate rdasth error to associate to each of the

actual optimal values,,, b,,,, and therefore the best estimate of the unceytaissociated to

the entire procedure. This evaluation is an impnosat respect to the estimation obtained
using a simple propagation error formula.

4) Optimal Vo is calculated by the linear fit of Eq.2a using ther a,, b, . The error

affectingV, is obtained by evaluating the standard errorrenregression line intercept (

In(Vo) ) and then applying a simple propagation erramfda.

For what concerns the second improvement, thdteistudy ofa,b variation as a function of
columnar water vapor amount , it is evident thatea,b are supposed to depend on vertical
profiles of temperature, air pressure, and moisther “seasonal” estimation is incorrect,
since seasons are only a rough subdivision of #wr,ymarked by changes in weather,
measurement environment, and hours of daylightréfbee a,b were provided for several

water vapor classes and their number their threshalill be described in Sect 4.
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3.1 Preliminary check of dataset

Simultaneous measurements of sun-sky radiométand independent datasét were
selected for the application of Egs. (2a) and (2lll)the estimations oV within 15 minutes
before and after measurements of sighalere taken, and all the values mfand 7z within
the same intervals were selected and averaged3@+arinute time-intervals. The present

method was applied in the range of solar elevaiyle yieldingn < 8.

A preliminary check on the quality of each dataga$ performed as follows:

1. Data corresponding tg, (940 nm) > 0.4 are rejected.

In the present study the cloud screening is perdriny selecting only measurements whose
RMS deviation between measured and reconstructéfiseli sky irradiance, in the
wavelengths devoted to aerosol study, is lower 8%nThis criterion assured the rejection of
cloud-contaminated direct and diffuse irradianceasoeements, but it could not exclude the
contamination of high and thin cirrus clouds. Bethg maximum average value af, (500
nm) about 0.6 , and considering the correspondalges of Angstrom exponent, it is likely
that data having, (940 nm) > 0.4 are contaminated by clouds, andhisrreason they must

be rejected, even if some good data will be probhdsit .
2. Data taken before 13:00 local time from Octobevty were rejected.

During these months the behaviouryofs x appears very often not linear, as shown in Fig. 3.
In these cases two separate behaviours can benieedggenerally one in the morning and
one in the afternoon. This is likely related to thet that in these months and in this time of
the day (conversely to summer season) more tinmeésled to break the stable conditions
characterizing the low atmosphere after the noalurnoling period. As a consequence, the
vertical distribution of water vapour is anomalotespect to the profiles generally used in the
in the development and/or initialization of reta¢vmethods (e.g. microwave radiometer,
GPS, SHM) and an error can be introduced in thenatibn of W. For these months we
decided, as first approximation, to select only sae@ments initiating from 13:00 local time

in order to reduce the problem to a linear behaviou

3. A statistical selection was applied to discardietg with deviation greater thana2

from the regression line.
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4 Parameters estimation

Because a andb are supposed to depend on the vertical distribubiothe columnar water
vapour and then on its total amount: i) the entearly independentV dataset was divided in
four classes: [0-10] mm; [10-20] mm; [20-40] mn® B0] mm; an overlap between classes of
+1 mm has been considered for the thresholds d¢f elass; ii) the procedure was applied for
each class with the aim of providing water vapdependena andb. The choice of a larger
interval for the third class is strictly relatedttee need of having a great number of dataset,
comparable or greater than the other three classes

Two different independerw datasets were used for the retrieval of calibraiarameters: i)
W from GPS receivers, ifV from SHM. The first choice is headed by the coesation that
GPS is actually able to provide the more high dquatistimation ofW, even if a small
dependence on vertical profile of temperature aatekwapour needs to be corrected by an
empiric relation generally retrieved from the locéimatology (Shoji Y., 2013; Ortiz et al.,
2011; Bevis et al., 1992). However it is not yetywveommon finding GPS estimations close
to measurement sites, neith&f from radiosondes taken over a large range of stdaith
angle, as in our case for Tateno station, wherg onk radiosonde launch is performed
during daytime. In this case the Surface Humiditgtivbd (SHM) can be used.
MWR in Chiba and RDS in Tateno were used for vaiindpathe results.

1) W from GPS as independent dataset

As already stated in Section 3, two stations eqdppf GPS receivers are available
close to Chiba University. A preliminary comparisbetween their result8\Gps1 ,
Weps) showed a difference always below 1% for all tleairf classes with the
exception of the third class where it was fount¢o2%. We decided to u¥é;ps,as
independent dataset for the application of the odiilogy, andWgps: for estimating
the error affecting the retrieval of water vapanfr sun-sky radiomete¥\).

i) W from SHM as independent dataset

The SHM consists in estimatingV dataset using surface-level observations of
moisture parameters that are much more common thase performed with
radiosondes or microwave radiometers. AccordindHay (1970) there is a linear
dependence between precipitable water cont@\) and water vapour partial

pressures [hPa] at the surface, expressed by Eq. 5

WSHM = Cl |]30 + C2 ! (5)

10
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where the quantitg, is calculated as the product of surface relatiility f, by the
saturation water vapour pressue€Ty) [hPa], calculated as a function of surface
temperaturely [K] according to the following Lowtran code fornau(Kneizys, et al,

A @(18.976614.9595#«2.4388&) 1 -6

W, [R(T, (10°

1983): E(T,) = , where A=27315/T,, R=8.31410"is

the gas constant [erg/(mole K)] avd, =  18@2the molecular weights of water
vapour [ g/mol]. Estimation of coefficientgy andc, can be found in the literature,
from different daily or monthly data-sets and frearying numbers of measurements
and sites (for example Hay 1970, Tuller 1977, Gy 1996, Liu 1986)Wsym, as
defined in Eq. 5, was estimated usmgandc, coefficients taken from Yamamoto et
al. (1971). They retrieved an empirical formula foe relation betweeWsyy andey
(Eq. 6) using aerological measurements taken betw880-1970 at several Japanese

stations, during clear sky conditions
0.14[e,, for e,<15 hPa
W,y =40.18&, -0.60, for 15<e,<25 hPa (6)

0.23&,-1.85, for e,>25 hPa

The SHM is able to provide reliable estimation oégpitable water content when
vertical humidity generally decreases as a functibheight in a nearly exponential
profile, but this assumption is not always verifiddndoubtedly an error iWsyy
estimation can affect the validity of Eqgs.(2), b precipitable water content amount
by sun-photometric observations¥{) can be derived accurately through Eq. (4),
unlessa andb coefficients are too far from reality, as it Wik discussed in Sect.6.

Calibration parameters, b andV, for eachWw class retrieved using boWgps, andWspy are
in Fig 4 and Table 2. In Fig. 5 plots of the type@dified Langley for each of the four water
vapour classes, in the case\8kpsz are shown.

As expected the uncertainty on the determination afidb parameters is greater for the case

of SHM due probably to the lower accuracyWyv estimation. However in all the classes

11
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for both use ofVsps2andWspym the uncertainty is below 3% and 5% foand below 9% and
14 % fora.

Looking at the water vapour dependence ofaftreandV, parameters in Fig. 4, is particularly
noticeable that their behaviours are somehow cdedesince the increase of one parameter is
balanced by the decrease of another. This is dtleettact that in the applied methodology of
maximization these variables are not calculate@peddently one from the other. It implies
that the slight dependence W§ on the water vapour class is a fictitious tenderanyd
therefore, at the present stage, the retri&eshould be considered as an effective calibration
constant whose temporal variation could not betedlato a real instrumental drift.
Nevertheless its total uncertainty (estimated asstandard deviation of the values divided to
their mean) resulted to be about 6% and 7% resdgtivhenWsps,andWsyy are used, that

is slightly largest than the maximum uncertaintyriesed by AERONET at Mauna Loa
Observatory (5%).

A comparison between the two methodologies showgenaral good agreement atindb
values that are always within the estimated emuith the exception of the first class where
the SHM provides too low value bfand consequently an high valuesof

The behaviour ob anda as function of W is nearly parabolic with an opposite curvatureés It
worthwhile recalling that the parameiris the absorption coefficient of the water vapor
band within the range 930-950 nm, weighted by Isghctral curves of interference filter
transmission and sensor responsivity, and bhet dependent on the intensity of the band
within the spectral interval covered by sun-skyioatkter filter centered at 940 nm. The
mutual correlation betwed, its vertical distribution and the temperaturetieat profile can

affect both the parametar( because of the broadening of the absorption &sevell ad.

We observe that the lowest and highéstlasses have a similar behavior. Such boundary
classes, conversely to the other atmospheric gihgtare characterized by a trapping/of
due to winter inversion ( in the first one) andthg occurrence of convection (in the forth
one), that favors the development of a verticalctre having one well mixed layer at the

bottom and a rapid decrease upward.

In order to test such hypothesis using the availaddiosonde vertical profiles, we introduced
two indices to describe th# vertical distribution and having different senstiy to the shape
of the distribution. One indeXPE0) is the Pressure at which is found 50% of tot&/. The

second index is the pressure P weighted for thengipatio valueg, (PQ) as in Eq. 7:

12
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z=1,N

where N is the number of vertical available measam, taken below 100 hPa with the
threshold that there are at least 16 vertical nreasent to obtain a good quality

radiosonding.

PQ index shows a greater sensitivity to the preseriagell mixed layers respect to tib0
index, beingable to discriminate (the total amount \&f being equal) if water vapor is
distributed within one layer or homogeneously altmgentire vertical. In the former ca€
assumes values lower than the latter case. Consityjtiee analysis of the differencB%0 —
PQ) will assume higher values when tévertical structure will be characterize by onelwel
mixed layer at the bottom and a rapid decrease pwa Fig. 6 the quantityR50 —PQ,
averaged over the same fabkclasses analyzed in this study, is shown. lvidemnt that in
the first and fourth class the index has the saef@vor, as it happens farandb in Fig 4,

validating our hypothesis.

5 Water vapour estimation

Once the optimal parameteeslf) andV, are estimated for each of the selected water wapou
classes, a calibration table proper of the site a@ihthe instrument under study, is made
available Wr can be instantaneously calculated as in Eq.4yubis table, as soon &s(940
nm) andt, (940 nm) measurements are performed. To retrieeenvater vapour content, an
iterative procedure has been set up as followsfori)eachV (940 nm) andt, (940 nm)
measuremeni)\p is calculated using the four set of paramet@rgaich of the foul\s values
falls in one class of water vapour: when at |elastd of them converge within the same class,

the pertinent parameters to be used for the cumeaisurement are identified.

We was calculated using both the independent datdsets GPS Weicps) and SHM
(Weisuv) and the errors affecting the retrievaldWe%) were estimated by a comparison
againstWeps: . The calculated absolute median percentage éifter (shown in Table 2)
varies from 1% to 5% foMVp,gps.and from 1% to 11% fofNe/sHm.

The comparison betweafk,cps2andWeisyw (Table 3), showed a very high total correlation

(0.99), and a median percentage difference varfyimg -0.4% (for the fourth class) up to -
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9% (for the third class), although always withie #&rrorAWe,;spm A general underestimation
by Weisum is observed. The most unexpected result is thal sfifference between the two
We estimations in the first class, where conversaly tetrieveda,b parameters are very

different. This topic will be deeply discussed iec8on 6.

Before validatingWe retrievals against MWR or RDS, we checked the gesd of these
former water vapour evaluations respect to GPSc{fspally Wepsa being closest to Chiba
University where the MWR is located) that, as alseatated, is actually the methodology
providing the higher quality estimation ¥t Figure 7 a) and b) show the scatter plot\Vabs,
versusWikps andWuwr, respectively. The disagreement with radiosondiages from 1% to
10% (being the higher value for the fikat class) with a general overestimation from RDS.
Conversely the comparison agailgiwr highlights a bias respect Wspsz almost constant

for all the classes, and expressed by the lindatioaship W, = 099W,,,r + 334 We

decided to correct MWR estimation by shiftidgwr values according to this formula. After
the correction the disagreement betw®émns and Wywr was found to vary from 1% to 19%
whereas the disagreement betw&éps,and Wywr was found within 1% to 6%, being the
higher value for the firsiV class.

The validation of the proposed methodology wasgeeréd by comparing\kb;spm against the
correctedWuwwr Wkps and Wepsz Whereas\Wecps, Was compared only against the formers
two. Simultaneous measurements within £ 15 minated + 1 hour respectively were
selected. It must be taken into account that ®ys measurements taken at 9:00 local time
can be compared withp estimations. Scatter plots W,cpszandWesym versusWiuwr Wrps
andWgps.are shown in Fig. 7¢)-g) and the correspondingetation coefficients and median

percentage differences are indicated in Table 3.

Weicps2 andWespyw were found to be very well correlated with b&dilywgr Wkps andWeps2
(total correlation varying from 0.97 to 0.99). Theedian difference betweéNpcps2 and
Wuwr showed a very good agreement always within thegmeage errodWp . The same
results are found with the comparison agaiigts with the exception of the first class were a
difference of -7% was found, with a slight underaation of Wp,gps2respect tdlVgps (0.60

mm).

The median difference betwe&W;syv and Weicps2 Showed a very good agreement always
within AWpk;syw The comparison againgtwr and Wkps highlighted an underestimation by

Weshm in the secondV class (-1.34 mm) and in fir$¥/ class (-0.50 mm) respectively. It is

14
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worthwhile noticing that for the third class thegast disagreement was found ( -9%) showing
an underestimation fromive;suv of about 3 mm, but this class is also charactdrizg the
greatesWe (11%).

In order to validate and verify the improvementsught by the principal assumption of the
proposed methodology, that is the dependence,ob from water vapour amount, a

simulation of the transmittance was performed usingdiative transfer code written by A.

Uchiyama. The code calculates the atmosphericrrét@nce using a correlated k-distribution
method with band with 10 nm, that is a good appration for our study. The data base of
correlated-k distribution was calculated based ¢FRAN data base using line-by-line code.
The code takes into account the curvature of tith eand the refraction of solar path, and
does not include aerosol and cirrus clouds. Therfiesponse function of the PREDE POM
02 was sampled; six original atmospheric modasfiMcClatchey’s (1972) (tropical, mid

latitude summer, mid latitude winter, subarctic suen, subarctic winter, U.S. standard
atmosphere 1962) and four modified profiles obtéibg reducing the column water vapour
of one tenth, were used to calculate the transnuétat 10 different hours in order to simulate

a large range of path length. 100 pairsmo¥W and simulated transmittancé €& g XMW )

were obtained and used to calculate by a fittimgedure the following parametees=0.141,
b=0.626 (Table 2).\, was calculated using the Type-2 modified Langleyliad to five days
having a smoothed water vapour diurnal time patterd daily average values covering the
range between 5 to 35 mm. Their mean value anddatdndeviation was performed to
calculateVs = 2.33 -10 (mA) with an uncertainty of 3.5%as, bs and the meaivys value
resulted to be comparable with values providedheySHM methodology in the class having
the highest water vapour content (Fig. &). bs and Vys were therefore used in Eq. 4 to
estimate the columnar water vap®iy

The improvement taken by the hypothesisagpfb pairs dependent oklV respect to the
commonly used assumption of fixed b values, was evaluated by comparing béthand
Wheps2 (that is the best estimation obtained from theppsed methodology) against water
vapor measured by GPS, being the most accuratevadtiof W. For this comparisolVsps:
was clearly chosen. Results (Figure 8) show thatlitheW classes the agreement willzps:
improves when the hypothesis of variahlébis assumed. This important outcome validates
the goodness of the proposed methodology and hgbtgl the capability of the presented
methodology of monitoring the time changeachndb values, during years, on each site and

then monitoring the instrumental condition.
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6 Discussion

Looking at the water vapour dependence ofafiieandV, parameters in Fig. 4 it is noticeable
that theb value for class [0-10] (and therefore ass@andV,) from SHM are too different (in
particular too low) respect to the value retrievesing Weps2 as independent dataset.
Nevertheles$\Vksuvm andWe cpsofor this class are in good agreement with a mediierence

of 3%. To explain this effect, a study of the Jaaa elements from the derivative of Eq.4 for
the coefficientsa andb has been performed. The analysis showed that tobida for thea
coefficient is approximately 3 times the one foe th coefficient, being both negative.
Therefore any sets afandb coefficients can introduce the same errovndetermination, if
the difference between values is up to -3 times the difference betwaearmlues. When this
rule is respected, two pairs afandb can provide exactly the sanv. In our case the
difference between optimdd from SHM and b from GPS dataset is about -1.5 times the
difference between the correspondangalues, and this explains the good accordancedastw

We/shim andWe gpsa

This analysis takes to the conclusion that thew m®n-unique solution in the application of
the SHM, unless we identify which vertical profileswater vapour are able to provide such
low b values during winter time. The problem is likelpked to the non linearity of vs x

during this season, and needs to be investigatadaxt future through simulations studies.

The application of SHM needs the determinationhaf toefficients explaining the linearity
between precipitable water content and water vapattial pressure. In the case under study
we used an empirical formula for the relation betm/ ande, obtained from a climatologic
study typical of Japan, but this kind of study cbabt be always available for every site. One
solution to this problem could be determining tiheper coefficients in Eqg. 6 by using already
existing historical datasets W ande, measured in proximity of the site under studyhis$ is
neither possible, estimation of coefficierds and ¢, can be found in the literature, from
different daily or monthly data-sets and from vagyinumbers of measurements and sites.
With the aim of checking the error introduced it @ppropriate coefficients are used for the
estimation oWspy, the Choudhury (1996) formulation was considef@toudhury examined

a data set consisting of monthly mean value®/@inde, taken at 45 stations distributed over
the entire planet, obtaining the average globalest; = 1.70 andc, = —0.1. The stations
were far from water surfaces, with negligible ughces due to evaporation and transport of
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humid air from marine regions, that are conditior respected at all in the site under
examination.Wsyy calculated by Choudhury formulation, was usedqgs 2a and 2b for
estimating the best, bandV, in each water vapour class, and water vapour fremSun-sky
radiometer \Vpc, where the subscrift stands for discrimination from th&p retrieved using
Yamamoto formulation) was calculated using Eq.4ehr fitting of the scatter plot between
We andWec ( Fig. 9 a) shows an intercept value of -1.22 arstbpe value of 0.92. This result
indicates that even though the application of SHM affect the validity of Egs. 2 when
completely not appropriate parameters are usede&iimating Wsnyy, this inaccuracy

introduces an error mostly consisting of a biasitpe in our case. This is also confirmed by

the scatter plot of the (normalized) time derivasiof theWs andWpc time seriesf% and

A\z/tpc ) in Fig. 9 b). In fact the optimum agreement kedw the two series shows thval

and Wec have the same temporal behaviour. Therefore incdmee when the absolute
calibration ( in terms o0&, b, Vo) is not correct, information from the relative was ofWpc

and its time derivatives can be extremely valuallleing the temporal resolution of
measurements high ( generally between 5 to 10 esjuHowever it is strongly suggested to
not use formulas of linearity betweall and e, obtained for sites with characteristics

completely different from the place under study.

Before having columnar water vapour estimatioasnew user installing a sun-sky
radiometer for the first time must wait to built statistically significant dataset to the
calibration table proper of the site and the insent under study showing the water vapour
dependence of the optimal parametelsandVy,. This time is needed to collect simultaneous
measurement of direct solar irradiance and prestemgerature and relative humidity ( in the
case when SHM method is used) or other indepermdeasurements provided that they cover
the entire range of variability of columnar watepour typical of the site under study. This
gap could be filled at the beginning of operatidns using the method based on the
simulation of transmittance, and data can be leprocessed once the calibration table is
available.

An innovative application of the presented procedrould be the possibility of providing an
estimation of water vapour scale height usitgand the water vapour obtained at the ground

from pressure temperature and relative humidity smesments, provided for example from
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the installation of sensors on the head of the PREfun-sky radiometerin fact
-z
W, =C[W, (& *dz ®)

whereW is the water vapour density at the Earth’s surfageis the scale height (km) and C
is a constant taking into account the unit of meaments conversion. By inverting Eq. 8 it is
possible to determing and therefore providing a sort of vertical profitem an instrument

that typical retrieves only columnar properties.

7 Conclusions

A new methodology for determining columnar watepaa from Sun-sky radiometers
measurements of direct solar irradiance at 940 % Ieen introduced, based on the
hypothesis that the calibration parameters chaiactg the atmospheric transmittance at this
wavelength, are dependent on vertical profiles emhgerature, air pressure, and moisture
occurring at each measurement site. To obtain redidn parameters from the proposed
methodology, some seasonal independent measureofewtter vapour taken over a large
range of solar zenith angle simultaneously with she-sky radiometer measurements, are
needed. In the present paper we used two indepeldeatasets: one estimated from GPS
receivers and the other from Surface Humidity Mdtreocheap procedure, easy to implement
that is able to retrieve columnar W using measurgsnef surface temperature, pressure and
relative humidity. Several aspects were developsegect to the previous paper Campanelli et
al., (2010): the dependence of calibration param@ielb) on columnar water vapor amount
for an entire year dataset; the estimatiora@ndb retrieval errors using a Monte Carlo
method; the goodness and weakness of the SHM exmgrimdetail accuracy, problems and
utility of this methodology.

The behaviour o& andb parameters as function @ was found to be nearly parabolic with
an opposite curvature. The lowest and high¥stlasses have similar behaviour probably
because they are characterized bWavertical structure having a well mixed layer ag th
bottom and a rapid decrease upward. This hypothesssconfirmed by the analysis of the

available radiosonde measurements.

W obtained using GPS independent measurem®éwisps,, was characterized by an error
(MWpigpsy Vvarying from 1% up to 5% where&% from SHM, We;syw , sShowed an error

(AWp/sumv) from 1% up to 11%, depending on theclasses.
18
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The yearly time patter o\ retrieved using both the two independ&litdatasets, was
compared against simultaneous measurements takem foycrowave radiometer, MWR,
radiosonde, RDS, and GPS receivers, showing a ¢otatlation varying from of 0.97 up to
0.99.

The accordance betwe¥®,cpsoand both MWR and RDS was found always within tivere
Mbicpsa With the exception of the first class for RDS wex slight underestimation by
Weieps2 (0.6 mm) was foundWe;sym showed a good agreement with GPS retrievals, away
within the uncertaintyAWe;spyw Its comparison respect MWR and RDS highlighted an
underestimation bWesymin the secondV class ( -1.34 mm) and in the findt class ( -0.59

mm), respectively.

The improvement in thé/, estimation brought by the assumptiorapb dependent ollV was
validated calculating water vapoui\s) by using the most common procedure adopted for
example by AERONET network, that consists in retrig a and b parameters from a fitting
procedure of simulated transmittance versus thdymton\W. We,cps2andWs were compared
against GPS retrievals and results showed a algamovement using the dataset obtained by

the present methodology.

Although the problems connected to the applicatidnthe Surface Humidity Method
(independency of tha,b andV; retrievals, determination of the coefficients exping the
linearity betweenwW and &) We;sum was found in good agreement with the product from
different instruments. In the case when the abedtatibration ( in terms d, b, Vo) resulted

to be not correct, information froMf relative values and time derivatives can be anyway

extremely valuable.

In conclusion we retain that the simultaneous ddbte simulation method and the proposed
methodology can be one solution to make the wasgour product from the sun-sky

radiometer healthy, because the latter methodreamtor the instrumental condition through
estimation of the time change of a and b valuesach site. Moreover the advantage of
having simultaneous measurements of aerosol cleaisticts and water vapour columnar
content with a high temporal resolution and obtdirt®y using only standard surface
meteorological observation for calibrating the instent, can be of great interest to the
scientific community. The present procedure will ipethe next future applied to the

instruments that are part of SKYNET (Takamura amdkdyima, 2004; http://atmos.cr.chiba-
u.ac.jp/) and ESR (Campanelli et al., 2012; hitputv.euroskyrad.net/) networks in which
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web page the open source software will be reledsedll also be tested on AERONET sun-

sky radiometers in order to compare the two metlogfies.
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Table 1Retrieval of \§ for a stable and unstable water vapor time pattases, using type-1

and type-2 modified Langley methods

Vo

June 12

June 13

% Diff

type-1

2.17E-04

2.28E-04

4.1%

type-2

2.23E-04

2.19E-04

-1.8%

Table 2. Number of data points for each classetsmapvalues ofa, bandV, for each water

vapor class and their estimated errors; estimatedrtainties oi\Vp

Classes N. a b Vo< 10% Aa Ab AV*10* | AWp %
(mm) points
(SHM | (SHM | (SHM (SHM (SHM | (SHM (SHM (SHM
GPS2)| GPS2) | GPS2)| GPS2) | GPS2)| GPS2)| GPS2) GPS2)
[0-10] 601 |0.218 |0.52 2.49 0.027| 0.02 0.02 3
728 |0.138 | 0.63 2.21 0.012| 0.02 0.02 5
[10-20] 643 |0.143 | 0.60 2.09 0.018| 0.03 0.03 7
712 |0.161 | 0.59 2.39 0.012| 0.01 0.02 1
[20-40] 977 |0.166 |0.60 2.39 0.020| 0.02 0.04 11
1210 | 0.165 | 0.59 2.44 0.009| 0.01 0.01 2
[> 40] 476 |0.142 |0.62 2.34 0.020| 0.02 0.03 1
811 |0.125 | 0.64 2.17 0.008| 0.01 0.01 1
Fixed value
from 0.141 | 0.626 2.33
simulation

23




1
2

Table 3. Correlation coefficients and median ddfese amongNe/sum Weicpsa W,

radiosondes.

R? ( Nooints) median difference(mm) ; median % diff
Classes (mm)| We/simWkps | Weisiv , Wiwr | WeishimWeps2| Weisim Wsrix | Weishive Weos | Weisie Wiiwr | WeisiveWaeps2| WsrixWeigpst
WhicpsaWkos| Weicps2, Wawr | Wsrix Weps2 | WeicpsaWsrix | Weigps2-Wrps| Weicpsz VWviwr Wh/shv We/Gpst
Wskix , Weps | Wsrix, VWwr Wh/sim Weicps2| WskixxWrps | Wsrix- Wivwr
[0—10] |0.69@7) 0.59(2477) 081(2716) | 0.97 (2716) 0.58,-9 0.25.3 0.16:3 0.94,15
0.64 (44) 0.51(2182) | 0.84 (2440) | 0.99 (2421) -0.60:-7 0.10 ;2 0.14; 3
0.64 (44) 0.56 (2201) 0.97 (2716) 0.03:0.4 0.76:11
[10-20] |0.87 (20) 0.72 (2050) | 0.77 (2026) | 0.93 (2050) 0.25:1 1,348 0.84:5 0.22; 2
0.85 (19) 0.79 (1967) | 0.86 (2236) | 0.99 (1967) -0.05:-0.3 0.15:-1 -1.03;7
0.86 (23) 0.85 (2259) 0.96 (2050) 10.04:-0.4 0.07:-1
[20—-40] | 0.85 (15) 0.90 (1245) | 0.86 (1225) | 0.97 (1245) 287, 9 2.89;-9 2.79:-9 1214
0.83 (15) 0.94 (1302) | 0.91(1349) | 0.99 (1302) 0.28; 1 0.19; -1 -3.28:-11
0.84 (17) 0.94 (1373) 0.98 (1245) 0.53:-2 -0.80; -2
[>40] | 069 8) 0.87 (582) 0.83(582) | 0.99 (582) 011,02 053; 1 0.47.1 1814
0.40 (10) 0.81 (676) 079 (591) | 0.99 (676) 0.21:-0.4 0.57; 1 -0.37;-0.9
0.47 (9) 0.83 (591) 0.99 (582) 11.55:-3 11.04; -2
All the classes 0.96 (79) 0.97 5537) | 0.98 (5752) | 0.99 (5776) 20.65; -8 1.09:7 0.35.3 032; 3
0.97 (79) 0.99 (5537) | 0.99 (5752) | 0.99 (5776) 0.30:2 -0.01:-0.1 -0.44; -3
0.97 (79) 0.99 (5537) 0.99 (5776) -0.04:-0.4 0.16:-1

and measurements taken by GPS, microwave ratkoraed
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Figure 1. Geographical position of the Chiba statroJapan.
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Figure 2. Water vapour time pattern and applicabbtype-1 and type-2 modified Langley

methods for a stable (right) and unstable (leftfewavapour time pattern cases. A fixed

indicative value ob =0.6 (as suggested by Halthore et al. 1997, foromaband filters) has

been assumed.
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transmittance.
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Figure 7. Scatter plots digps2 versusWikps and Wywr (@), (b) and oMp,cps2 and Wespm

N

versusWuwr Wkos andWeps2(€)-(g). Alternation of greys and black coloursigate the four

3 water vapour classes.
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14  Wpca) and their normalized time derivatives b).
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