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The paper by H. M. Worden ey al. presents a method to predict averaging kernels to 
be used in observation system simulation experiments (OSSE). Since it is not always 
practicable to use the actual averaging kernels in the OSSE, often an over-simplifying 
approach is taken. Worden et al. clearly identify the need of a more advanced but still 
practicable method. Thus their work is highly significant in the context of AMT. 
The method proposed by the authors is adequate and convincing, and as far as I can 
see, the maths behind it is correct. 
Reply: We thank the referee for their careful consideration of our manuscript. 
 
The presentation is, on the whole, very good but I have several comments how the 
presentation possibly still can be clarified: 
Title: The title is very long, and contains some unnecessary but not all necessary 
information. 
a) it is essential to say that the method is limited to nadir sounding. Prediction of limb 
averaging kernels has its own difficulties, e.g. the variable mismatch of the retrieval 
grid and the measurement grid. These difficulties are not tackled in this paper. 
b) I think it is not essential to mention the instrument names in the title (because the 
applicability of the method is more general, and the title is overloaded with acronyms) 
c) Is it important to mention that the observations are multispectral? First, TES is hy- 
perspectral rather than multispectral, and I think these days monospectral atmospheric 
sensors are not very common any more. 
I suggest: "Nadir sounder veraging kernel prediction from atmospheric and surface 
state parameters based on multiple regression". 
Reply: We appreciate the referee’s suggestion and we will change the title to something 
more general. We also point out that it is the combination of TES and OMI radiances that 
make the O3 retrievals used here “multispectral” observations, but we agree that a 
specification of nadir observations is more informative of the overall method. 
 
Abstract l15: The term "training set" is very instructive but it is a technical term in the 
context of artifical neural networks (where, to my knowledge, coefficients of grossly 
nonlinear functions are fitted in order to emulate discrete transitions by continuous 
differenciable functions). Since the meaning of the term "training" is slightly different 
here, I suggest to define it before using it, because, as far as I can judge, although 
instructive and pretty self-explaining, it is no established technical term outside neural 
networks. See also my comment below. 
Reply: We have seen several examples of the term “training set” used along with 
regression analysis, see e.g., Wikipedia. We prefer to keep the term since we think it 
provides the best description of how we are using our data. 
 
Abstract l26: It took me a while to understand the acronym CONUS. I suggest to delete 
it in the abstract (since the acronym is never used in the abstract after its definition) and 
to define it in the body of the paper. 
Reply: Done. 
 



General: The abstract and the body of the paper are quite independent things. Defini- 
tions used in the abstract are not to be referred on in the body. Both must be able to 
stand alone. 
Reply: All acronyms used in the abstract are now defined there as well as in the body of 
the paper. 
 
p2754 l. 15: In Rodgers 2000 the method is called "maximum a posteriori". The term 
"optimal estimation" refers to the paper of Rodgers in 1976 in Rev. Geophys. 
Reply:  Rodgers 2000 discusses other options than just the MAP approach, and we 
would like to keep this description general in terms of the choice of constraints. We have 
changed “optimal estimation approach” to “optimal inverse method” to be more 
consistent with the title of the book. 
 
Eq 1: Aren’t the "x" vectors? Then they should be bold face italic (see 
http://www.atmospheric-measurement-
techniques.net/submission/manuscript_preparation.html) 
Reply: Changed to bold face italic 
 
Eq 2: subscripts intentionally in bold face? 
Reply: re-wrote equation to make sure subscripts are not in bold face. 
 
Eq 3 and p2755 l4: Isn’t F a vector rather than a matrix? Then it should be bold bace 
italic. 
Reply: Changed to bold face italic 
 
p2756 l10: SVD is not defined in the body of the paper, only in the abstract. The defi- 
nition in the abstract is obsolete, because the abbreviation is not used in the abstract. 
I suggest to delete the abbreviation in the abstract, and to add the definition of the 
abbreviation here. 
Reply: Done. 
 
p2758 bottom: I can understand what overlapping AKs are, but what are highly cor- 
related AKs? Is this a sloppy wording for "overlapping AKs cause highly correlated 
retrieval errors" or something like this? Rewording is appreciated. Of course one can 
calculate covariances and correlation coefficients between two AKs, but what is their 
meaning? I find this statement confusing and find the statement on their overlapping 
nature sufficient. 
Reply: We were implying that the retrieved information is not independent (i.e., 
correlated) as indicated by the broad, overlapping AK rows.  We will re-word this as 
follows:  “However, the number of retrieval levels is usually many more than the DFS of 
the retrieval, with highly correlated retrieval errors as demonstrated by the broad, 
overlapping rows of the AK.” 

 
p2760 top: I suggest to insert: "The averaging kernel prediction scheme used here 
uses a regression function. In analogy to artificial neural networks terminology, we call 
the data set used to infer the coefficients of the regression function ‘training set’. The 
training and test ..." 
Reply: We appreciate the suggestion for a useful analogy. Done. 



 
p2762 l2/3: It is correct that the predictors are not independent (because of the error 
correlations between them, i.e. because the predictors are not an orthogonal system, 
and possible null spaces in the coefficient fit) but it confuses me that the contributions 
of the predictors are not always a "linear combination." Doesn’t this statement con- 
tradict Eq. 5, which is a linear combination? Perhaps the statement is based on a 
notion where "linear combinations" are directly linked to a vector space with linearly 
independent basis vectors. But I think the term "linear combination" is often used in a 
wider sense. Isn’t the definition of "linear dependence" that non-trivial "linear combina- 
tions" (sic!) can yield zero? Doesn’t this definition imply that "linear combinations" also 
exist in linearly dependent systems? I might have missed the point here but clarifica- 
tion of this issue would be appreciated, or just delete the statement "are not a linear 
combination". 
Reply: We were referring to a linear combination in the contribution to the CO and O3 
error metrics used to evaluate the performance of the predicted AKs, but we agree that 
this was not clear and also confusing given Eq. 5. We will delete the statement as the 
referee suggests. 
 
Eq 10-12: Somewhere it should be said that the x represent the log_10 of the VMR. 
It is said above Eq 6 that the MOPITT retrieval is performed in the log_10 space, but 
this does not imply automatically that the x used in the formalism presented here also 
is log_10(VMR) (Experts, of course, know, but...). Either write on p2761 l24: "MOPITT 
uses x = log_10(VMR), or define x on p2764 l17 
Reply: we have changed the text prior to Eq. 10-12 to read “Since MOPITT uses x = 
log10(VMR) in the CO retrieval and TES/OMI uses x = ln(VMR) for O3…” 	
  


