
Author’s reply to comments of reviewer #2 in AMTD

The authors would like to thank the constructive comments made by the 
reviewer and the time he/she took. Below please below find the responses. 

All changes made to the manuscript are marked in yellow.

Author’s replies are marked in green 

We finally propose to not publish the DIAL data as we found that the 
error introduced  by not normalizing is too large to be able to have a 
useful interpretation of the data (see section 2.5 below). We think that 
this is a reasonable thing to do as this does not degrade the quality of 
the paper but on the contrary increases it, because it is less convolved 
and the take home message is clearer. Some replies have become 
redundant but we have kept some of them nevertheless. Of course, we 
need to change the paper title accordingly.

Begin of comments

The study is of considerable interest to the volcanology community because it 
discusses two rather new techniques for quantitative determination of CO2 
concentrations and fluxes: the DIAL and the dispersion modelling. In principle,
the combination of the two approaches might in the future be used to 
determine the CO2 flux emitted from a diffuse degassing region, an 
application that I believe the authors fail to mention but should be touched 
upon, as it lends additional importance to their study.

Reply 1: 

Changed last phrase of manuscript “(…) an Eulerian dispersion model and an 
optical remote sensing instrument  represent complementary techniques for 
determining CO2 fluxes in regions with non-uniform degassing, such as CO2 
storage sites or volcanoes.”

2.1. Difference in light paths. One  problem  arises  from  the  different  light
 paths  chosen  for  the  two  open- path ‐  instruments.  Though   the  paths
 are  close  to  one  another,  the  fact  that  the  FTIR  path  runs  at  a
 constant  0.5  m  above  the   ground  while  the  DIAL  path  starts  1  m
 above  the  ground  and  ends  at  the  ground  itself  is  unfortunate.   The
 first  meter  of  air  above  the  ground  in  regions  of  diffuse  CO2
 degassing  such  as  Caldara  di  Manziana   is  characterized  by  a  very
 strong  vertical  gradient  in  the  CO2  concentration.  The  CO2  mixing  ratio
 can   approach  100%  a  few  mm  above  the  ground  (or  water)  surface,



 decrease  rapidly  and  reach  practically   background  concentrations  at  1
 meter.  Since  this  gradient  is  caused  by  diffusion  of  CO2  into  the   
background  atmosphere,  it  is  not  expected  to  be  constant,  but  rather
 exponential  in  first  order   approximation.  Therefore,  an  instrument  aimed
 at  the  ground  will  be  extremely  sensitive  to  degassing   occurring  near
 the  point  where  the  light  path  touches  the  ground.  At  the  same  time,
 the  sensitivity  to   degassing  occurring  at  the  instrument’s  location  1  m
 off  the  ground  is  negligible  in  comparison. 

Given the different optical paths of the two instruments, it is unclear to me 
whether one should even expect consistent CO2 column amounts. It probably
depends upon the spatial distribution of degassing sources along the light 
path. If a single significant source (in this case perhaps the water pool) were 
located in the center of the light path where both instruments’ views are 
approximately at the same height above the ground, then yes, a consistent 
measurement would be expected. However, if the main source is towards one
end of the path or the other (as appears to be the case in your experiment), I 
would expect a significantly higher value for the instrument with the lower path
at that location (in your case the DIAL). Given the spatial inhomogeneity of 
diffuse emissions in the crater, I expect this will be hard to work out. However, 
I believe that some sort of treatment of this issue is needed because if one 
simply assumes a spatially homogeneous soil emission along the path and an
exponential decay of CO2 concentration with height above ground, the CO2 
values obtained along the two different light paths would not be expected to 
be the same.

First of all, we agree. We should not a priori expect a match. Also, I have to 
make a correction/clarification. Since for path #1 the DIAL light path ended (a 
few m) behind the IR source the region of overlap is in the second half of the 
path. This could explain why the measured CO2 concentrations somewhat 
agree, that is, their trends agree, apart from the strong small scale increase 
seen by the FTIR at places. This also could explain that the CO2 
concentrations sensed by the DIAL are not systematically higher than those 
from FTIR.  

We fully agree about the vertical gradient of CO2 mixing ratio and it should 
experience more consideration in the manuscript. We actually modeled the 
CO2 mixing ratio for heights different from 0.5 m . See reply for 2.2.

We also agree with your point that since line of sights cross not at the main 
CO2 vent and given the otherwise diffuse and inhomogeneous CO2 emission 
it is hard to work out a precise CO2 distribution, at least with the dispersion 
model we have. 

 

2.2 Assessing  the  importance  of  a  vertical  CO2  gradient

One  very  simple  approach  to  assessing  the  magnitude  of  the  vertical
 CO2  gradient  and  its  importance  for   the  study  is  to  look  at  measured



 concentrations  as  a  function  of  height.  The  authors  mention  that  at   
least  one  such  measurement  was  performed  above  the  water  pool
 (page  4332,  line  15).  Please  show  the   results  of  this  measurement  in
 the  manuscript.  What  was  the  range  of  heights  that  were  included?
 How   did  the  CO2  concentration  vary  with  height?  Were  any  other
 such  measurements  performed  in  the  area?   Perhaps  some  general
 assumptions  about  vertical  gradients  could  be  gleaned  from  these?  

We clarified now that we didn’t actually measure the CO2 gradient over the 
pool but just the integrated amount of CO2 in a cross section of the pool’s 
plume in order to estimate the contribution of the CO2 emission from that 
vent, beside the diffuse degassing area The corresponding phrase is changed
in 3.1: “Highest values were measured in the vicinity of the water pool (CO2 
vent, Fig. 2) where we estimated a CO2 emission rate of 6.3 t d-1. This value 
was determined by multiplying the integrated column amount (in ppm_m2) 
over a cross section of the pool’s atmospheric plume (perpendicular to the 
plume transport direction) by the plume transport speed. This value was 
determined by multiplying the integrated column amount (in ppm_m2) over a 
cross section of the pool’s atmospheric plume (perpendicular to the plume 
transport direction) by the plume transport speed.”

Another  approach  to  evaluating  the  importance  of  the  vertical  gradient
 in  CO2  concentration  might  be  to   look  at  the  model  predictions  for
 change  in  concentration  with  height  above  the  ground.  Unfortunately,
 though  the  authors  state  that  a  three- dimensional ‐  CO2  map  is
 produced  by  the  model,  no  vertically resolved  modelling  results  are
 given  or  discussed.  Somewhere,  rather  late  in  the  manuscript,  the
 author   mention  that  the  vertical  resolution  of  the  model  is  0.5  m.  My
 feeling  is  that  this  may  not  be  enough.   The  authors  are  encouraged
 to,  if  possible,  increase  the  vertical  grid  resolution  in  the  lower- most‐
 meters   above  the  ground  to  try  to  capture  the  vertical  concentration
 gradient.  At  least  this  way  the  importance   of  the  effect  could  be
 assessed.  In  principle,  the  DIAL  light  path  might  even  be  sampled  out
 of  the   vertically  resolved  model  data  if  multiple  heights  were  available
 along  the  path.

This comment is very pertinent. First of all, we specified now the vertical 
resolution of the model, whose spacing ranges from Δz=1.5 m to Δz=0.5 m in 
the lowermost layer of the computational domain in order to better detect 
near-surface gas concentration gradients 

The vertical resolution  of 0.5 m is the typical maximum vertical resolution for 
this model, as a right compromise between calculation time and accuracy of 
results. 

 We add this after “The computational domain is 1.0 km × 1.0 km with an x 
and y grid spacing of 10 m:  “The vertical grid resolution ranges from Δz = 1.5 
m in the uppermost layer (4.5-6.0 m) to Δz = 0.5 m in the lowermost layers 
(from ground level to 4.5 m). This spacing represents a reasonable 
compromise between computational time and necessity to better detect near-
surface gas concentration. Using the average data recorded by the local 
meteorological station during the field work the CO2 temperature was 
assumed to be constant and equal to 24°C on 15 October (path #1) and 21°C 



on 16 October (path #2). The DISGAS code assumes an initial CO2-free 
atmosphere and thus yields values of CO2 concentration in excess above the 
local background CO2 concentration of 370 ppm, as measured during the 
fieldwork far from the main degassing area.”

In order to assess the importance of the vertical CO2 gradient we looked to 
the model predictions for changes in concentration with height above the 
ground. We added a new Figure (Figure 5) showing typical CO2 vertical 
gradient under different wind and atmospheric stability conditions. Despite 
these variable conditions most of the gradient curves  clustered inside a 
restricted region suggesting common characters. We have discussed the 
possible inferences of the vertical gradient on the measurement’s 
procedures : Another factor that may cause mismatch between 
measurements and modeled values could be due to the incorrect assignation 
of the quote of the instrumental path in comparison with the quote selected to 
cut the modeled series. In order to verify this possibility we looked to the 
model predictions for changes in concentration with height above the ground. 
Figure 5 displays 11 modeled CO2 concentration gradients at heights from 0 to
6.0 m (one gradient every 10 minutes of the simulated timespan, see Fig. 4a). 
As expected, the CO2 concentration decays exponentially with height 
following the general equation:

y = a * exp(–bx) 

where y is the height (in m), a (in m) the maximum altitude reached by the gas
plume, i.e., the height where the plume density tends to reach the air density, 
x the air CO2 concentration (in ppm), and b (in ppm-1) indicates how the CO2 
concentration decades with height. It is worth noting that the atmospheric 
layer affected by the gas dispersion ranges typically from 11 to ~70 m 
(parameter a in the inset of Figure 5 referred to curves of the gray region), 
except for particular wind conditions (e.g., high-speed winds blowing from W 
and SW), which favor the raise of the plume up to 200-400m (curves 1, 2, and
9 in Fig. 5). As a result of this exercise, an imprecise assignation of the 
measurement quote of a few centimeters leads to a rather weak variation of 
CO2  concentration by a few tens of ppm.

2.3. Assumptions  made  for  the  modeling  study  

It  appears  to  me  that  the  expected  accuracy  of  the  dispersion  modeling
 is  likely  very  dependent  on  the   accuracy  of  the  initialization  of  the
 model.  It  seems  that  quite  a  few  assumptions  must  go  into  the   
initialization,  a  number  of  which  are  not  currently  mentioned  in  the
 manuscript.  Parameters  that  are   mentioned  include  the  topography  and
 soil  flux  (from  the  accumulation  chamber  survey).  Also,  the   authors
 mention  that  the  wind  speed  and  direction  are  given  by  a  meteorology
 station  located  within   the  model  domain.  However,  this  meteorology
 station  only  measures  wind  speed  and  direction   (averaged  over  2
 minutes)  at  a  single  point  in  space.  How  is  the  rest  of  the  model
 domain  initialized?   Surely  not  all  points  are  initialized  with  the  same
 values,  or  are  they?  Also,  what  about  the  influence  of   ground
 temperature?  I  can  imagine  that  the  temperature  of  the  soil  (and/or



 water)  could  significantly   influence  air  flow  at  the  small  scales  that  are
 considered  here.  What  other  assumptions  are  made  in  the   model
 study?  Which  effects  are  omitted  and  why?

We agree partially with this comment. The term “Eulerian” includes some 
basic assumptions of the employed model. Moreover,  we opted to refer to 
proper literature (Costa et al., 2005; Granieri et al., 2013, 2014), in which a 
fully dissertation on the already applied and published model is reported. 

In any case, for the benefit of the reader and to dispel the reviewer’s concern ,
we specified now that “DISGAS is coupled with the the prognostic mass-
consistent diagnostic wind model (DWM, Douglas and Kessler, 1990), which, 
starting from observations, generates the wind field at each node of the 
computational domain accounting for the effects of lifting and acceleration of 
the airflow over terrain obstacle.” (beginning of section 2.2).

Moreover we now clarified that DISGAS code considers the gas source as 
isothermal (line…page..) and we reported the employed values for both 
timespans (T=24 °C on 15 October and T= 21 °C on 16 October, derived by 
recordings  of the local meteorological station). This is a reasonable 
assumption in consideration of the small timespan of both recordings.

2.4. Dealing  with  different  time  resolutions  of  the  individual  techniques  

Clearly,  the  different  techniques  compared  in  this  study  operate  at
 different  time  resolutions.  The  DIAL   obtains  a  measurement  every
 couple  of  seconds,  the  FTIR  takes  a  few  tens  of  seconds  and  the
 model   only  gets  a  result  every  2  minutes  because  this  is  the  time
 resolution  of  the  meteorology  station  used  to   initialize  it.  This
 difference  in  time  resolution  is  mentioned  frequently  throughout  the
 manuscript  and  in   places  is  called  upon  to  explain  differences  in  the
 results  (e.g.  page  4336  line  20).  After  reading  the   manuscript,  it  is  not
 clear  to  me  how  this  difference  in  sampling  rate  can  cause  significant
 differences  in   measurement/model  results.  If  a  range  of  wind  speeds
 or  wind  directions  are  encountered  during  the  2   minutes  integration
 time,  wouldn’t  the  model  results  still  approximately  correspond  to  the   
measurement  results  averaged  over  2  minutes?  Could  you  please
 explain  this  in  more  detail?  

The DIAL series has been removed from the manuscript.

 The data logged by the meteorological station are acquired at selected 
interval (e.g., 2 minutes in our recordings) but they aren’t an average over a 
desired time. This is undoubtedly a limitation of the station that we used in this
experience.

2.5. How  consistent  are  the  measurements  really?  

Another  issue  that  I  feel  is  not  adequately  addressed  in  the  manuscript
 is  the  question  of  how  well  the   results  really  compare  to  one  another.
 For  an  paper  titled  ‘intercomparsion’,  I  find  it  odd  that  there  is   not  a



 single  figure  plotting  the  results  of  one  technique  against  those  of
 another.  Figure  4  is  all  the  reader  has  to  go  on,  but  the  time  series
 plots  leave  something  to  be  desired. 

Reply 6:

Now obsolete. 

Maybe I misunderstand, but it would be redundant to have 3 plots (FTIR vs. 
model, DIAL vs. FTIR, DIAL vs model). Therefore it is all in one plot. For me 
this is a bit like comparing 3 pencils and pick the longest one. I would put 
them all next to each other and decide, instead of comparing two at one time.

 And  even  though  the   residual  (difference  between  FTIR  and  DIAL)  is
 mentioned  somewhere  but  it’s  not  plotted.    In  my  opinion,  there  are
 some  major  issues  with  the  comparison  between  FTIR  and  DIAL  that
 are  more   or  less  glossed  over  by  the  authors.  They  state  that  the
 measured  values  tend  to  agree  quite  well  when   averaged  over  many
 tens  of  minutes  or  when  looking  only  at  long  term  trends.  This  may
 be  true, but  it’s   not  that  convincing  of  an  argument  because  it  could
 depend  on  some  sort  of  absolute  gain  that  is  set  by   the  user.

Reply 7:

I disagree. The trends, for instance, those we see over minutes do not change
just by introducing an offset, which is what we do to “calibrate” the DIAL result 
with the FTIR result. Of course, this kind of data calibration is not what we 
should do or will do in the future, but this is one of the initial tests only. 

  Where  any  measurements  performed  outside  the  crater  area?  Were
 these  used  to  in  some   way  calibrate  the  DIAL?  

Since  two  different  laser  sources  are  used  for  the  two  different
 wavelengths  (ON   and  OFF),  don’t  you  need  to  somehow  normalize
 the  relative  signals  from  the  two?  In  other  words,  you   don’t  know  the
 expected  intensity  ratio  for  the  two  wavelengths  for  a  given  a  CO2
 column.  There  must   be  some  sort  of  calibration,  and  this  is  what  is
 responsible  for  setting  the  long- term ‐  average  value.  How   was  this
 calibration  performed  for  your  measurements?  

Reply 8: If I understand correctly what you refer to is the baseline intensity 
ratio, that is, finding the correct offset (instrumental offset mainly, i.e. Intensity 
ratio = 1+offset). Yes, we acquired DIAL data at the edge of La Caldara, but 
not together with the FTIR. We could use these to calibrate the DIAL result. In 
fact, I also evaluated these data assuming background CO2 levels to obtain 
the calibration offset. However, the area was still close to La Caldara, so CO2 
levels were likely above background level. Instead, a data calibration was 



done by matching the first value of the time series (The mean would destroy 
systematic differences due to path mismatch etc. and using the first values is 
beneficial to test whether changes are similar). Of course, this may miss the 
true relative offset but we were more interested in trends. This was one of the 
first tests of the DIAL. The purpose was to see if the trends are similar (which,
as we know now, we cannot a priori expect) not so much to compare absolute
values. We see agreeing trends (see replies 7 and 11). We agree with your 
argumentation that slight geometrical mismatches of the line of sights 
between DIAL and OP-FTIR cause severe differences in the measured CO2 
concentrations due to the very strong CO2 concentration gradient. From this 
perspective it is interesting that we see a match between DIAL and FTIR at 
all. A key evidence of this study is that all three approaches (model, OP-FTIR 
and DIAL) indicate a decrease in CO2 concentration after 16:00, when the 
wind direction changed, despite the unfortunate alignment. The main 
message of the paper was to point this out. In other words, the bottom line is 
that despite the unfortunate geometry and a model not at all made for this 
kind of time and length scale and an unvalidated DIAL prototype we actually 
some sort of agreement at all! The degree of change is definitively quite 
different. I agree that this was not an ideal situation to test a new DIAL 
instrument due to uncertain CO2 distribution and uncertain DIAL performance 
at the same time. Please refer to Replies 9, 13 and 15 for further discussion of
this.

Comparing  shorter term  trends  (within  the  instruments’  time  resolution)
 seems  more  interesting  to  me.   And  here  there  appear  to  be  some
 pretty  serious  discrepancies.  For  example,  on  15  October  between   
16:45  and  16:50,  the  FTIR  measured  a  column  amount  between  600
 and  800  ppmm  above  background   while  the  DIAL  showed  no  increase
 whatsoever  above  the  average  value  of  400  ppmm. 

Reply 9: There is a peak at 16:47 which has not occurred before, coinciding 
with the CO2 concentration measured by the FTIR. Moreover, a second peak 
coincides with an increase in CO2 as measured by the FTIR at 16:55. 

As for the short term fluctuations after 16:20, it is unlikely that the DIAL was 
not capable of measuring variations of this order since we have done 
corresponding sensitivity tests with CO2 before (see also Replies 13 and 14). 
The fact that positive changes are averaged out when using the full ensemble 
of 1e5 intensity ratios instead of a fraction of the data only means there were 
negative changes as well as positive, so that on average there was little 
change on scale of the DIAL integration time (2 s and 4 s respectively). 



The figure above shows some raw science data from path #1. The first 50 
samples correspond to OFF wavelength the next 50 to ON the next 50 to OFF
aso. The oscillations are due to atmospheric turbulences. What becomes 
obvious when zoomed in (plot below shows 10 switch states) is the slope 
each state (ON or OFF) exhibits. For many states we can see this slope. If we
compute the ratio between OFF and ON for each sample and average we get 
the flat time series with barely any small scale fluctuation. Now, before we 
compute an intensity ratio we can boxcar the samples, meaning we only 
chose to take the samples between sample 17 and 47, for instance. If we set 
the boxcar such that we chose the first few samples only we get a time series 
that follows the standard deviation in Fig. 4b., if we chose the last few 
samples only we get a time series that is almost anti-correlated to  that one. 
We have no good explanation for this. 

Figure 4bis below shows this result for taking samples between 44 and 45 (2 
samples) per ON and OFF states. 



Figure 4bis

The DIAL follows somewhat the FTIR trend, features some small scale 
fluctuations that are not coinciding with the FTIR data though. This can be due
to the vertical discrepancies in geometry. However, since we do not normalize
the uncertainty of the time series is actually higher than I previously assumed,
namely possibly 600 ppm total column amount. This is why I believe it is 
better to dismiss the DIAL from the paper.

 This  appears  to   be  true  in  several  other  time  periods  as  well.  Could
 you  please  include  a  figure  plotting  the  DIAL   measurements  (perhaps
 smoothed  to  the  time  resolution  of  the  FTIR)  vs  the  FTIR
 measurements?  

Can   you  fit  a  straight  line  through  those?  What  is  the  confidence  of
 that  fit?  Is  the  correlation  statistically   relevant?  

This figure shows a cross plot for the data of path 1 for the last 40 min of data 
using only data between sample 44 and 45 per ON and OFF state (Figure 
4bis above). As expected there is an imbalance for the higher concentration 
from FTIR which are not matched by the DIAL. 



Now  of  course  one  can  argue  that  a  correlation  isn’t  necessarily
 expected  due  to  the  difference  in  light   paths  (see  comments  above).  

Reply 11. Exactly. See also Reply 2. However, I still computed the Pearson 
cross-correlation coefficient, which is (for the data as shown in the discussion 
paper): 

Path #1, 15 October: 0.07 (0.11 all pair, 0.03 with smoothed) (16:00 to 16:18), 
0.09 (0.1 all pairs, 0.11 smoothed) (16:20 to 17:00)

Path #2, 16 October: 0.06 (0.14 with smoothed)

From comparing seismic well logs that have cm resolution with seismic 
surface data that has resolutions above 5 m I know that it is hardly possible to
directly compare data that has been acquired on a very different scale (order 
of magnitude) in a robust manner. Moreover, a cross correlation coefficient 
alone is not always very meaningful. For instance, cross correlation is 
sensitive to phase differences. DIAL and FTIR time series sometimes have a 
very similar trend, but lag each other by tens of seconds, for instance around 
16:07 (decrease by ca. 50 ppm) 16:08 (increase by ca. 50 ppm), 16:26 
(increase by 150 ppm)). This could be simply because a dispersing CO2 
pocket has reached the light path of one instrument, but not yet the light path 
of the other one. Moreover, for instance at 16:37  both DIAL and FTIR see an 
increase in CO2 concentration by ca. 100 ppm within ca. 4 min but at different
rates and from different starting values. All this gives poor cross correlation, 
despite qualitative agreement. 



However,  the  DIAL  doesn’t  seem  to  show  any  change  at  all  above  the
  measurement  noise  during  the  measurements  on  October  15.  This  is
 surprising  and  to  me  indicates   something  probably  isn’t  working
 properly.  

Reply 12: Partly answered in Reply 9. Apart from the decrease in CO2 
concentration after 16:00 (see Reply 7) the DIAL also indicates small scale 
variations by 200 ppm up to 500 (16:47)

Reply 13: We know from sensitivity tests done just before the La Caldara 
measurement that the DIAL instrument is capable of resolving variations in 
CO2 column mixing ratios by ca. 8000 ppm.m corresponding to a variation of 
at least 200 ppm at 49 m distance (length of path #1). 

Given  that  the  DIAL  is  aimed  at  the  ground,  it  would  expect   it  to  be
 even  more  susceptible  to  variations  in  the  gas  flux  (the  ‘pulsing’  that
 you  mention).  

Reply 14: I agree that is should be like this. However, as written in Reply 2, 
the overlap actually was in the second half of that path and influenced by the 
CO2 vent. The area the beam was close to the ground (8 cm or less) was 
behind the CO2 vent though. 

And  the  time   resolution  should  be  even  better  than  that  of  the  FTIR.
 So  can  you  explain  why  you  see  practically  no   variations  on
 timescales  of  around  5  minutes  while  the  FTIR  clearly  sees  these  in
 the  latter  part  of  the   measurement  on  October  15?  

The  bottom  line  is  that  the  data  seems  to  show  that  the  chosen
 calibration  of  the  DIAL  gives  similar   mean  CO2  columns  as  the  FTIR.
 However,  it  also  seems  to  show  that  it  is  incapable  of  measuring  the   
variations  on  the  order  of  400  ppmm  that  the  FTIR  sees.  This  is
 worrisome.

Please see reply 9.

 

3. Minor  comments  and  corrections  



First  of  all,  the  manuscript  would  benefit  a  lot  from  English  language
 proof  reading.  Parts  of  it  are   difficult  to  comprehend  due  to  convoluted
 sentence  structure  and  awkward  vocabulary.  It  is  beyond  the   scope  of
 this  review  to  correct  all  language  related  issues.  

Reply:

The manuscript has been proof read.

  

4 P4328  

L10  The  instrument  “is  undergoing”  validation  studies.  They  are  going
 on  right  now.  

Corrected.

L15  –  What  are  “Volcanic  CO2  amounts”?  please  be  more  specific.  

Changed to “CO2  concentrations at volcanoes”

L17  I  fail  to  see  how  you  would  use  a  dispersion  model  to  simulate
 CO2  

concentrations  in  a  

well mixed   background  atmosphere.  I  don’t  think  you  would  need  a
 model  for  that,  would  you?  

Changed ”In this case, using input data from point measurements to simulate 
column averaged CO2 amounts that are in line with measured CO2 column 
amounts can assumed to be straightforward” to “(…) dispersion modeling 
obsolete “

L21  –  Non  steady?  I  assume  you  mean  variable  in  time?   

Changed to: “variable in time”

L26  –  “The  FTIR  used  HERE  is  a  MIDAC...” 

Added.  

P4329   L10  –  “An  interferogram  is  produced,  which  is...”  

Changed accordingly.



 L11  –  “BY  fitting  ...”  

I am not a native English speaker. First I thought it is bad English, but I have 
seen a few papers where “through” is used instead of “b”y. Anyway, we have 
changed it to “by”.

L12  -  ‐  “path- averaged” ‐  

Changed. 

L16  –  “Many  volcanoes  exhibit  quiescent  degassing...”   

Changed.

L19  –  “Even  IN  good  visibility,...”   

Changed.

L28  –  Corresponding  to  what?  How  about  “slightly  different
 wavelengths”   

Changed accordingly.

P4330  

L20  Here  you  talk  about  the  normalization  with  the  transmitted  laser
 intensity.  Later,  you  state  that   this  was  not  done.  If  it’s  not  done,  you
 don’t  need  to  mention  it  here.  Or  say  that  it’s  normally  done,  but   
couldn’t  be  done  in  this  experiment.  

I have moved the phrase that we did not normalize from below to here. 
Obsolete.

L25  - I  did  not  understand  the  scheme  used  to  mitigate  the  scintillation
 noise.  Please  explain  it  more   clearly  or  just  give  a  reference.

Obsolete now. Samples that are adjacent may correspond to the same 
statistical processes, e.g., an eddy. Averaging is more efficient if samples to 
be averaged are statistically independent. For this purpose we skip samples, 
taking every Nth to compute an average intensity ratio. Reference was 
already given. 



P4331  

L9  –  “crossing  each  other  IN  HORIZONRAL  DIRECTION  at  the  IR
 source.”  

Changed.

L10  “disperses  INTO  THE  ATMOSPHERE”.  

Changed.

P4333  

L14    Instead  of  just  giving  the  mean  residual,  showing  it  in  a  plot
 would  be  nice. 

Obsolete as we do not show DIAL data anymore.

 

L15  –  I  think  the  main  issue  here  is  the  height  of  the  light  path  above
 the  vent,  not  so  much  the  FOV.  See   comments  above.  

  I agree about the main issue, but we leave it as it still contributes.

5  

L25  –  Here  and  throughout  the  manuscript,  all  measurements  are  given
 in  pmmm  ABOVE  THE   BACKGROUND.  This  seems  like  a  strange
 unit  to  work  in.  Both  measurement  techniques  should  measure   the
 actual  number  of  molecules  in  the  light  path,  regardless  of  the
 background  concentration.  It  is   probably  more  of  an  issue  related  to
 the  modelling  approach  –  here  perhaps  you  assume  the   background
 to  be  0  and  just  work  in  ppmm  above  background.  But  that’s  more  of
 a  technical  issue,  and   to  me  it’s  quite  counterintuitive  to  work  in
 ppmm  above  background.  I  would  strongly  recommend   switching  all
 values  to  absolute  ppmm.  

DISGAS outputs concentrations above background because it assumes a 
initially CO2 free atmosphere. Moreover, it is for display purposes. If you have
a 100 ppm variation it becomes easier to see if you subtract the background.

P  4334  

L2  –  “data  variability  CAUSED  BY  atmospheric...”  

Obsolete as we do not show DIAL data anymore.



L3  –  “turbulence  or  water  droplets  emitted  from  the  vent”  

Obsolete as we do not show DIAL data anymore.

L5  –  “it  showed  that,  using  the  current...”  

Obsolete as we do not show DIAL data anymore.

L11  –  “the  DIAL  is  currently  being  modified  to  allow  for  simultaneous
 sensing  of  the  ON  and  OFF  band   signals.”  

Obsolete as we do not show DIAL data anymore.

L14  –  I  disagree  with  this  statement.  The  DIAL  has  not  yet  been
 turned  on  at  the  beginning,  and  the  FTIR   is  significantly  lower  (on
 average)  than  the  model.  

Changed to: The CO2 concentrations from the OP-FTIR measurement 
decrease during the first ~20 min coinciding with the major change in wind 
direction (Fig. 4a). The modeled CO2 concentrations from DISGAS do so as 
well (Model, Fig. 4a). This is remarkable as these values were not measured 
but simulated on a rather coarse scale, which we will discuss in detail further 
below.

L15  –  you  state  that  measured  CO2  concentrations  decrease  during  the
 first  15  minutes  of  the   measurement,  just  like  the  model.  But  the
 measurements  decrease  much  less  than  the  model  predicts!   The
 model  predicts  a  decrease  to  20%  of  the  initial  value!  Please  be  more
 quantitative!  Also,  it  is  unclear   if  the  DIAL  has  a  decrease  at  all.  

We have modified the corresponding part and added some more specific 
comparisons stating the actual amount by which the concentration change, 
both for the modeled and the measured values.

L22  –  It  is  unclear  to  me  why  the  3m  accuracy  of  the  spatial  location
 of  the  instruments  is  important  if   the  model  has  a  10m  spatial
 resolution.  I  assume  the  effect  of  this  should  be  small... 

 I am quite sure that there are eddies with 10 cm scales influencing the CO2 
distribute sensed by the instrument. So I think it may play a significant role. 
Added phrase: The path location in the model is based on GPS coordinates. 



P4335  

L27  –  “...  associated  with  October  16,  where  the  atmospheric
 conditions...”

Changed accordingly  

P4336  

L3  –  You  mean  800  ppmm  above  background!  That’s  about  1200
 ppmm.  

Added: above background level

L3  –  “However,  the  mean  modeled  mixing  ratio  of  480  ppmm  was  still
 significantly  higher  than  the   measured  value  of  200ppmm...”  

Changed to: The mean of the modeled mixing ratio of 480 ppm was still 
significantly higher than the measured value of 200 ppm, leading to a rather 
poor match between instrumental and model result.

P4337   

L7  –  “1.  Discrete  absorption  measurement  with  DIAL”   

obsolete as DIAL data removed from draft.

L8  –  “2.  Evaluation  of  absorption  spectra...” 

Evaluation is true, but inversion is more precise. Changed to evaluation 
anyway.

L14  –  “...  is  currently  being  implemented...”  

 obsolete as DIAL part has been taken out.

6  

P4342  –  You  might  indicate  the  size  of  the  modelling  domain  in  figure
 1.  

We added a correponding note in the figure caption.

P4345  –  The  y  axis  label  is  misleading,  as  this  is  mixing  ratio  above
 background,  not  concentration.  As   mentioned  before,  I  recommend
 switching  all  labels  to  absolute  CO2  mixing  ratio  by  adding  the   
background  value  to  all  numbers.



In the caption it says above the background level of 370 ppm. In my 
experience, subtracting the background is common among volcanologists (I 
am not a volcanologist). It has advantages (see one of my replies above). We 
prefer to leave it that way.

Other changes made by the authors

- Changed title as: Intercomparing CO2 amounts from dispersion modeling, 
1.6 μm differential absorption lidar and open path FTIR at a natural CO2 
release at Caldara di Manziana, Italy

- Erased all sections and phrases associated with the DIAL method and result

- p 4330: removed “Figure 1a also shows a second path of 126 m length (path
#2) we will refer to further below. ”

- p 4330: To avoid confusion with the vertical CO2 profile nomenclature, grid 
points are not called x and y anymore

- Erased “Furthermore, the model has a spatial resolution of 10 m horizontally 
and 0.5 m vertically” on p. 4335 L8

- In section 3.2 of the manuscript changed order of paragraphs to better point 
out first the differences in temporal and then the differences in spatial 
resolution of the two approaches model and instrument

- p 4238:  removed “DISGAS is geared towards resolving variations in CO2 
concentration linked to atmospheric pressure and temperature over hourly or 
diurnal time scales.”

- Removed “The low frequency trend of the measured CO2 concentration time 
series is in line with CO2 concentrations from a gas dispersion model under 
certain conditions”, p. 4337 L16

- Moved “Note that apart from the change in wind direction

the wind field for path #1 was quite steady and thus the atmosphere rather 
stable.” from p. 4335 25 to further below

- p 4336: removed “The result for Path #2 can be seen as a limits of DISGAS 
for this test” 


