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April 23, 2016

Kuzmiakova et al present an automated smoothing splines (SSB) method to perform baseline corrections for
PTFE (Teflon) filters analyzed by FT-IR. They apply this method to 794 filter samples collected by the US
IMPROVE network. Results using the new SSB method are compared to analysis of the same filters using
the manual polynomial baseline correction (PB). The two baseline correction methods yield similar results,
and the SSB method has the advantage that it removes user intervention and potential biases associated
with human intervention.

The paper is well written and topically relevant to AMT. It will be of most interest to other researchers who
analyze PTFE filters using FT-IR. The method presented in this manuscript may potentially be of interest
to all users of FT-IR or other spectroscopic methods. I suggest publication after addressing the comments
below.

The authors thank the reviewer for the constructive comments and suggestions that help improve the
quality of the paper. We have revised the manuscript to address the reviewers comments and made
response to each comment in this file. The responses are in red.

1. In Section 2 (Methods), the authors go into great detail to explain the smoothing spline baseline
correction. As part of their explanation, they introduce a significant amount of nomenclature. Many
of the quantities they introduce seem to have multiple variants (e.g., EDF ∗, EDFT , EDFA, etc).
The end result is an extremely detailed description of the method that is nearly impenetrable, as
it requires readers to mentally juggle all of the different (and in my case, often unfamiliar) variable
names and meanings. I strongly suggest that the authors include a glossary to define all of the various
nomenclature, and that they take specific care to differentiate the various flavors of certain quantities
(e.g., EDF as noted above).

We agree that providing an explicit glossary upfront will help with keeping track of variables and
their variants introduced throughout Section 2. In this light, we start the Methods section with
a summary of notation for most commonly used variables, together with their description. We
also break down variables into 3 distinct categories with respect to their roles they play in our
smoothing splines model implementation. We include pointers to the sections where the variables
are formalized to allow for quick and selective reading.

Regarding the distinction among EDF ∗, EDFT , and EDFA; EDF ∗ is chosen from a set of
EDFT by evaluating two metrics: negative analyte absorbance and total normalized absolute
blank absorbance, and EDFA is the actual value of the parameter computed for each EDFT

according to Eq 6. To clarify the confusion, we reformulated the last two sentences in 2.3 which
now read:

“We select EDF ∗ from a range of EDFT by evaluating minima from both total normalized abso-
lute blank absorbance and NAF . To that end, Figures 3 and 4 in Section 3.1 present qualitative
and quantitative evaluation for varying EDFT together with EDF ∗ selection.”

2. As a specific example of the previous comment, I am confused by the difference between EDF ∗ and
EDFT . From Section 2.3.2 it seems that EDF ∗ is determined from minimizing NAF (page 9, line
27). However the last line in that section (last line on page 9) introduces EDFT , and I cannot find
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an explanation for EDFT prior to that sentence. Thus, the use of EDFT in section 3.1 is confusing.
On Page 11, Line 21, EDFA is used, again without prior introduction. While I understand in general
terms the goal of using EDF in the fitting, I cannot tell the difference between EDF ∗, EDFT , and
EDFA from the text.

EDFA and EDFT are first introduced on page 7, lines 8-12 in the first version of the manuscript,
while the reviewer first notices them on pages 9 and 11. To prevent similar confusion by other
readers, we have made reference to Eq 5.5 in the locations on the equivalent of pages 9 and 11 in
the revised manuscript.

Essentially, EDFT is a user-defined smoothing parameter selected before applying the model, eg
2. EDFA is a model-calculated smoothing parameter that gets as close to EDFT as possible, e.g.
a value of 2.5, depending on the number of data points to be fitted (i.e, yj for which wj does not
equal to 0, Figure 4). This information is stated on page 7, lines 8-12. Next section on this page,
lines 14-18, goes on to introduce EDF ∗, albeit without providing a clear link to EDFT . To fill
the gap, we add a linkage before the last paragraph in Section 2.1, which now reads:

“Thus, the user-defined EDFT will form a basis for model parameter solutions from which the
optimal parameter, EDF ∗, will be chosen (Section 2.3).”

Also, as stated in our Response to Comment # 1, we modified the closing in Section 2.3 to
rephrase that EDF ∗ will be selected from a set of candidates (EDFT ) by studying the optimizing
metrics: normalized absolute blank absorbance and NAF .

Finally, the opening table in Section 2.1, Table 1, introduces these relationships prior to their
formalization in the text. We hope these modifications will lend the paper greater clarity.

3. The authors are intimately familiar with the analysis of PTFE filters. Unfortunately, they assume that
their readers have an equal level of expertise. For example, many readers may not be familiar with OC
and EC determinations from PTFE filters, as the referenced papers were only recently published (most
readers are likely much more familiar with OC/EC analysis of quartz filters). Thus some additional
explanation of OC/EC analysis of PTFE filters is warranted. Likewise, some more background on
clustering and its application for PTFE filters would be helpful.

We have revised Section 2.5 to include further background:

“Cluster analysis with FT-IR measurements generates natural categories for PM samples based on
spectral similarity. These categories can represent mixture classes of chemically complex aerosols,
and their association with meteorological and collocated measurements have shown to provide
complementary information for source apportionment (Takahama et al., 2011; Corrigan et al.,
2013). For this purpose, each spectrum is SSB corrected to isolate the analyte contribution to the
IR absorbance, normalized by its 2-norm magnitude to emphasize variation in relative composition
rather than absolute concentration, and grouped according to the hierarchical clustering algorithm
of Ward (1963).”

“Dillner and Takahama (2015a,b) recently demonstrated that collocated PTFE samples analyzed
by FT-IR and quartz fiber filters analyzed by TOR can be used to build calibration models that
predict TOR-equivalent OC and EC concentrations from new FT-IR spectra. One of several
calibration models with accuracy and precision on a par with TOR precision can be constructed
when the concentration range and composition of carbonaceous samples in the calibration set
approximately resemble those in the test (challenge) set. For this work, we use an identical
procedure as described by Dillner and Takahama (2015a,b) for building calibration and test sets
from 794 IMPROVE 2011 samples chronologically stratified within each site. The spectra are
SSB corrected and calibration and test samples are drawn to contain two thirds and one third of
the entire set, respectively. Only TOR OC and EC predictions necessitate dividing the data set
into calibration and test sub-sets; the previous two applications, clustering and peak-fitting, are

2



applied uniformly to the entire data set.”

4. The authors argue that the automated SSB method is preferential because it allows bulk, presumably
fast analysis or large sets of filters. Thus it would be useful for the authors to note the time required by
the existing PB method (per filter or for the full set of 794 filters) versus the automated SSB method.

While this is an important question, we believe time comparison is not entirely applicable to our
FT-IR context due to high variability across different users in applying the current polynomial
baseline. The polynomial method requires a fair amount of judgement in estimating the baselin-
ing intervals in ambient aerosol spectra (e.g. as shown in Figure 1). For example, users with
extensive FT-IR baselining experience may feel comfortable using visual inspection to identify
the background and analyte regions. Others, on the other hand, may prefer to look at past exam-
ples or do a brief literature search on the presence and locations of absorbing functional groups
in ambient samples. There is not a clear-cut answer here and the amount of time to apply the
polynomial method will likely depend on persons level of expertise and purpose of the analysis.
To emphasize this variability, we added an explanation on page 4, lines 3-4:

“For example, users with extensive FT-IR baseline correction experience may feel comfortable
using visual inspection to identify the background and analyte regions in Figure 1. Others, on
the other hand, may prefer to look at past examples or conduct a brief literature search on the
presence and locations of absorbing functional groups.”

In addition, we have included the following statement in the Conclusion section to address the
overall time required:

“Although the exact reduction in user time may be difficult to generalize due to high variability
across different users, we reason the following approximation applies. Qualitatively, if N values
are considered for each free parameter in each method, then the amount of time for expert
examination of each model solution scales up with N4 for the polynomial method (due to 4
boundary points as free parameters) and N for the smoothing splines method (due to 1 EDF
parameter). Also importantly, the evaluation metrics, which we established in this manuscript,
have been shown to sufficiently simplify the parameter selection process for users of any level of
experience.”

5. Figure 10 shows performance of the calibration set versus the test set, however all other figures seem
to indicate the full set of 794 filters. Was a test set only used for OC/EC analysis? I think that a
better explanation of OC/EC analysis of PTFE filters (comment 3) could clear up my confusion.

That is correct. The only application requiring splitting the data into calibration and test sub-
sets is TOR OC/EC analysis. All other applications were applied to all 794 samples. To clarify
this distinction, we added a sentence at the end of Section 2.5 which now reads:

“Only TOR OC and EC predictions necessitate dividing the data set into calibration and test
sub-sets; the previous two applications, clustering and peak-fitting, are applied to the entire data
set.”

6. For the data shown in Figures 7-10 - Is the same EDF used for every filter, or is it adjusted automatically
for each? If it is the former, do the authors expect that the general EDF guidelines given here (e.g.,
EDF between 2 and 4) will apply universally? Or will each operator/sample collector need to determine
EDF at the outset of analysis?

We thank the reviewer for this relevant question. Yes, in this dataset (IMPROVE data collected in
2011) we used the same EDF for each sample. As Figure 3 demonstrates, the individual differences
between EDFT 4 and 7 in segment 1 are negligible; on the whole these parameters do a very
similar job in minimizing the undesirable quantities, such as negative analyte absorbance and
blank absorbance, in Figure 4. However, we anticipate we and other FT-IR analysts may benefit
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from sample-specific EDF when analyzing datasets collected under different conditions, such as
different sampling flowrate or filter type. In fact, we are currently working on a paper which
will introduce sample-specific EDF in the baseline correction to make the method scalable to a
variety of sampling conditions without requiring user intervention. To recognize the opportunity
in this paper, we modified future outlook in Section 4, which now reads:

“One of the important avenues for future research include implementing sample-specific EDF
when the parameter choice affects model performance significantly across samples. As Figure 3
demonstrates, the individual differences between EDFT 4 and 7 in segment 1 are negligible; on
the whole these parameters do a very similar job in minimizing the undesirable quantities, such as
negative analyte absorbance and blank absorbance, in Figure 4. However, we anticipate we and
other FT-IR analysts may benefit from sample-specific EDF when analyzing datasets collected
under different conditions, be they different sampling flowrate or filter type. Another line of
future work may include extending this approach to the remaining part of mid-IR absorbance
spectrum (1500 – 420 cm−1).”

7. Page 11, Line 22 - extensive number of knots for forming the spline - how exactly are the number and
location of knots determined?

In this application knots forming bases for fitting splines are wavenumbers in observed absorbances
used for fitting splines, that is xj for which wj are not 0 in Equation 1. To clarify this, the sentence
now reads:

“The extensive number of knots to form bases for fitting splines (that is, wavenumbers in observed
absorbances used for fitting: xj for which wj are not 0 in Equation 1) create limitations on
minimum achievable EDF .”

8. Figure 7 may understate the clustering differences between PB and SSB. The total difference for the
5-cluster solution is only 10%, but for certain clusters (e.g., Type IV), the difference is much larger.

The reviewer is correct in this statement, but the main point of the comparison is the overall
magnitude of discrepancy. The actual differences between individual clusters will also depend on
the number of clusters and the type of clustering algorithm. In this evaluation, PB corrected
spectra serves only as a reference by convention, and cannot be established to be the correct set
of spectra in an absolute sense. To de-emphasize the importance of comparisons for each cluster,
have modified the text to read:

“The inter-cluster differences will further depend on the number of clusters and the type of
clustering algorithm. Since there is no absolute reference for baseline corrected spectra, these
discrepancies speak to the differences between two candidate methods.”

9. Figure 9 compares integrated peak areas for different functional groups after baseline correction with
SSB and PB. The figure implies that the same integration method or code is used in each case. The
authors should specify whether or not this is true.

Yes, that is correct. The same peak-fitting method has been used in both SSB and PB corrected
spectra. We clarify this in sentence on page X line Y, which now reads:

“We apply the peak-fitting algorithm based on parameter constraints described by Takahama et
al 2013 to both SSB and PB corrected spectra and evaluate the differences between two baseline
correction methods by comparing peak areas.”

10. Equation 1: what are x and y?

Again, we add Table 1 to list the variables upfront, including x and y. Also, x and y are originally
defined in text (page 5 lines 25-27).

11. Page 10, Line 1 - particle size is labeled as micro-gram, not micro-meter
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This has been now fixed to micrometer.
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