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Blue: Author’s reply 

Green: sentence added/modified in the manuscript 

 

We greatly appreciate Reviewer 1 for the review of our paper, for positive feedback, and helpful 

comments.  

 

The paper by Ortega et al. describes a new method for the determination of the aerosol optical 

depth and information on the aerosol scattering phase function from azimuth scans of spectrally 

resolved observations of scattered sun light. The method has two important advantages: a) it is 

based on the so called Ring effect, which can be retrieved with high accuracy without the need of 

an absolute radiance calibration. b) the sensitivity of the method is particularly high for small 

AOD, for which other instruments tend to have large uncertainties. 

 

The new method has the potential to improve AOD observations especially at low AOD. The 

paper is innovative, and the proposed method is well described and the first results are very 

promising. 

 

I recommend publication in AMT after two major issues are addressed: 

 

Major comments: 

 

A) The authors describe the aerosol phase function by the Henyey-Greenstein parameterisation. 

This is a very simple parameterisation based on only one parameter. It is well known that true 

aerosol phase functions can not be well described by the HG parameterisation. Especially close 

to the forward direction, the deviations can become rather large. This is the range of scattering 



angles, which is explored in this study. I recomment that the authors repeat their radiative 

transfer simulations using more realistic aerosol phase functions (e.g. using Mie phase functions 

based on the sun photometer measuremens as input). If this is not possible, the authors should 

demonstrate that the use of a HG parameterisation in their study is justified. 

 

Thank you for this comment. We agree that the HG phase function is an approximation, and that 

“Especially close to the forward direction, the deviations can become rather large”. However, our 

measurements did not probe angles smaller than 5˚ SRAA, where differences between HG and 

Mie phase functions are expected to be most visible. It is thus not correct that “This is the range 

of scattering angles, which is explored in this study.” for reasons that we elaborate below, and in 

the revised manuscript. 

 

A technical limitation exists in that our RTM only uses the HG simplification, and “realistic” 

phase functions are not handled. We have conducted additional sensitivity studies using RTM, in 

an attempt to bind the effect of Mie phase functions, and provide an explanation for the 

surprising fact that for the angles that were measured, the RSP observations can be reasonably 

well explained by the HG phase function.  

 

The results from these calculations have been added to the revised manuscript in a new Section 

“3.3.3 Comparison with Mie phase function calculations”. Figure R1 compares the area 

normalized phase functions under (A) low and (B) high AOD conditions. The red continuous 

lines are the retrieved 𝑃𝑀(Θ) reported in the AERONET web site (version 2.0) measured close in 

time with our RSP based retrievals. The area normalization is carried out using scattering angles 

of 5˚ and larger (i.e., 5-180˚) to roughly resemble our measurements/retrieval conditions. This 

new Figure has been added to the revised manuscript, and results are discussed in Section 3.3.3. 

 

 
Figure R1. Comparison of area normalized phase functions under (A) low AOD (22 July 2012 at 

8:50 LST) and (B) high AOD (17 July 2012 AT 15:50 LST). The blue shaded represent a typical 

error in g of 10%. 

 

The deviations between PHG(Θ) and PM(Θ) are most prominent only at small scattering angles (Θ 

< 5˚), and to a lesser extend also large scattering angles (Θ > 150˚), only at high AOD. For most 



scattering angles, and under high and low AOD conditions, the comparison is within the 10 % 

error in g. We thus attribute the fact that a simplistic phase function can explain our RSP 

measurements reasonably well to the fact that we did not probe small scattering angles (Θ < 5˚).  

 

RTM that represent Mie phase functions are desirable. However, also Mie phase functions 

present an approximation of the true phase function, i.e., assume particles to be spheres of a 

certain internal symmetry, etc. RSP measurements at scattering angles smaller 5˚ are potentially 

very interesting and hold potential to evaluate Mie theory in new ways.  

 

B) A direct sun spectrum is used as Fraunhofer reference spectrum and the corresponding is 

determined by two different approaches. However, in my opinion, both approaches are based on 

false assumptions (see below). My suggestion would be to simply derive the RSP from radiative 

transfer simulations: Here I propose a simply procedure: 1) the radiance and the RSP are 

calculated for a scattered sun light observations in the direction of the sun. 2) the radiance of the 

direct sun is calculated for the same direction (the RSP for the direct light is assumed as zero). 3) 

The effective RSP is caluclated as the average RSP of both contributions (direct and scattered 

sun light) weighted by their respective radiances. 

 

Reasons, why in my opinion both approaches in the paper are wrong: 

On page 11, line 335 both methods are introduced: ‘(1) a Langley plot type method, where the 

dRSP obtained with direct sun spectra as reference spectrum is plotted as a function of the SZA, 

and (2) by interpolating the dRSP measured with small SRAA to the 0 degree (direct sun view).’ 

 

Method (1) is based on the assumption that the dRSP is a linear function of 1/cos(SZA). 

I expect that this is in general not the case. 

 

Method (2) would only be justified if a smooth transition of the RSP between measurements of 

scattered and direct sun light could be expected. In my opinion this is not the case. 

 

We have added the suggested approach as a third method to the paper. Notably, estimation of the 

RSP in the reference using RTM with the HG phase function (𝑅𝑆𝑃𝑅𝑒𝑓
𝑅𝑇𝑀) using steps 1 through 3 

described above is not free of errors either, for reasons described under A. We have performed 

sensitivity studies to test the variability of 𝑅𝑆𝑃𝑅𝑒𝑓
𝑅𝑇𝑀to a range of AOD and g (see Table R1). 

 

Table R1. 𝑅𝑆𝑃𝑅𝑒𝑓
𝑅𝑇𝑀 in the direct sun geometry using method 3 (SZA = 28˚; SSA = 0.95).   

Run # AOD g 𝑅𝑆𝑃𝑅𝑒𝑓
𝑅𝑇𝑀 

1 0.01 0.68 0.0047 

2 0.09 0.68 0.0040 

3 (22 July 

conditions) 
0.1 0.68 0.0038 

4 0.1 0.7 0.0037 

5 0.1 0.85 0.0020 

6 0.11 0.68 0.0037 



7 0.2 0.68 0.0033 

 

The weighted 𝑅𝑆𝑃𝑅𝑒𝑓
𝑅𝑇𝑀 derived from this exercise for the 22 July case study is 0.0038 ± 0.0004, 

which compares very closely with the 0.0044 ± 0.0012 estimated from methods 1 and 2 as 

described in the manuscript. Interestingly, while 𝑅𝑆𝑃𝑅𝑒𝑓
𝑅𝑇𝑀 is rather insensitive to AOD, a 

significant sensitivity exists towards a change in g from 0.68 to 0.85 (roughly a factor 2). 

Notably, use of a Mie phase function could alter these results even more. We therefore do not 

believe that method 3 is better than method 1 or 2, given the current limitations of RTM.  

 

With respect to the assumptions of method 1, we do not argue that dRSP in the reference is a 

linear function of the AMF. In fact, we have tested this, and it is apparent from Figure 6 that the 

function is nonlinear, as was described in the original manuscript. Method 1 linearizes the AMF 

dependence, and is fitting only over small range of AMF values.  

 

To assess the assumptions of method 2 we have conducted further RTM simulations to test the 

smoothness of RSP in the transition from scattered sunlight to the direct solar beam. We have 

tried to circumvent the RTM limitation by approximating the Mie phase function shown in Fig. 

R1A with a combination of different g; then use these values to simulate the RSP for SRAA < 

10˚ and the direct sun component. Figure R2 shows the comparison of the area normalized phase 

function calculated with a combination of several g (𝑃𝐻𝐺
𝑐 (Θ)) and 𝑃𝑀(Θ) for scattering angles < 

11˚. The g values needed are also shown. Note that these g values are not realistic and are used 

simply to approximate the results of a more realistic phase function shape over a limited range of 

forward scattering angles.  

 

  
Figure R2. Comparison of area normalized phase functions calculated with a combination of g 

(𝑃𝐻𝐺
𝑐 (Θ)) and 𝑃𝑀(Θ) by AERONET. 

  



Figure R3 shows the RSP simulated and the corresponding effective RSP in the direct sun 

geometry using the g values found before. Interestingly, the transition is actually quite smooth 

for larger g and is steep only for small g. This can also be understood from Fig. R1. 

 
Figure R3. RSP simulated for SRAA smaller than 11˚ and the effective RSP resulted in the direct 

sun geometry for several g (AOD = 0.1). 

 

We argue that method 2 is valid in the atmosphere. Whether models can be used to estimate RSP 

in the direct solar beam depends on the assumptions about the aerosol phase function. For HG 

we agree with the reviewer that a smooth transition of the RSP between measurements of 

scattered and direct sun light cannot be expected. However, in the atmosphere the HG is not a 

good approximation, and the pronounced forward scattering of a Mie phase function adds a 

significant weight to the RSP scattered radiance. This has the effect to smoothen the transition of 

the RSP between measurements of scattered and direct sun light. 

 

Given that the results from all three methods agree within error, we have decided to describe all 

three methods in the revised manuscript. We have revised Section 3.1 to add the results from 

method 3, as well as the above rationale in support of the assumptions for methods 1 and 2. 

Table R1, and Figures R2 and R3 have been added to the Supplementary material. At the end of  

the revised section 3.5 we have added that a future deployment warrants to test the Langley plot 

method for more SZA to evaluate the range of SZA over which the dRSP can be linearized, and 

highlight the potential benefits of RSP measurements at SRAA smaller than 5˚ to test methods 2 

and 3. 

 

Minor comments: 

 

Page 2, line 38: ‘Active steps to minimize RSP in the reference spectrum help to reduce 

the uncertainty in RSP retrievals of AOD and g.’ 

 

I disgaree with this statement: Not the RSP value itself should be minimised, but rather 



the uncertainty of the RSP value. In the proposed method, RSP from measurements 

and simulations are compared. In this comparison, the absolute, but not the relative 

deviation between both data sets is minimised. This means that the uncertainty of the 

RSP of the reference spectrum should be minimised (but not the value of the RSP 

itself). 

 

We agree in that the sentence is misleading. The updated sentence reads as: 

 

Active steps to minimize the uncertainty in the RSP help to reduce the uncertainty in retrievals of 

AOD and g. 

  

 

Page 4, line 97: ‘The quantitative analysis of RRS by DOAS was introduced by Wagner 

et al. (2004, 2009a) with the so-called “Raman Scattering Probability: : :’ 

 

I think additional pioneering studies should be mentoned, e.g.: 

 

Langford, A. O., Schofield, R., Daniel, J. S., Portmann, R. W., Melamed, M. L., Miller, 

H. L., Dutton, E. G., and Solomon, S.: On the variability of the Ring effect in the near 

ultraviolet: understanding the role of aerosols and multiple scattering, Atmos. Chem. 

Phys., 7, 575–586, 2007. 

 

de Beek, R., Vountas, M., Rozanov, V. V., Richter, A., and Burrows, J. P.: The Ring 

effect in the cloudy atmosphere, Geophys. Res. Lett., 28, 721–724, 2001. 

 

Vountas, M., Richter, A., Wittrock, F., and Burrows, J. P.: Inelastic scattering in ocean 

water and its impact on trace gas retrievals from satellite data, Atmos. Chem. Phys., 

3, 1365–1375, 2003. 

 

Thanks for indicating these references. We have added them in the revised manuscript. We also 

added Vountas et al., 1998. The revised sentence now reads as: 

 

Several studies have described the quantitative analysis of RRS and its effect in solar scattering 

UV/Vis observations (Vountas et al., 1998; de Beek et al., 2001; Vountas et al., 2003; Langford 

et al., 2007). The quantitative analysis of RRS by DOAS measurements was introduced by 

Wagner et al. (2004, 2009a) with the so-called “Raman Scattering Probability” (RSP) (the 

probability that a detected photon has undergone a rotational Raman scattering event). Under 

cloud free conditions the AOD has a strong effect on the RSP, which further exhibits a high 

dependency on the solar relative azimuth angle (Wagner et al., 2009b; Wagner et al., 2014). To 

the best of our knowledge, there has been no previous measurement of AOD and g using 

almucantar scans of RSP by MAX-DOAS. 

 

Page 6, line 154 : ‘In this work, we focus only on the almucantar scan at solar EA.’ 

 

Why was this procedure chosen? If in addition, also measurements at other elevation 

angles were used (e.g. the scan at 45_ EA) additional information could be obtained. 



(or the consistency of the results could be checked) 

 

The azimuth scan at solar EA enhanced the sensitivity towards aerosol phase functions and 

minimizes the effect of aerosol inhomogeneity at small SZA. Using the EA of 45˚ would not 

provide fundamentally different information but could be used to check results and/or gain 

information of trace gases but this is beyond the scope of the manuscript. The sentence has been 

modified in the main text as follow: 

 

The advantages of evaluating azimuth scan at solar EA consist in the enhanced the sensitivity 

towards aerosol phase functions and minimizing the effect of aerosol inhomogeneity at small 

SZA. 

 

Page 7, line 191: RSP is not measured but retrieved 

 

Corrected. 

 

Page 7, line 204: ‘Systematic errors in the retrieval of dRSP were quantified by means 

of sensitivity studies.’ 

 

Did the authors investigate the effect of instrument straylight (or its correction by the 

analysis software) on the RSP results? 

 

Yes, we have investigated sensitivity towards fitting an intensity offset to correct for straylight. 

However, the RSP results become extremely high and nonphysical if the offset is included.  

 

For a detailed characterization of our instruments, including the elimination of any stray light in 

our spectrometers, see Coburn et al. (2011).  

 

Page 9, line 263: ‘The sensitivity studies in Figs 3, 4, and in the supplement confirm 

that the RSP does not depend on the aerosol vertical distribution.’ 

 

This statement is based on measurements at rather high elevation angles. I expect 

that for measurements at low elevation angles (which are often used for MAX-DOAS 

observations) the RSP becomes dependent on the aerosol vertical distribution. The 

authors should discuss this aspect. 

 

The method is primarily interested in the RSP at elevation angles larger than 10˚. The statement 

was not meant for lower EAs. Note that in the manuscript we use a fixed EA determined by the 

solar elevation. In order to avoid refraction a maximum recommended SZA is about 80-85˚ SZA 

(EA =5 -10˚). Under those conditions the RSP does not depend on the aerosol vertical 

distribution. 

 

In order to assess the sensitivity of the EA scan towards aerosol extinction vertical distribution 

we carried out sensitivity studies. Figure R4 shows the RSP (top) and sun normalized radiance 

(bottom) as a function of AOD with a fixed box height of 1.5 km (Fig A and B) and fixed AOD 

for several aerosol vertical distributions (C and D). A greater sensitivity towards aerosol profile 



shape is seen for EA smaller than 8˚. An EA split in the RSP values is only visible for EAs 

smaller than 5˚.  

 
Figure R4. Sensitivity study showing the effect of AOD and aerosol vertical distribution on RSP 

and sun normalized radiance using the EA scan. The simulation is for SZA = 70˚, SSA = 0.98, g 

= 0.70, SA = 0.05. 

 

The statement above has been changed to: 

 

The sensitivity studies in Figs 3, 4, and in the supplement confirm that the RSP does not depend 

on the aerosol vertical distribution for SZA smaller than 80˚. Note that all of the azimuth scans 

here were conducted at solar EA, which for measurements at SZA < 80˚ corresponds to EAs of 

10˚ or higher. For measurements at low EAs the RSP becomes slightly dependent on the aerosol 

vertical distribution (see Fig. S7 panel C).  

 

Page 14, line 408: ‘The highest response in RSP to changes in AOD is observed at 

low AOD’ 

 

I am not sure if this statement is supported by the results shown in Fig. 7. The authors 

should possibly use linear scales. How exactly is ‘response in RSP to changes in AOD’ 

defined 

 

Figure S4 in the supplement shows the RSP as a function of AOD for a set of SZAs using a 

linear scale. In the revised manuscript we estimate the response in RSP to changes in AOD. In 

order to quantitatively show the response through different sets of AOD a linear correlation have 

been calculated for small subsets of AODs and the results are shown in the Table R1. 

 

Table R1. Results of the linear correlation between RSP = f(AOD) for a subset of AODs using 

the SRAA of 5˚. The results in the table are the slope/intercept of the equation RSP = slope·AOD 

+ intercept.  



Subset of 

AOD 

SZA = 80˚ SZA = 65˚ SZA = 35˚ SZA = 20˚ 

0 – 0.1 -0.240/0.036 -0.225/0.034 -0.232/0.034 -0.235/0.034 

0.1 – 0.2 -0.038/0.019 -0.048/0.019 -0.046/0.018 -0.043/0.017 

0.2 – 0.4 0.0039/0.011 -0.013/0.012 -0.012/0.011 -0.013/0.011 

0.4 – 1.0 0.018/0.004 0.0002/0.006 -0.002/0.006 -0.002/0.007 

 

From this table is clear that the greatest response is at small AOD (0 – 0.1) confirming our 

statement in the manuscript. We believe Figure S4 shows clearly the RSP as a function of AOD 

with the linear scale and we decided to keep Figure 7 with the log scale and Table R1 has been 

added in the supplement. 

 

Page 19, line 585: ‘The error in the RSP based retrieval of AOD and g is limited by the 

uncertainty about RSP contained in the reference spectrum.’ 

 

I think this statement is not supported by the shown results. In particular, I think the 

choice of a direct sunlight Fraunhofer reference spectrum is probably not the best 

choice, because the instrument response (in particular instrument stray light) is probably 

different for scattered and direct light observations. My suggestion would be to use 

a Fraunhofer reference spectrum of scattered sun light from the same measurement 

sequence (measured in zenith direction) and to simulate instead of the RSP the dRSP. 

 

Instrument straylight is not a limitation for our setup. In fact, adding an intensity offset during 

fitting give non-physical results, while the RSP fit without offset is robust. The results for AOD 

and g that are obtained based on RSP fits without an intensity offset further closely compare with 

independent measurements AOD and g by CIMEL and MFRSR. In lack of any evidence to the 

contrary, we respectfully disagree that the direct sunlight Fraunhofer reference spectrum is not 

well suited.  

 

Using a zenith spectrum from the same measurement sequence would make the results 

dependent on the RSP contained in the reference spectrum. The minimization of equation 1 (see 

main text) would require an additional simulation of the RSP in the reference for all AODs, i.e., 

a separate LUT for each sequence scan due to the AOD in the reference spectrum would be 

unknown. We see no reason why this approach would not be equally feasible, but it is less direct 

than the approach chosen in this work. Use of a zenith reference may help the precision of the 

data, but could lead to significant offsets and limited accuracy. This text has been added to 

Section 3.1.1.  
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