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Dear reviewers, Dear Editor,

We would like to thank the reviewers for their constructive comments. We did out best to address all
their questions in the revised version of the manuscript.

The questions (M - major, m - minor, S - specific) and comments (C) of reviewers are reported in
italic font. Quoted modifications of the manuscript are highlighted in bold font.



1 Anonymous reviewer #1

Hydrometeor classification through statistical clustering of polarimetric radar measurements: a semi-
supervised approach. This paper presents a movel hydrometeor classification algorithm which combines
the unsupervised cluster approach and the classical fuzzy logic in an iterative approach using 2 statistical
methods: the unsupervised k-medoids clustering and the Kolmogorov-Smirnov statistical test. The paper is
well written, the results are clear, the explanations of the method are simple and pedagogic. BUT again
the main issue of this article is the validation part which, for me, is not sufficient. My recommendation
s to resubmit the paper after Minor revision.

C1: I have 2 independent points: First of all, perhaps it is a philosophical question or comment. With
my experience with operational met services, I think a hydrometeor classification algorithm should answers
these points (I will answer on each question):

e Is it simple to be implemented? (It is a very clever and nice approach but it is not simple!)

Actually, the operational implementation is fairly simple. Namely, the centroids derivation does not
have to be done in real time, but is considered as part of the configuration file of the algorithm for
each radar. This reduces the operational routine to the pixel assignment part, which comes down to
the calculation of Euclidean distances.

Page 10: Once we have obtained the set of centroids characterizing a particular radar,
the operational implementation of hydrometeor classification comes down to the cal-
culation of Euclidean distances in a five dimensional space, formed by four parametric
radar parameters and one external parameter (Ind). The configuration file containing
centroids is supposed to be updated at regular intervals of several months in order to
account for potentially occurring systematic errors in radar measurements, with the
prospective of making this operation continuous.

e Is it fast, i.e. can we use it in operational real time? (Using iterations, convergence test . . . with
super computer and some paralleling it will be manageable).

The calculation of distances in the Euclidean space, which is actually done in operational real time, is
reasonably fast, even with a standard desktop PC. Therefore, paralleling is not really needed. In fact,
the presented method is currently being implemented in the MeteoSwiss Rad4Alp network processing
chain, and is already running in real-time on mobile X-band radar with limited computational
resources.

Page 14: An interesting remark, related to the operational implementability, is that
the calculation of the semi-supervised classification of the illustrated reconstructed RHI
along with its measure of entropy (Fig. 11e and Fig. 11g), takes 6 times less than the
calculation of the corresponding fuzzy logic counterpart.

Page 14: ...An advantage of the proposed method however remains its computational
efficiency: in this particular case, which assumes classifying a 7 x 7 volumes around the
station of interest, the semi-supervised method output is obtained in average 4.6 times
faster.

Page 16: The presented method is already running in real time on a mobile X-band
radar (DX50), while the operational implementation in the processing chain of Rad4Alp
network is under progress.

e [s the results are on PPI or on ground, i.e. do we have classification on what is falling on ground?
(It is more on PPIs or RHI)

The classification output is volumetric. Namely, we classify all the observed radar sampling volumes
and, as for the moment, do not extrapolate measurements down to the ground level.



e Is the algorithm is validated using REAL captured cases? (Well, not really)

Though the actual validation of the hydrometeor classification (HC) is an exceedingly complex topic,
the algorithm was evaluated through the comparison with the selected supervised and (or) unsuper-
vised classification prototypes. This was done both directly (with hydrometeor types measured at
the ground level by a 2DVD), or indirectly (e.g. using Probability of Hail (POH) product). In all
cases it provided equal or better results.

e Does it take the measurement errors into account (attenuation, SNR . . .)? (No)

Actually, it does take into the account systematic measurement errors, which is the core idea behind
the semi-supervised approach. Concerning random measurement errors, as it is the case with any
use of radar measurements, we minimize them in the processing part. A comparison with the
conventional method (e.g. Fig. 11 in the article) shows a higher degree of robustness with respect
to very typical measurement errors, like the ones cause by differential attenuation.

Pages 13-14: The increased presence of the vertically aligned ice could be explained
by the reported atmospheric lightning, although a straightforward relation cannot be
assumed (Hubbert et al., 2014; Roberto et al., 2016). In terms of vertical ice detection,
a comparison with the conventional (fuzzy logic) approach (Fig. 11b) could serve as
an indicator of a certain robustness of the semi-supervised method with respect to the
differential attenuation. That is to say, despite the reported atmospheric lightning,
after analyzing 7y it seems more plausible that the observed negative Zpr (Fig.11b)
is partly a result of the differential attenuation, and therefore should not be labeled as
vertically aligned ice.

The same thing can be observed at X band, in Fig. 9.

e What is the sensibility of the algorithm when the measurement errors increase? (Not shown)

Diagnosing the incrementation in measurement errors is supposed to lead to the recalculation of
centroids, which ought to ensure the stability of the HC performance.

e Can be easily adjusted, i.e. adding or removing hydrometeor types? (So far, yes).

Indeed, new hydrometeor types can be easily added. This sort of flexibility is one of the important
properties we would like to highlight. Furthermore, the assumptions about the polarimetric prop-
erties of different hydrometeor types are, in fact, one of the inputs. Therefore, any advancement in
simulating or observing these properties should induce improvement in the HC performance.

Page 5: Nevertheless, this selection of classes is not mandatory, because the proposed
approach can be used with any set of hydrometeor classes i.e. new classes can be added
quite easily.

e [s there any long term statistical verification study (Scores)? (Not really)

Indeed, we did not yet performed a long term statistical verification study. The idea of this paper
is to present the method along with some illustrations of its potential performance, with the latter
being a sort of limited validation. As emphasized in the perspectives, a long term comprehensive
statistical verification will be the subject of subsequent publications.

Page 16: The presented method is already running in real time on a mobile X-band
radar (DX50), while the operational implementation in the processing chain of Rad4Alp
network is under progress. This constitutes the foundation for an envisaged longterm
statistical evaluation of the method.

C2: The second philosophical point: I hope it is not offensive, I am not trying to be pessimist or
difficult, but for me it is really important. I always enjoy reviewing papers when there is a new approach
or algorithm presented and here it is the case. BUT in hydrometeor classification, do we really need a



new algorithm? If I am not wrong this is the fourth or the fifth article from the coauthors about the same
topic, is it more important to more focus about what is written in the conclusion and future work (about
the challenge of the hydrometeor mizture . . .) or to have reliable verification? Sorry for this point it
s just an independent open question, I hope the authors take it as it is; it is ok if they don’t answer and
again I don’t mean to offence or criticize the work, I respect the exceptional effort and the high quality of
this paper.

Indeed, there is a number of HC methods already present in the literature. Some of them are being
mentioned in the introduction section of the paper. The motivation behind our efforts to contribute to this
family of methods, is intrinsically linked to the idea of accounting for the peculiarities of radar data instead
of entirely relying on assumptions about the polarimetric properties of different hydrometeor types. The
reviewer will probably agree that our method should not be considered redundant in this context.

This is the second paper of this group of authors on hydrometeor classification based on radar polari-
metric measurements, and both involved comparison with ground level measurements from a 2DVD for
evaluation.

Back to the paper, my major comments are:

M1: For the validation, I don’t think it is reliable in this paper, for example, the authors validate the
algorithm by compare it with an algorithm which was validated using video disdrometers. I don’t
think it is work like that, I would prefer to see a revalidation of this approach as done for the
unsupervised approach.

Following the reviewer’s suggestion, the validation part is reinforced with the comparison with the
2DVD classification.

Pages 12-13: Nevertheless, we have analyzed the performances of the proposed semi-
supervised method, using the same 2D video disdrometer dataset (Davos, 2010-2011).
The analysis was done in the same framework as the one used in Grazioli et al. (2015).
The hydrometeor labels assigned to the sampling volumes above the DVD are compared
to the corresponding labels of hydrometeor populations, as designated by the 2DVD
classification method (Grazioli et al., 2014). After appropriate aggregation of classes
(CR - crystals, AG - aggregates, RP - rimed ice particle+ice hail/high density graupel),
we obtained the confusion matrix given in Table 1 (responses enumeration).

Table 1: Confusion matrix (semi-supervised method vs. 2DVD).

Semi-supervised
classification
CR | AG | RP
CR | 347 | 6.8 | 0.2
AG | 74 | 16.0 | 0.5
RP | 21.3 | 121 | 1.0

2DVD

classification

The comparison of Cohen’s kappa and overall accuracy with respect to the results given
in Grazioli et al. (2015), quantified in Table 2 (responses enumeration), shows a slight
improvement over the unsupervised and an important improvement over the supervised
method. The vertical distance of 400m between the instrument and the lowest radar
sampling volume could explain the generally low score values.

The operational radars do not have a sufficient visibility above the location at which



M2:

M3:

M4:

M5:

Table 2: Cohen’s kappa and overall accuracy.

Method Cohen’s kappa | overall accuracy
Fuzzy logic (Grazioli et al., 2014) 0.08 0.38
Unsupervised (Grazioli et al., 2014) 0.23 0.49
Semi-supervised 0.25 0.52

the 2DVD was deployed, so a comparison to the ground level reference is not possi-
ble. Therefore, we rather concentrate on evaluating the detection of hail and liquid
precipitation using C-band data.

1 believe that there is tremendous efforts invested on the calibration and monitoring of the network and
the probability of radar errors is reduced. But it is not enough to not taking the errors into account
in the algorithm. The reason is: what if another operational service wants to use this approach?
What if its network doesn’t have the same degree of calibration and monitoring?

The core idea of the proposed method is exactly this sort of adaptability. If the method is applied
on data of different quality (different nature of systematic errors), it will be reflected through the
positions of centroids. This is illustrated in Fig. 6 of the article.

I think here it is important to decrease the quality of the data and see what is happened with the
results.

Actually, centroids before and after data corrections (Fig. 6 in the article), show the influence of
the data quality on the position of the centroids. We as well enclose the analysis which compares
through the matching matrix the results of classification before and after data corrections, with the
respective sets of centroids (Fig. 1 responses enumeration). It illustrates some robustness due to the
use of centroids adapted to the quality of data.

Page 10: The comparison with the centroids derived from unprocessed data (before at-
tenuation and noise corrections), illustrate the rather significant influence the process-
ing can have on the position of centroids. Despite this, the matching analysis between
the classification performed with the “uncorrected” centroids on unprocessed dataset,
and the one performed with the “corrected” centroids on the same dataset after pro-
cessing, indicates some skills with respect to the data quality (65.3% of observations on
the matching matrix diagonal).

It is important to validate the hail detection, but it is the simplest way. The detection of hail is
simple but the difficulty is to know its size and/or its percentage in the scanned volume. I think the
comparison with POH is important but it is not really relevant.

We agree that a sort of a more continuous classification, being capable of distinguishing between
different hail stone sizes, would be very useful and it is actually one of our future objectives. However,
at the moment, the successful detection of hail without considering a vertical structure is a relevant
indicator of quality.

Nevertheless, once a hydrometeor type is identified, specific processing methods can be applied. For
hail size the method proposed in Ryzhkov et al. (2013) could be used.
I will like to see how fast (in function of the CPU and RAM) the algorithm is.

As we elaborated in #2.C1, the classification itself is based on simply calculating the Euclidean
distance in the five-dimensional space. Therefore, the computational performance cannot possibly
be worse than the ones of existing methods.

The method is developed using CSCS (Swiss National Supercomputing Centre). If using only one
CPU (2.6 GHz), with the shared RAM memory, the time necessary to compute fuzzy logic classifi-
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Figure 1: Albis C band radar, 12/06/14, 15h-18h30: matching matrix of classification before and after
data corrections, with the respective sets of centroids.

ml:

cation shown in Fig. 1le in the article would be 5.4158 seconds, while time required to compute the
semi-supervised classification along with the entropy measurement would be 0.8890 seconds.

Page 14: An interesting remark, related to the operational implementability, is that
the calculation of the semi-supervised classification of the illustrated reconstructed RHI
along with its measure of entropy (Fig. 11e and Fig. 11g), takes 6 times less than the
calculation of the corresponding fuzzy logic counterpart.

Page 14: ...An advantage of the proposed method however remains its computational
efficiency: in this particular case, which assumes classifying a 7 x 7 volumes around the
station of interest, the semi-supervised method output is obtained in average 4.6 times
faster.

Minor points:

Just for clarification: I know that most of the researcher called the Dual-pol radar: polarimetric radar.
This nomination is not really correct, every electromagnetic wave is polarimetric, so simple-pol radar
s a polarimetric radar but not Dual-pol!

Acknowledged, we specified that the nomination polarimetric is used as a synonym for dual-polarization
+ Doppler.

Page 2: ...incorporating other Doppler dual-polarization (called polarimetric hereafter)
parameters...

m2: P3, L16: Redefine EPFL.



m3:

m4:

Acknowledged and done.

Page 3: ... MXPol - belonging to Ecole Polytechnique Fédérale de Lausanne (EPFL),
and DX50 - operated by MeteoSwiss.

P3, L26-27: Expert readers: I prefer to remove this classification of the readers; I think we don’t need
to know these two statistical methods to be expert or no! If we don’t use them before, it is simple we
don’t know or we forgot them.

The phrase is reformulated.

Page 4: The proposed semi-supervised algorithm mainly relies on two statistical tools,
elaborated in the following subsections: the unsupervised k-medoids clustering and the
Kolmogorov-Smirnov statistical test.

P7, L3: do you have any statistical percentage about the error?

The calibration accuracy of the Rad4Alp network is elaborated in the paper of Gabella et al. (2016),
which was recently accepted for publication and is now included as a reference. In the included
table we provide the standard deviation of H/V, H/Sun and V/Sun errors and invite the reviewer
to consult the paper for further details:

Page 19: In what concerns the C band data, due to the tremendous efforts invested
in automatic calibration and monitoring of the network, we are confident that the
probability of radar errors is significantly reduced (Germann et al., 2015). This is
demonstrated in the analysis of H/V, H/Sun and V/Sun errors elaborated in (Gabella
et al., 2016) and briefly summarized in the following table:

Table 3: Standard deviation of the error, having the Sun radiation as a reference, without noise subtraction.

mb:

mo6:

mrv:

Radar H/V (dB) | H/Sun (dB) | V/Sun (dB)

Albis +0.04 +0.12 +0.10
Monte Lema £0.07 £0.12 +0.13
Plaine Morte +0.21 £0.18 £0.07

The same case is with the X band radars, a careful calibration and monitoring being
very important due to their very specific research and operational tasks.

P7, L}-8: for the information from the model, is it one altitude by radar or it is a full layer?

The exact altitude is used. It is the case both when there is a possibility to estimate the melting
layer by means of radar (stratiform precipitation), and where we adopt information from the model
(re-sampled for each radar bin).

P12, L5: Do you have any scores for this test?

Score is illustrated in Figure 10d, with the average value now also indicated in the text.

Page 13: Quantification of the comparison over a period of time (averaged over 1°, 1.6°
and 2.5° elevations), through Heidke-Skill score (AHSS=HSS(POH,SS)-HSS(POH,FL)),
shows an advantage of the proposed method in terms of matching, during the span of
the convective event (average value of AHSS=0.05).

P12, L28: “reasonably simple”, here I think we don’t have the same reason!

In case of implementation, it is indeed reasonably simple, which is hopefully now more obvious in
the revised version. The presentation of the algorithm in the form of the “off-line” and the “on-line”
part, should clarify the simplicity argument.



2 Anonymous reviewer #2

General comments

The paper shows an hydrometeor classification algorithm (HCA) based on a semi-supervised approach
using statistical clustering and fuzzy logic method. An iterative approach examines clusters of polarimetric
observations by compared them to fuzzy logic membership function. The comparison is performed using
the Kolmogorov-Smirnov test for each variable. FEach set of parameters is depicted in a set of centroids
which are employed in operational labeling of different hydrometeors. The methods is applied to C-band
and X-band radar measurements of operational MeteoSwiss radars and research radars. This classification
algorithm is in the frame of the new concept of HCA in which the classification is not based exclusively
on physical assumption such as in Fuzzy Logic scheme but statistical features are exploited. In gemeral
this paper is interesting and well written. Howewver, there are some major points, mainly in results and
validation section which need to be extended and improved, furthermore other analysis should be added to
test and to validate the methods. My recommendation is to resubmit the paper after MAJOR REVISION.

Major comments

The statistical classification method is described in detail for which the most of the paper is spent (about
7 pages). Unfortunately the performance of the method are not adequately shown: for the results and
validation a very short part (about 2 pages) is devoted. Results showed in the manuscript do not convince
me that this method is better than other available classification method (supervised and unsupervised).
Please discuss the following points.

The paper is conceived to present a novel approach and illustrates through diverse examples both the
obvious and the potential advantages of this idea. Following the concerns of the reviewers, the valida-
tion part is updated in the revised version, although the longer term comprehensive validation will be
investigated in future work.

M1: At C-band the sampling of measurements are restricted in range between 3 and 40 km (at Xband the
range is not specify). This choice is not adequately justify in the text (lines 27-28, page 5). What
happens to the classification over 40 km when the sampling volume is larger?

The maximum range of mobile MXPol band radar is 30-35 km. Therefore, all the representative
observations belong to this range. In case of DX50 radar, it would be ~ 50 km.

The motivation for restricting the observations to less than 40 km range comes down to the issue of
the possibility to detect weaker echoes corresponding to crystals and vertically aligned ice. Namely,
the noise threshold increases with range and at the 40km distance from the radar it is already
impossible to detect anything below ~ 7 dBZ, which would make fairly difficult obtaining platykurtic
distribution of representative observations, the latter being supposed to ensure the equal presence
of different hydrometeors. As well, by considering relatively low range in centroids derivation part,
we minimize the proportion of hydrometeor mixtures (smaller radar sampling volumes).

On the other side, the centroids derived after including data 40 < R < 80km do not differ signifi-
cantly, as it can been in the Fig. 2.

The probability measure is replaced by the entropy measure in the revised version, with a new section
dedicated to the latter.

Page 11: The obtained classification map is accompanied by a corresponding entropy
estimation. The entropy indicates a level of uncertainty with which a hydrometeor
class is assigned to an observation. Lower entropy reflects significant confidence in the
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Figure 2: Albis C band radar: comparison of centroids obtained using R < 40km range (full), and
40 < R < 80km range (empty).

assigned hydrometeor label, while higher entropy should be interpreted as an uncertain
decision and a potential mixtures indicator.

Out of Rényi’s entropies (Rényi, 1960), we have chosen the min-entropy as a measure
of uncertainty. The distances (arrow lines in Fig. 8) of the observation with respect to
all centroids are converted to the respective probabilities assuming exponential distri-
bution (emphasizing lower distances):

p; = 3exp(—3d;), i=1,---8(9), (1)

which are further on normalized so that Z?(g) p; = 1. Finally, min-entropy is calculated
as:

H=- 10g8(9) Pmaz; (2)
with p;,., corresponding to the distance with respect to the nearest centroid (bold arrow
line in Fig. 8).

Page 12: The entropy estimate illustrated in (Fig. 9d) shows the potential of this

parameter to detect radar sampling volumes without dominant hydrometeor type (hy-
drometeor mixtures): particularly elevated values above the detected melting layer.



M2:

As we increase the range the uncertainty rises.

Page 14: As it was the case with Fig. 9d, Fig. 11g shows an increase in the entropy
estimate with the increase in sampling volume size, confirming the potential role of this
parameter in hydrometeor mixtures identification.

In this work a unique methodology that should be applied to all the datasets is not identify to validate
the method, somewhat validation is sparsely presented and different feature is validate in each dataset,
such as spatial homogeneities, POH and RR. In particular, spatial homogeneity in term of coefficient
C (never defined. In the equation (12), C(p,q) is the cooccurrence matriz) between FL, unsupervised
and semi-supervised methods (table 2) is shown for one RHI at X-band. Although the number of
observations in a RHI should be enough for the statistical point of view, while one RHI could not
be enough to support the spatial homogeneity validation. Furthermore, C values (in table 2) shows
better performance for unsupervised method respect to semi-supervised, the explanation of this point
is not clear (line 19, pag 11). I suggest to extend this type of validation to other classification map
also at C-band and to find a common validation for all datasets.

The spatial homogeneity in terms of coefficient C is now explicitly defined. We have added the
generalization of the analysis based on this feature at X band (average over a series of RHIs) and a
similar measure between FL and SS at C band (over the convective event illustrated in Fig. 10 and
11).

Pages 14-15: The comparison with the output of a fuzzy logic algorithm which uses

similar membership functions to the ones employed in constraining our clustering, was
quantified using the spatial homogeneity feature, derived from the co-occurrence ma-

trix:
B 1, ifI(i,j)=pand [(i+1,j+1) =g,
Clp.a) = ZZ { 0, otherwise, (3)

i

with i,j being the position indices and p, ¢ pixel values (in our case number of a label -
from 1 to 9) (Haralick et al., 1973). It is actually a measure of the co-occurrence matrix
diagonality:

C(p,

S 1+lp—d

estimated at X band for two RHIs (226.8° and 316.7°), during the event around the
instant illustrated in Fig. 9 (14h-16h). As illustrated in Table 4 (responses enumera-
tion) there is a non-negligible increase in averaged spatial homogeneity with respect to
fuzzy logic and very small decrease with respect to the unsupervised approach which
nevertheless contains spatial information and has one class less (advantageous for this
sort of comparison).

Table 4: MXPol X band rada, comparison of semi-supervised approach with its supervised and unsuper-
vised counterpart: spatial homogeneity.

Freq. band Method Spatial homogeneity (SH)
Supervised 0.8037
X Unsupervised 0.8795
Semi-supervised 0.8748

The spatial homogeneity analysis in an analogous framework was applied in case of
C-band data, as well. Namely, the spatial homogeneity scores (Eq. 15) are derived for
the reconstructed RHIs around 187° azimuth angle, presented in Fig. 11 (186° — 188°),
for each 5 minute instant during the event presented in Fig. 10 (15h-18h30). To ensure



a fair comparison (equal number of classes), LDG and HDG classes in the fuzzy logic
approach are merged to one. After averaging, the results show an advantage of semi-
supervised method over its bin-based counterpart (Table 5, responses enumeration).

Table 5: Albis C band radar, comparison of semi-supervised approach with its supervised counterpart:
spatial homogeneity.

M3:

M4:

Freq. band Method Spatial homogeneity (SH)
G Supervised 0.6506
Semi-supervised 0.7179

Aside from the comparison in the context of spatial homogeneity, which covers both C and X band,
due to the practical limitations (availability of data) we had to opt for different means of illustration
and validation with different datasets. However, in our forthcoming measurement campaign (which
should take place in the canton of Valais), we plan a more careful placement of our ground instruments
(disdrometers, 2DVD and MASC) in order to be able to use them both with the mobile X band
radar and with the nearby C-band MeteoSwiss radar - Plaine Morte.

The comparison of classification maps obtained from different methods are shown with not identical
hydrometeor labels (see Fig.8 and Fig.10) this does not allow a good comparison. In particular in
Fig. 10 it is used the Fuzzy Logic scheme of Dolan et al (2013), the original version of this scheme
classify 10 hydrometeor classes including the class “Melting hail and large drops” that is not used in
this work. Why do you eliminate this class? In Figure 10 that shows the POH comparison Melting
hail of Brenda et al (2013) can match your melting class. In this frame I suggest to show classification
maps from different methods with the same labels, when is possible. The classes that are not identical
matched are need to adequately describe in term of microphysical properties and the best match to
a similar class need to be find in order to appropriately comparing the results. I guess that using
similar or identical hydrometeor classes comparison results in particular Fuzzy Logic comparison in
Fig.10 could be improved...

As suggested, the class big drops/melting hail is included in the comparison (Fig. 10 and 11 in the
article) in the revised version of the article. This change indeed decreases the quantitative advantage
of the proposed method in terms of AHSS. As for the other classes, there is a clear correspondence.

Is the semi-supervised algorithm need to be run for each dataset of observations? Is it possible to use
this method to obtain an operational product? How do you implement an hypothetical chain of radar
processing that include semi-supervised classification?

After the algorithm is being run on the representative set of observations for a particular radar, the
positions of derived centroids are used in a configuration file for that radar. The classification is
included in the chain of radar processing through a fairly simple script which assigns a hydrometeor
type label by comparing the Euclidean distance of different centroids with respect to the concerned
radar volume. The configuration file is supposed to be updated at regular intervals of several months
in order to account for potentially occurring systematic errors in radar measurements.

Page 10: Once we have obtained the set of centroids characterizing a particular radar,
the operational implementation of hydrometeor classification is reduced to the calcu-
lation of Euclidean distances in a five dimensional space, formed by four parametric
radar parameters and one external parameter (Ind). The configuration file containing
centroids is supposed to be updated at regular intervals of several months in order to
account for potentially occurring systematic errors in radar measurements, with the
prospective of making this operation continuous.

Page 16: The presented method is already running in real time on a mobile X-band
radar (DX50), while the operational implementation in the processing chain of Rad4Alp

10



Mb5:

Mé6:

MT:

network is under progress.

Microphysical description of the hydrometeor classes is completely omitted. Is not clear in which way
the results of Dolan and Rutledge (2009) and Dolan et al (2013) are adopted and modified. How the
MBF' shown in Appendiz A (table 3, 4, and 5) are obtained?

Appendix A has been elaborated in the revised version, including the rationales behind the modifi-
cations of the referent membership functions.

Pages 16-17: Wet snow class for X band, not defined in Dolan and Rutledge (2009),
was adopted from Grazioli et al. (2015).

Ice and melting hail classes for both considered frequency bands were defined using
scattering simulations with a single and a double layer T-matrix method (Mishchenko
et al., 1996), as indicated in Section 3. The same simulator was used for modifications
introduced in crystals and vertically aligned ice classes. The modified parameters are
emphasized using bold font in Tables 6 and 7. The rationales behind the modifications
are the following:

e CR and VI: The very broad Zpy distributions of these two classes (e.g. reflectivity
of vertically aligned ice in C band ranges roughly from -26 to 24 dBZ) are in dis-
cordance with our scattering simulations (indicating significantly more contracted
ranges). This could be a consequence of the considered particle size distributions.
Basically, in order to avoid an important impact of such broad assumptions on the
convergence behavior of the centroids derivation algorithm, we decided not to ac-
count for very small crystals (almost undetectable at C band) and very big (D > 30
mm) dendrites.

e TH and MH: Given the specific nature of the IH class, which is directed by the fifth
parameter to the high altitudes, this class has more specific properties with respect
to the conventional hail class (insignificant liquid water content). Consequently,
there is a need for the complementary MH class.

With the exception of the modifications stated above, the microphysical properties
of the classes correspond to the definitions found in (Dolan et al., 2013; Dolan and
Rutledge, 2009; Grazioli et al., 2015).

At page 6 lines 1-10 a selection of observations is made constraining in determinate ranges each
parameter with a platykurtic distribution. If we need to classify all the observations of a map without
the possibility to select data (for instance in operational products), how could you take into account
the hydrometeor classes that are scarcely populated? For example, hail class in initial stages of
thunderstorm development could be detected in few pizels and maybe a cluster of this class could not
be found. This point should be critical if you consider large sample volume (over 40km of range).

As indicated in the answer to the #2.M4, and made clearer in the revised article, the selection of the
data is not being done in real-time (operationally). Therefore, there is no risk of failing to include
all the classes of interest, because there should be always a possibility to select data from the vast
database of measurements. In the worst case scenario, if the new set of centroids is supposed to
adapt to the recently determined systematic error, the database is limited to the observations since
the systematic error started occurring.

Key figures (from 7 to 11) that should demonstrate the validation and the performance of this clas-
sification methods are scarcely commented and descript. In my opinion the results showed are few
and weak.

As suggested by the reviewers, in the revised version these figures are commented in a more ap-
propriate manner and the performance analysis is reinforced, primarily through the inclusion of the
comparison with 2DVD-based classification of ice-phase hydrometeors, but also through a sort of
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ml:

m2:

m3:

m4:

mb:

mo6:

generalization of results presented in the original version of the paper (e.g. spatial homogeneity,
robustness analysis).

The aim of the paper remains introducing the concept, and illustrating its plausibility, leaving
the systematic long-term validation as one of the objectives for the future. However, we are pretty
confident that the presented measures of plausibility (validation), are not less convincing with respect
to the ones found in the referenced publications. This is particularly the case about comparisons
with other methods, which are not very often found in hydrometeor classification papers.

Minor points

Pag 4 lines 10-19: What is the implementation used in this work? Is the third implementation (line
18) since the observations of dataset selected is very large? Please detail this point in the text.

Implementation depends on the size of the set. Therefore, we use all of them (iterative splitting is
making sets smaller).

Pag 11 lines 11-16 The 9 classes used is “ispired by Dolan and Rutledge (2009) and Dolan et al
(2013)”. What do you mean with the term “ispired”? Do you use their MBF'? Do you run simulations
with their parameters?

We use their MF’s, altered by results of our own simulator in case of altered microphysical properties
of the classes (please refer to #2.M5).

Pag 11 lines 21-26 How many full scans did you consider in total for the 20 days selected for the
three C-band radars (8+8+4 days)? The number of observations in table 1 should be greater if you
consider 280 full scan per day for 20 days.

The total number of observations is reduced by a sort of a constrained sampling, which ensures quasi
platykurtic distributions of Zy and AH (Fig. 3).

Pag 7 lines 15-16: The phrase “The value of N is set to nine which corresponds to the number of
hydrometeor classes we eventually seek (see section 3), though a different value does not alter the
convergence of the algorithm.” is not clear. Please rewrite it.

Acknowledged and done.

Page 7: This is done by means of the k-medoids clustering algorithm, which divides the
set of representative observations into N initial, distant sets, by using the standardized
Euclidean distance as a criterion. The number of initial sets is set to nine which
corresponds to the number of hydrometeor classes we eventually seek (see introduction
to section 3.1). A different number of initial sets does not alter the convergence of the
algorithm.

Pag 7 line 26 In the phrase “The resultant test statistic is finally compared with the threshold defined
by a chosen test significance...” what is the threshold?

The threshold is a critical value, defined by a hypothesis test. It is the value of the test statistic for
which the p-value equals the test significance a.

Page 8: The resultant test statistic is finally compared with the critical value defined
by a chosen test significance («) and a number of samples (), following Pearson and
Hartley (1972).

Pag 9 line 27 In the sentence “The results a X band match to a significant degree those obtained
unsupervisely derived centroids (Fig.8)” what “results” do you refer to?. Please replace “(Fig.8)”
with “(Fig.8a)”. The comment to Fig.8 is not sufficient to describe the results obtained.
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Figure 3: Representative observations acquired by Monte Lema, C band: distribution of polarimetric
parameters.

We refer to the RHI of the semi-supervised classification (Fig. 9c in the revised article).

Page 12: The results of semi-supervised classification at X band somewhat differ from
those obtained by the supervised method (54% of matching after the suitable aggre-
gation of classes) and match to a significant degree those obtained by employing the
centroids derived from the unsupervised method (83% of matching).

m7: Pag 11 line 15 Which is the spatial homogeneity feature derived from the co-occurrence matrix? In

maS:

m9:

table 2 C'is a coefficient, while in the text is the Co-occurrence matriz. Please clarify this point.

C is indeed the co-occurrence matrix, while the spatial homogeneity (SH) took the place of the
wrongly indicated C in Table 2 (please refer to #2.M2).

Pag 11 line 22 How is calculated the normalized matching matrix?
Matching matrix is normalized with respect to the total number of observations.

Page 15: The analysis is performed using normalized matching matrix (otherwise called
confusion matrix), which provides information about the matching of hydrometeor la-
bels in the overlapping sampling volumes of two radars. It is normalized with respect
to the total number of observations.

Pag 12 line 4 What is the “classical fuzzy logic approach used”?

For the purpose of a more rigorous comparison, in the revised article it is the fuzzy logic scheme
based on the inference proposed in Dolan et al. (2013), instead of the product inference applied in
the first version of the paper. The MFs we have been using are the original ones found in Dolan and
Rutledge (2009); Dolan et al. (2013), with the wet snow class for X band as well as the trapezoid
functions for the relative altitude with respect to the 0°C level, taken from Grazioli et al. (2015).
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m10:

mll:

Page 18: The employed inference is:

. wZDRJﬂZDR,i + depvi/Bdezi + wﬂhuviﬂphvai T
Wi = Bz iTam, (5)
WZpp,i T WKgp,i T Woy, i

with three weighting coefficients having values: wyz,.; = wg,,; = 1,w,,,; = 0.75. This
does not correspond to the weighting coefficients found in the original publications,
and was chosen for the purpose of the coherent comparison with the presented method.
Namely, these are the weights used in the semi-supervised approach, except for the non-
radar (fifth) parameter, whose influence is not minimized in the fuzzy-logic approach.

Pag 12 lines 9-10 The method used to identify the convective core of storm (Fig.11) is not adequate.

During the convective events ice particles grow due to intense updraft and when reach a certain
size precipitate. Hail can be found at ground also as “ice hail” (since no microphysical description
of hydrometeor are provided in the text, I suppose that for “ice hail” you mean no wet particle).
Furthermore due to strong updraft wet particles can be found also above the (° C level. Typical radar
signature of convective events are the absence of bright band . The two type of hydrometeor that
you consider “ice hail” and “high density graupel” follow an horizontal layered scheme typical of
stratiform events. In the scheme proposed an hydrometeor that can be found below and above the
0° C' is not included, using the scheme proposed in the text is not possible to correctly identify the
convective core.

Actually, the proposed method allows for the“ice hail” to be detected below 0°C isotherm level, as
well as it allows for the “melting hail” to be detected above 0°C isotherm. Namely, there is only one
parameter (out of five) which “forces “ice hail” above and “melting hail” below 0°C isotherm level,
and it has a maximum weight of 0.5 (out of 1) in the decision making. If the “ice hail” indeed occurs
below, the four other parameters (particularly Zpgr and Kgp, both weighted 1 out of 1) will make it
detectable. If we have a closer look at the values of Zpr and Ky, parameters in the given example,
we can see that the presence of ice hail below 0°C isotherm is very improbable.

Pag 12 line 10. The relation between ice detection by radar and lightning activity is not well shown
and described. Fig. 11 are not able to provide the “potential of properly detecting the presence of
vertical ice”. This is a challenging issue that need appropriate methodology to be addressed. Lightning
map (Fig. 11f) that represents 24 hours of lightning in a large area is too general to extract qualitative
information to be related to the pseudo RHI observed in a small area in few minutes. In order to
clear this aspect I suggest to refer to the recently work by Roberto et al (2016), in which a quantitative
relation between ice mass detected by weather radar and lightning activity is found.

This is rather thought to be a qualitative indicator, which should justify the presence of identified
vertical ice. It does not represent a veritable lightning validation. With the help of the suggested
referencew (Roberto et al., 2016; Hubbert et al., 2014), this is made clear in the revised version.

Pages 13-14: The increased presence of the vertically aligned ice could be explained
by the reported atmospheric lightning, although a straightforward relation cannot be
assumed (Hubbert et al., 2014; Roberto et al., 2016). In terms of vertical ice detection,
a comparison with the conventional (fuzzy logic) approach (Fig. 11b) could serve as
an indicator of a certain robustness of the semi-supervised method with respect to the
differential attenuation. That is to say, despite the reported atmospheric lightning,
after analyzing Zp it seems more plausible that the observed negative Zpr (Fig. 11b)
is partly a result of the differential attenuation, and therefore should not be labeled as
vertically aligned ice.

ml2: Pag 12 lines 14-18 Why the comparison is not shown for FL classification? The comment of this

figure, that is consider one of the key point for validation of the method is scarce and inappropriate.

Supervised classification = FL classification, as it is clarified in the revised article. This figure is
rather meant to be a sort of illustration, given that we’re aiming to compare the detection of each
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ml3:

ml4:

mlb:

mlo6:

ml7:

hydrometeor type with some other sort of information. Furthermore, as it is indicated in the article,
this figure demonstrates very similar performances with the fuzzy logic approach when it’s about
the light rain/rain discrimination, the processing time being an advantage of the proposed method.

Page 14: An additional comparison with the corresponding supervised routine con-
cerns liquid precipitation (Fig. 12). Namely, 10 minute rain gauge measurements at
two MeteoSwiss stations (in the vicinity of Monte Lema radar) are compared to the rain
vs. light rain output of semi-supervised and supervised (fuzzy logic) classification. Al-
though drawing a border line between light rain and rain is indeed somehow debatable,
by observing ground measurements, one can perceive a very large plausibility of the
results obtained with both methods. An advantage of the proposed method however
remains its computational efficiency: in this particular case, which assumes classifying
a 7 x 7 volumes around the station of interest, the semi-supervised method output is
obtained in average 4.6 times faster.

Pag 138 line 1-5 The performance and the validation of the method are just mentioned in the con-
clusion. I think that conclusions need to be enriched in the light of more robust results that should
be shown in the revised manuscript.

We did our best to make the validation and the included illustrations of method’s plausibility more
robust and comprehensible. This part is appropriately emphasized in the revised conclusions.

Page 16: We illustrated some noteworthy properties of the proposed classification,
which concern: discrimination between different solid phase particles, hail detection
performance and spatial homogeneity of the classification output. Simultaneously, we
demonstrated a very low dependency on non-radar inputs and a significantly enhanced
computational efficiency.

Table 2 What is the coefficient “C” ¢

C is the co-occurrence matrix. SH - spatial homogeneity (a measure of co-occurrence matrix diago-
nality) took its place in Table 4 in the revised version (please refer to #2.M2).

Figure 5 Why any wet class are shown in this plots? For erxample should be interesting showing
PDFs of Rain class.

The revised version of the article contains the PDFs of aggregates, rain and wet snow. This time
both the PDF's derived with the MXPol and the ones derived with the DX50 radar.

Page 9: A comparative illustration of the PDFs obtained by MXPol and DX50 radars
(Fig. 5), shows a fairly similar two-dimensional distributions except in what concerns
Pry Where the obtained PDFs and consequently the representative centroid reflect the
systematic underestimation of this parameter by the DX50 radar. This sort of adapt-
ability is the basic idea of the proposed classification method.

Fig. 8 Rewrite the caption. Please insert the data and time of radar measurements. The probability
map s never mentioned in the text. What is it represent?

Acknowledged and done. Entropy, replacing probability in the revised version of the article, is defined
in #2.M1.

Page 32: MXPol RHI profile 226.8° azimuth, 14h25, 29/09/13, Ardéche, France: (a)
Zu, (b) Zpr, (¢) K}, (d) pj,; Comparison of semi-supervised approach (g) with its
supervised (e) and unsupervised counterpart (f), along with the entropy estimate of
the semi-supervised approach (h).

Figure 9 What do these comparisons (obtained by normalized matching matriz) show in terms of
classification results?
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In the revised version, in the same framework (normalized matching matrix) we present the com-
parison between the semi-supervised and the fuzzy logic method for a day when one of the radar
(MXPol) had an issue with the magnetron. The idea behind these comparisons is to evaluate the
matching of classifications of the same volume, using two different radars, which should be an indi-
cator of the robustness of the classification method. The comparisons before and after reflectivity
bias correction, are used to demonstrate the stronger reliance of the semi-supervised method on the
dual-pol radar parameters.

Page 15: Finally, we performed the matching analysis by applying both our classifi-
cation, based on MXPol and DX50 centroids, and the fuzzy logic approach, on two
X-band radars pointing toward the same volume (Fig. 13). The peculiarity of the
analyzed day is that the MXPol radar had an issue with the magnetron performance,
causing a significant reflectivity bias.

Before bias correction, the semi-supervised method shows better matching perfor-
mances: 55% of observations on the diagonal vs. 50% in case of the fuzzy logic approach.
However, more significant is the fact that after bias correction, the performances of the
presented method improve significantly more than those of the considered fuzzy logic
approach: 61% vs. 51%. We deduce that this difference indicates a stronger reliance of
the semi-supervised method on the polarimetric radar parameters, whereas the decision
of the supervised approach depends significantly on the external (fifth) parameter.

m18: Fig 10 What is the AHSS?

As indicated in the caption, AHSS is a difference in Heidke-Skill Scores (AHSS=HSS(POH,SS)-
HSS(POH,FL)). Positive value indicates a better matching of the semi-supervised method with
POH product, while negative value point toward better matching of fuzzy logic approach.

3 Anonymous reviewer #3

General comments:

This manuscript describes a proposed method for performing hydrometeor classification using a com-
bination of statistical clustering of polarimetric radar observations and scattering calculations. The radar
observations are first clustered purely statistically into subsets that represent the particle classes to be iden-
tified. A statistical test is then used to determine the hydrometeor type associated with each cluster or
whether further clustering is needed. The algorithm is then demonstrated using a few different events and
observations from different radars. The method described is innovative and appears to be an improvement
over the fuzzy logic hydrometeor classification algorithms (HCAs) used in the study for comparison. As
such, the readership of AMT should find this manuscript quite interesting. However, I have a few concerns
that need to be addressed before this manuscript can be accepted for publication.

C1: The first concern I have relates to the use of the scattering calculations in the algorithm. There
needs to be more information provided to the reader about the microphysical assumptions that went into the
scattering calculations (and thus the resulting membership functions), most importantly the aspect ratios
and particle size distributions of the hydrometeors. These choices will influence the algorithm and therefore
need to be justified.

Please refer to #2.M5.

Page 17: In what concerns the choice of the particle size distribution (PSD) and the
aspect ratios for the simulated particles, we opted for:
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e CR and VI: PSD as the simplified (exponential) version of the empirical, temperature
(T) dependent, distributions found in Heymsfield et al. (2013):

N(D) = Nyoexp —AD, (6)

with Ny = 3.304 exp (—0.046077"), and A = 15.3 exp (—0.0537T") for stratiform and \ = 3.4 exp (—0.0837")
for convective events.

Aspect ratio follows the empirical relation h = aD?  , with h being the smallest di-
mension and D,,,, the largest: spherical ice crystals (a« = 0.9, b = 1), solid thick plates
(a=0.23, b=0.778), dendrites (a = 0.0418, b = 0.377).

e TH and MH: PSD as defined in Cheng et al. (1985):
N(D) = CA* exp (—~AD), (7)

with A varying from 0.1 to 1 mm~! and C varying from 60 to 300.
Aspect ratio as defined by Ryzhkov et al. (2011) (dh - dry/ice hail, mh - melting hail):

[ 1-0.02D, D < 10mm, -
"dh = 0.8, D > 10mm.
Tdh — 5(rdh — 0.8>fmw, fmw < 0.2,
o = 4 0.88 — 0.40 frmue. D0.2 < fonw < 0.8, 9)

2.8 — dry + 5(rw — 0.56) foaws D frmuw > 0.8,

with f,,, being the mass water fraction, and r, the aspect ratio of the equivalent
raindrop.

C2: Given that the authors’ intention is to minimize the reliance of their HCA on the uncertain
microphysical and electromagnetic properties of hydrometeors, the impact of these assumptions on the
resulting algorithm needs to be shown. Therefore, I recommend the authors perform some sort of sensitivity
analysis where the parameters used in the scattering calculations are modified and resulting changes in the
cluster centroids are examined.

The variation of MF parameters in the external loop increased from 5% to 10% and 20% around the
values given in the Appendix. The evoked impact is analyzed by observing the changes in the positions
of final centroids and the dispersion of centroids at the output of the internal loop.

The averaged changes in the positions of centroids are given in Table 6, while the averaged changes in
the interquartile coefficient of dispersion of centroids are given in Table 7.

Table 6: The averaged changes in the positions of centroids after increasing the variability of MF param-
eters from 5% to 10% and 20%.
Parameter X | Zy (dB) | Zpr (dB) | K'gp P ho Ind

AX (5%) 0.5276 0.0559 0.1740 | 0.4150 | 0.0074
AX (10%) 0.6550 0.0924 0.2062 | 0.7855 | 0.0092

By observing the obtained results, we can deduce very small resulting changes in the position of the
centroids and what is even more important, negligible changes in the convergence of the algorithm. Namely,
changing up to 10% the MBF (which are a sort of clustering constraints) from one iteration to another
in the external loop, and not introducing any dispersion, demonstrates an emphasized dependence on the
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Figure 4: Monte Lema C band radar: comparison of centroids obtained using 5% variations of MF
parameters (o), and 10% (+) and 20% (x) variations of MF parameters.

Table 7: The averaged changes in the interquartile coefficient of dispersion of centroids after increasing
the variability of MF parameters from 5% to 10% and 20%.

Class CR AG LR RN RP VI WS IH/HDG | MH | Average
Ac (5%) | 0.2970 | 0.0294 | 0.0776 | 0.0188 | 0.0338 | 0.1337 | 0.0273 | 0.2322 | 0.0168 | 0.0963
Ac (10%) | 0.0698 | 0.0617 | 0.0617 | 0.0287 | 0.0918 | 0.0591 | 0.1132 | 0.0568 | 0.0398 | 0.0647

information contained in the radar data, and thus a decreased dependence on the information coming from
the reference observations.

Page 9: An important remark is that the increase of the variation range of reference
parameters in the external loop, from 5% to 20% around their initial values, results in a very
small change in the positions of centroids (e.g. average AZpr = 0.0924 dB), and a negligible
change in their dispersion (average Ac = 0.0647). This clearly indicates a limited sensitivity
of the semi-supervised method on the employed reference assumptions.

C3: Another concern I have is the lack of discussion about the polarimetric variables used in the algo-
rithm. It should be stated how these variables depend on the microphysical properties of the hydrometeors.
It would also help to introduce in this section the hydrometeor types that will be used in the HCA. The
degree of uncertainty in the polarimetric radar signatures associated with each hydrometeor type should
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then be discussed to motivate the addition of clustering to the HCA.

The section 3.1 is reinforced with a concise introduction of polarimetric parameters and a comment
about the uncertainty in measurements and polarimetric radar signatures.

Page 6: The values of selected polarimetric parameters can be associated with differ-
ent microphysical properties of the particles: Zy - concentration, size and density, Zpgr -
shape, orientation and density, K4, - concentration and shape, p;, - homogeneity. Therefore,
information they provide is to a degree complementary, and should lead to the inference
of a particle type. However, given that radar measurements are in fact estimates of these
parameters, these values are characterized with a certain level of uncertainty, as well as are
the presumed polarimetric signatures of different particles. The proposed method is actually
designed to adapt to these uncertainties.

C4: Finally, there are a number of instances of somewhat confusing wording, compounded in some
cases by grammatical errors. Addressing these wording issues and grammatical errors will make the points
highlighted by the authors clearer. Based on these concerns, I recommend that this manuscript undergo
major revisions. My specific and technical comments follow.

The wording is hopefully improved and grammatical errors eliminated.

Specific comments:

S1: Page 1, Line 11-12: It is unclear what is meant by “merging” here.

Bringing together different clusters which are identified as belonging to one particular class.

S2: Page 1, Line 19-20: Add references to support the uses of hydrometeor classification.
Acknowledged and done, (Bringi et al., 2007).

S3: Page 2, Line 16-21: Re-work this sentence or split it into two sentences. Also, define the polarimet-
ric variables mentioned here and describe how they depend on the microphysical properties of the
hydrometeors.

The sentence was split in two sentences. The polarimetric variables are defined in the section 3.1
(please refer to #2C.3).

Page 2: Among the number of methods developed for S, C and X band we can dis-
tinguish between: those using reflectivity at horizontal polarization (Zp), differential
reflectivity (Zpr), specific differential phase shift (K;,) and correlation coefficient (pp,)
(e.g. Dolan et al., 2013), and these using linear depolarization ratio (LDR) (e.g. Straka
et al., 2000). Also, we can discriminate between methods using temperature as an
external parameter (e.g. Zrnic et al., 2001), rather than relative altitude with respect
to the 0°C isotherm (e.g. Lim et al., 2005), as well as between those using two or
more dimensional membership functions (e.g. Marzano et al., 2007), rather than one
dimensional ones (e.g. Liu and Chandrasekar, 2000).

S4: Page 2, Line 26: Add references and discuss the uncertainty in the polarimetric signatures of different
hydrometeor types.

Uncertainty in the polarimetric signatures of different hydrometeor types is evoked at several places
in the manuscript (e.g. section 3.1), though we opted not to elaborate the discussion, already present
in the majority of the quoted papers, due to the obvious constraints with space (revised version is
already significantly longer with respect to the original one).
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S5:

S6:

ST:

S8:

S9:

Page 3, Lines 10-12: The authors need to discuss further the differences between their proposed
semisupervised method and the method proposed by Bechini and Chandrasekar (2015) (i.e., why the
method proposed in this manuscript is an improvement over the previous method).

Though as well named semi-supervised, the method of Bechini and Chandrasekar, 2015 is concep-
tually significantly different. Namely, its emphasis is on improving the output of fuzzy logic schema
by applying clustering with a significant spatial (regional) constraint, which increases the robustness
with respect to the inevitable noise in the measurements.

Rather than demonstrating improvement in performance, we aim to emphasize theoretical and prac-
tical advantages of the proposed methodology: we reduce the problem of hydrometeor classification
to the pretty intuitive Euclidean geometry in the five-dimensional space, where the reference points
in this space (centroids) result from the synthesis of microphysical assumptions and information
coming from the data. By doing so, aside from intrinsically accounting for the uncertainty both in
the data and in the assumptions, we ensure a remarkable computational efficiency.

Page 3: The first notion of the semi-supervised method is found in Liu and Chan-
drasekar (2000), where employing neural networks in updating the membership func-
tions, reduces classification algorithm to a neuro-fuzzy system. However, the most rep-
resentative for this category would be a region-based method proposed in (Bechini and
Chandrasekar, 2015), its emphasis being on improving the output of fuzzy logic schema
by applying clustering with a significant spatial (regional) constraint, which introduces
an important robustness with respect to the inevitable noise in the measurements.

Page 3: This is achieved in a somehow different way with respect to the state-of-the-
art semi-supervised approach (Bechini and Chandrasekar, 2015), by involving, in a
computationally efficient bin-based approach, two classical data processing tools: k-
medoids clustering and Kolmogorov-Smirnov test.

Page 4, Line 6: How can the standard deviation for each cluster be a scalar? Shouldn’t this quantity be
a vector since each polarimetric variable will have a different standard deviation for a given cluster?

Indeed, there was a mistake in Eq. 2. It should have been:

X Hy
ogs,

d; = (10)

2
Page 4, Lines 11-12: Does the choice of algorithm affect the resulting clusters?
Please refer to #2.m1.

Page 5, Line 16: How are the authors sure that no vertically aligned ice was present in the X band
radar observations without assuming some signature for this class of particles a priori?

The interquartile dispersion coefficient serves as the indicator of a very weak presence of vertical
ice, in a way that the vertical ice centroids at the output from the internal loop show significant
divergence. This is, a posteriori, confirmed by observing very few volumes with negative Zpgr and
positive Ind in the representative observations dataset.

Page 5, Line 23-24: Is this sentence implying that the four chosen cases from the Monte Lema radar
were selected because more hail was reported during these events then the climatological frequency of
hail events in the region?

Lapsus calami, it should be Plaine Morte radar. Actually not, we wanted to keep the shares of
different hydrometeor types proportional.

Page 6: The reason behind the smaller initial set for Plaine Morte radar (four days) is
the lower regional frequency of hail storms and our desire to keep the proportions of
different hydrometeors similar for all radars.
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S10:

S11:

S12:

S13:

S14:

S15:

S16:

S17:

Page 5, Line 25: Are these plan position indicator (PPI) scans? Please clarify.
Yes, this point is clarified in the revised version.

Page 6: All three considered operational radars have the same scanning pattern covering
the entire azimuth revolution with 20 elevations (Plan Position Indicators - PPIs, from
—0.2° to 40°) in 5 minutes, resulting in 288 full scans per day.

Page 6, Line 15: Why is AH the relevant parameter for phase composition of the hydrometeors?
Doesn’t the degree of melting depend on both the height above or below 0 A°C and the lapse rate?

Indeed, it depends. However, our idea is to rely exclusively on radar polarimetry when distinguishing
between different hydrometeor types inside either liquid or ice phase. Therefore, we apply the sigmoid
transformation, which has the aim to diminish the influence of this information inside liquid or ice
phase.

Page 6, Line 24: I suggest adding the number of scans from each radar in addition to the number
of pizels to table 1.

Actually, all scans from 8 considered days for one C band radar are used. After eliminating the
non-precipitation volumes, we perform a constrained sampling which results in the given number of
pixels, distributed according to the Fig. 3. We could have retain the position of each pixel and state
from how many different scans day originate, but given that we rather opt for bin-based approach
(without considering neighboring effects), this did not appear as very relevant.

Page 7, Line 3: Does this include correcting for non-uniform beam filling?

Unfortunately, the correction of non-uniform beam filling is not performed.

Page 7, Line 5-6: I am confused by what is being done for the pizel assignment step to get the
altitude of the (° C isotherm. Why use a 6.5°C/km lapse rate when the temperature levels should be
available in the model?

Given that in the stratiform events we have the possibility to rely on the radar estimate of the
melting layer height, we have opted to use the altitude rather than the temperature as the input
for the derived 5th parameter. Therefore a need to use a standard atmospheric lapse, in order to
get the local altitude with respect to the 0°C isotherm for a radar sampling volume for which we
already have temperature (after the re-sampling of COSMO temperature profile to the radar grid).
Alternative (as well used with the presented method) is to use directly the information about the
0°C isotherm, together with the calculated height of a radar sampling volume.

Page 7: The information concerning the altitude of the 0°C isotherm has been collected
from the numerical weather prediction model COSMO (Baldauf et al., 2011), by relying
on the 0°C isotherm product or by applying standard atmosphere lapse rate in the
troposphere (6.4 °C/km) on the temperature profiles.

Page 7, Line 7: How well do the 0° C isotherms altitudes derived from the polarimetric melting layer
signature correspond to the 0°C isotherms altitudes from the model?

A detailed description of the performances of the radar based melting layer detection are provided
in the referred article (Wolfensberger et al., 2015).

Page 7, Line 12: Switch order of Figs. 2 and 3; as it is now, Fig. 38 is referenced in the text before
Fig. 2.

Acknowledged and done.

Page 7, Line 20: This discussion of the scattering calculations is vague. The details of the scattering
calculations need to be presented if they differ from the calculations from the Dolan et al. (2013) and

Dolan and Rutledge (2009) studies. There is some limited discussion of the scattering calculations
in the Appendiz that should be expanded upon and referenced in this section of the text.
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S18:

S19:

S20:

S21:

S22:

S23:

S24:

S25:

S26:

Please refer to #2.Mb5.

Page 7, Line 28: State the HO hypothesis being tested.
Acknowledged and done.

Page 8: Clusters which satisfy the Hy hypothesis (distribution similar enough to one of
the reference classes) exit the iteration as labeled observations, while the rest proceeds
to the additional clustering, this time divided into two sets.

Page 8, Line 5: In general, most radar sampling volumes will contain a mizture of different particle
types. In many cases, one of these particle types will dominate the polarimetric variables. Therefore,
in this section of the text, it would be better to say that the unlabeled clusters are miztures of particle
types that have more equal contributions to the polarimetric variables.

Acknowledged and done.

Page 8: On the other side, unlabeled clusters are assumed to be mixtures of hydrome-
teor types that have more equal contributions to the polarimetric variables and there-
fore are not further analyzed in this phase of our research.

Page 8, Line 6-7: What is the justification for limiting the observations to a range of 40 km?
Please refer to #2.M1.

Page 8, Line 19: State what the number of samples S refers to specifically in the algorithm.
Acknowledged and done.

Page 9: Namely, in order to keep the af product quasi-constant, we only slightly vary
the number of samples S € [30,35,40] and therefore the 5 parameter, whereas we keep
the low value of the test significance o = 0.01.

Page 8, Line 30: Clarification: these 30 centroids come from the 30 iterations of the external loop
of the algorithm?

Exactly.

Page 11, Line 7-9: Rework this sentence.
Acknowledged and done.

Page 12: Here, by using the simpler k-medoids clustering method and without con-
sidering at all the texture information we are obtaining very similar results. Further
more, the identification is performed automatically, modifiable theoretical assumptions
are used at the input, and more classes are derived.

Page 11, Line 8: Determining the sensitivity of the classification algorithm to the assumptions in the
scattering calculations/membership functions might be another way to illustrate the differences be-
tween semisupervised and unsupervised methods. Doing this would also illustrate just how dependent
the semisupervised scheme is on the scattering calculation assumptions.

Please refer to #3.C2.
Page 12, Line 6: It would be useful here to discuss the skill of the POH algorithm.

Instead of elaborating the performances of the POH algorithm, we prefer referring the reader to the
very recent and very systematic paper (Nisi et al., 2016).

Page 12, Line 10-11: Does the algorithm identify vertically-oriented ice during all cases where light-
ning is observed? One example where vertically-oriented ice with lightning is detected is not sufficient
to suggest that vertically-oriented ice is actually present. Observations of depolarization streaks in
ZDR may be another way to support the presence of vertically-oriented ice during this period. See
the paper by Hubbert et al. (201/).
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S27:

S28:

Indeed, this is rather meant to be an illustration. The suggested article (Hubbert et al., 2014) is
used to clarify the point. Please refer to #2.m11.

Page 12, Line 29: The microphysical assumptions, especially the assumed particle size distributions
and aspect ratios used to generate the membership functions, need to be revealed either in section 3
or the Appendiz. It is also important to summarize how these assumptions affect the centroids, given
that the proposed method should not be overly dependent on the scattering calculations.

Please refer to #2.M5 and #3.C2.

Page 13, Line 15: How does considering only small sampling volumes eliminate hydrometeor miz-
tures? Microphysical situations where miztures of hydrometeors are likely (e.g., aggregates and pris-
tine ice particles, rimed and unrimed ice particles, melting hail and rain) are still going to be en-
countered by the radar, regardless of the size of the radar sampling volume.

Indeed, our entropy parameter potentially suggest the same thing. Please refer to #2.M1 for further
explanations.

The last sentence is appropriately rephrased.

Page 16: Therefore, the plan is to deal with the volumes characterized with high en-
tropy (potential hydrometeor mixtures), either through their decomposition or through
defining a new set of mixed classes, dominantly for far ranges.

Technical corrections:

Page 1, Line 5: Remove “eventually.” v

Page 1, Line 13: Remove “finally.” v

Page 2, Line 26: Remove “whereas” and split this sentence into two sentences. v’
Page 2, Line 32: The word “distant” should be “distinct.” v

Page 3, Line 1: Remove “whereas” and split into two sentences. v/

Page 3, Line 4-9: Split this sentence into multiple sentences. v’

Page 3, Line 13: Remove “whereas” and revise. v’

Page 5, Line 26: Change “pointed” to “indicated.” v

Page 6, Line 10-11: Remove parentheses and change “precipitations” to “precipitation.” v
Page 6, Line 27: Remove “in particular.” v

Page 8, Line 1: Revise this sentence. v/

Page 10, Line 2: Change “pixels” to “pizel.” v

Page 10, Line 28: Change “unsupervisely derived centroids” to “the centroids derived from the
unsupervised method.” v’

Page 11, Line 7: Change “unsupervisely.” v
Page 13, Line 23: Change “was” to “were.” v

Figure 2: Add yes/no text to decision branches in the flow chart. v’
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o Figure 6: I recommend transforming K‘pp and p,, toKpp and pp, before plotting to make their
interpretation easier. Change “CS” in the caption to “CR.” v

Actually, we decided to illustrate in Fig. 9 and 11 the K‘pp and p}, rather than Kpp and pp,, in
order to facilitate the interpretation of the resulting classification.

o Figure 8: Change the plotting color of the crystal class so that it can be better distinguished from the
aggregate class. In the figure caption, describe the panels in the order of a, b, ¢, and d. v

e Figure 11: Change the color bars of panels b and ¢ so that the negative ZDR and KDP values are
distinguishable. Also, make the +, -, and x symbols in panel f larger. v’

Unfortunately, we could not make the symbols +, - and x larger, cause we cannot modify the output
of (©Météorage product.

o Figure 12: Identify the locations of the radar and the two rain gauge stations on the map of panel c.

v

4 Anonymous reviewer #4

General comments:

M1 This paper illustrates a semi-supervised technique for the hydrometeor classification from dual-polarization
radar observations. The authors suggest that by introducing a degree of (unsupervised) adaptability
by means of K-medoid cluster analysis, the classification can be improved upon standard supervised
techniques relying on fuzzy-logic. In general I enjoyed reading this manuscript and I liked the idea
proposed. In particular the implementation of the double loop for the cluster analysis with “succes-
sive refinements” in combination with Kolmogorov-Smirnov test appears a clever solution for the
realization of the semi-supervised method. The technique is in general well described, although some
parts need further clarification (see specific comments below). In addition, the generalization of the
technique is affected by few arbitrary assumptions, in particular regarding the choice of the distance
measure, which is different for the cluster analysis and for the pizel assignments (there may be a
reason, but I did not got it). Another issue in the technique description is related with the choice
of the membership functions. These are said to be “appropriately modified and enriched by means
of scattering simulations based on double layer T-matriz method”. This needs to be discussed with
more detail, indicating how the electromagnetic scattering simulations are performed and which hy-
drometeor classes have been modified and how.

The reason of not opting for the standardized Euclidean distance also in the pixel assignment is
the dependence of the result on the amount of pixels considered (via estimated standard deviation).
Basically, the result of the classification would differ if we consider the entire volume or only one
RHI profile.

Concerning the modification of the membership functions, please refer to #2.M2.

M2 Although the description of the method can be easily improved, my major concern is about the val-
idation, which is actually quite weak. For the C-band classification in particular the discussion is
superficial and I do not really understand how a single polarization product (hail) could be used to
validate a multiple-parameter classification (which is expected to provide better information about
the cloud microphysics). In addition, only the classification results are presented, preventing a com-
prehension of the reasons for the very different results using the fuzzy logic and the semi-supervised
approach (figure 10). Fig. 12 does not really add a significant contribution to the validation (light vs.
rain distinction) and I suggest to drop it. On the other hand, the X-band discussion appears much
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more meaningful to me and I suggest expanding this part. In particular, the results illustrated in
fig. 9 help showing the reliability of the classification (not properly “validation”) should be expanded
(also showing the radar dual-polarization moments). In particular you may add the same comparison
using standard fuzzy logic. If you can show that the classification from two different radars produce
more similar results using the semi-supervised approach in comparison with fuzzy logic, this may
be a very good result demonstrating the robustness of the approach. This should be discussed more
extensively. Could you also do the same comparison between C-band and X-band classifications?

e Though it is indeed a single polarization product, the fact that it considers the vertical structure
of the hail cell (the most reliable indicator), makes it very useful in verifying the decision of the
algorithm which considers only one sampling volume (bin-based algorithm).

e Fig. 12 indeed serves rather as an illustration than a validation and its purpose is therefore
adequately rephrased in the revised version of the article. Please refer to #2.m12.

e Fig. 9 is remade and now contains a more elaborated comparisons (please refer to #2.m17).
Similar comparison between C-band and X-band classifications is indeed a very good idea.
Unfortunately, we did not yet expand the classification to the nearby C-band radar (La Dole),
and therefore are still not able to perform the comparison. We will try to provide this comparison
in the forthcoming article, which aims at comparing general performances of MXPol, DX50 and
La Dole C-band radar, if the configuration of two X band radars with respect to the C-band
radar allows us to do so.

M3 Finally, the use of the 0C level only through deltaH (eq. 4) appears to me somehow “dangerous” for
general applications. In fact, this implies the assumption of a standard temperature profile. It may
work well for selected “standard” cases, but I anticipate problems with situations where the real profile
is more complex, showing inversions or even multiple freezing levels. In these cases, consideration
of the whole temperature profile would be more adequate. More specific comments are listed below.

Indeed, that is exactly the reason why the impact of this parameter is decreased by both the intro-
duced sigmoid transform and the lower weight.

Specific comments/Technical corrections:

S1 P.3, L.28: “role of adhesive”. I'm not sure this is proper English wording for this context.
Acknowledged and rephrased.
Page 4: These two methods serve as a sort of link between the polarimetric radar
measurements and the hydrometeor scattering hypotheses.

S2 P.5, L.23: “The reason behind the smaller initial set for Monte Lema radar..”. Do you mean Plaine
Morte here instead of Monte Lema?
Exactly, lapsus calami.

S3 Data preparation: the selection criteria, i.e. elevation above 3.5deg and range below 40km, poses the

question of how the method could be actually useful for operational implementation, where the larger
amount of observations usually comes from lower elevations and ranges up to 150-200km.

Lower elevations have been avoided due to the increased risk of contamination by residual clut-
ter. Given that representative observations come from all along the year (different altitudes of 0°C
isotherm), the observations at slightly higher elevations (3.5°,4.5°) are equally representative for the
lowest elevations.

Please refer to #2.M1 in what concerns the range issue.

25



S4 P.6, L.15-18: it is not clear to me why you need to arbitrarily define two different transformations,
one for the centroids derivations and another one for the assignments.

The stated rationale is hopefully made more comprehensible.

Page 7: The former one is applied in centroid derivation, while the latter is used in
the assignment. The rationale behind the less steep slope applied on the representative
observations is preserving a sort of continuity, for the purpose of the coherent statistical
testing of five continuous distributions. Namely, the radar polarimetric variables are
continuous, both in the centroid derivation and the assignment part. Therefore, given
that we combine the scores of five-dimensional Kolmogorov-Smirnov (KS) tests (as
it will be elaborated in the following subsection), we decided to soften the “blue”
transformation, in order to make this parameter also continuous in the part where the
KS test is used. This softer transformation still however limit the influence of AH on
the classification.

S5 P.7, L.1: please provide more detail about the “standard operational procedure” for noise correction in
the correlation coefficient. Also, specify whether the same general processing of the radar moments
(including Kdp estimation) is applied to all the radars considered in this study or there are differences
between the Rad4Alp network and the X-band systems.

The revised version contains an appendix which contains concise information concerning data pro-
cessing.

Pages 18-19: Attenuation and differential attenuation for all datasets were corrected
in the entire volume using ZPHI method from Testud et al. (2000), while noise in
correlation was corrected according to the standard operational procedure:

1 Zlin
corr _ 14— ) (14 2R _ 11
Pho p’w\/( * SNR“") ( * aSNle>’ (1)

with o being the noise ratio between two channels.

At C band, instead of using the specific differential phase shift derived as a product of
operational Rad4Alp radar network, in order to minimize the number of outliers, this
parameter was estimated in the presented study by rigorously employing a multi-step
approach (Vulpiani et al., 2012), reinforced by median filtering. In case of the MXPol
radar, the method proposed in Schneebeli et al. (2014) is employed, while the specific
differential phase for the DX50 radar has been derived using a routine provided by the
manufacturer, based on the FIR filtering of differential propagation phase (Hubbert
and Bringi, 1995) and a linear regression in deriving K.

S6 P.7, L.19: you should explain better the inverse sampling method. This is a fundamental part of
the method, for the comparison of the two sample distributions, but it is actually not clear how the
reference observations are determined in practice.

Inverse sampling method generates the reference values by using the inverse version of the normalized
cumulative sum of the membership function. We supply it with a sequence of random uniformly
distributed numbers (between 0 and 1) and obtain at the output the set of observations whose
distribution is determined by the parameters of the membership function (Fig. 5).

As soon as we have a simulator whose inputs are representative enough, the reference values are
going to be taken directly from the non-parametric output of the simulator, which will emphasize
further more the importance of using Kolmogorov-Smirnov test.

Page 8: Inverse sampling method generates the reference values by using the inverse
version of the normalized cumulative sum of the reference parametric distribution. We
supply it with a sequence of random uniformly distributed numbers (between 0 and 1)
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Figure 5: Illustration of inverse sampling method: Gaussian membership function.

and obtain at the output the set of observations whose distribution is determined by
the parameters of the membership function.

S7 P.7, L.30-P.8, L.7: this part (cluster splitting) is one of the original contributions of this work, but

it is also not clearly illustrated. I suggest improving this description with additional figure/practical
example. In addition, it may be useful to provide some statistics on the percentage of observations
which needs to go through the internal loop with cluster splitting.

Cluster splitting is basically the unconstrained clustering of a non-identified cluster on two smaller
clusters. We illustrate it here (Fig. 6), but prefer not to include the figure in the article, due to the
obvious space limitations.

After the initial step of unconstrained clustering on nine classes, basically all “big” clusters go into

the loop which contains cluster splitting. These “big” clusters are actually too big to be able to pass
the pretty rigorous identification test (correspondence with the reference values).

S8 P.8, L. 10: correct “focussed” with “focused”

Acknowledged and done.

S9 P.9, L. 10-11: where is this shown?

In can be seen in Figure 6.

S10 P.9, L.19-26: Pixzels assignment: what is the purpose of using two different normalization procedures,

one for the centroids (eq. 2), using the standard deviation, and another one for the pixel assignments,
using arbitrarily defined ranges for each variable?

Please refer to #4.M1.

S11 P.10, L. 11-14: please provide evidence of this comparative analysis. In particular I'm wondering

about the impact of the correlations inherent in the radar observations (e.g. Zdr vs. Zh or Kdp
vs. Zh in rain,. . .). The Mahalanobis distance provides a way to account for the correlations in
the dataset and therefore should give a better distance measure. How have you evaluated this and
eventually preferred the simple normalization using arbitrary ranges?

Indeed, Mahalanobis distance should be a more plausible criterion for pixel assignment. However,
as you can see in the following Fig. 7, due to a reason we still do not quite understand, it neglects
too much the information provided by the phase indicator (the fifth parameter), which significantly
deteriorates the output of the classification.

Besides it very SIGNIFICANTLY deteriorates the computational efficiency, one of the most impor-
tant benefits of the proposed method. Obtaining a result in Fig. 7b take 93 times more time than
obtaining one in Fig. 7b.
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Figure 6: Illustration of cluster splitting: (a) “big” cluster, (b,c) “baby” clusters.

Page 11: The choice of the employed distance was investigated by comparative analysis
with the standardized Euclidean distance (including standard deviation) and the Ma-
halanobis distance (including covariance estimate, Mahalanobis 1936). By taking into
the account the simplicity and the computational efficiency required for the operational
purpose, we have adopted the simplest option.

S12 P.11, L.4: “they are derived using computationally expensive, fairly sophisticated clustering method”.

The use of a computationally expensive procedure is not per se a guarantee of better quality. I suggest
to drop this statement. The following (human expertise, complementary data) is enough to justify
why you take this as reference.

Acknowledged, the qualification “computationally expensive” is removed in th revised version.

Page 12: Namely, the centroids derived from the unsupervised method could in a way
be taken as reference due to the following reasons: they are derived using a fairly so-
phisticated clustering method (AHC); the information about the texture is explicitly
introduced; the identification is performed through human expertise, using complemen-
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Classification (SS

Relative height [km]

: Euclidean)

Relative height [km]

alternative example (Mahalanobis distance).

tary data when possible.

S13 Fig. 8: you should add the RHI plots for all the dual-pol radar moments. Otherwise the interpretation
of the classification and the evaluation of differences between the different techniques is not possible.

Acknowledged and done.

S14 Appendiz A: “As well, a number of other parameters from the original membership functions has been
altered to fit the specific purpose these clustering constraints have in the framework of our approach.”
This is quite obscure; please explain more in detail what has been altered, with proper justification.

Please refer to #3.Mb5.

(b)

Figure 7: Classification presented in Fig. 9c in the article: (a) original example (Euclidean distance), (b)
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