Answer to Anonymous Referee #2 for the manuscript “Comparison of OMI NO2
observations and their seasonal and weekly cycles with ground-based
measurements in Helsinki” by lalongo et al. (2016)

The authors thank the Referee #2 for the constructive comments that
contributed to improve the manuscript. The point-to-point answer is provided as
follows. The Referee comments are in Italics, while the answer by the authors is
in Bold Roman. Please find the author’s changes in the track-changed revised
manuscript.

1) Main issue:

This study finds agreement to within about 5% between OMI-SP and Pandora total
NO2 VCDs. While remarkable, I believe this is not real and is likely the result of
cancelling errors. It is now well established that OMI SCDs are high biased by
something like 15-30% (higher % corresponds to smaller SCD) (see Belmonte-
Rivas, 2014; Marchenko et al, 2015; van Geffen et al, 2015), and that this bias
largely gets incorporated into stratospheric VCDs. Indeed, this has prompted a
large effort to redo the spectral fitting by both NASA and KNMI (Marchenko et al.,
2015; van Geffen et al,, 2015). By comparing SP (and DOMINO) with ground-based
using total columns, the OMI total VCD is high biased by something like 25%.

This aspect in now discussed in the text (see at the end of this file). In order
to evaluate the effect of the new spectral fitting, both the version 2.1 and
the upcoming version 3 (preliminary version) of OMI NO2 columns are now
compared with Pandora observations in the scatterplot in Fig.4 of the
revised manuscript. Similar updates are not yet available from DOMINO
product; thus, we use version 2 for the rest the analysis. See also point 3).

2) This is likely being cancelled by a spatial resolution effect. Your Pandora is
located in the middle of a relative small (on the order of 30 km) NOZ2 hotspot, at
least in an average sense. Even on a fine grid, the effect of the coarse OMI pixel
resolution will be to always include small, upwind columns. Thus one would expect
the Pandora, with an effective spatial resolution on the order of a couple km, to be
systematically higher. Likely exacerbating this, it appears you use even the largest
track positions, which have cross-track resolutions of 150 km. You can see a hint of
this in your Figure 3c, but the effect will be present since even the smallest pixels
are 24 km across. This effect is why the slope of an OMI vs. ground-based
scatterplot is typically 0.4-0.7 (see, McLinden et al, 2014 or Kharol et al.,, 2015, but
there are many other examples). There is no reason to expect a slope of unity here
given the relative location of NOx sources, Pandora, and OMI pixel sizes. I tried to
demonstrate this in Figure 1, below, using your average map and proxies for OMI
pixels, which clearly are sampling outside the peak NOZ area.

The effect of the relatively coarse OMI spatial resolution is now discussed
in the text of the revised manuscript and the distribution of the NOx
emission over Helsinki area is reported in figure S2 in the supplementary
material. See also point 4). The outlines of OMI pixels with different size
are overlapped in order to illustrate the dilution effect due to the relatively
coarse OMI spatial resolution. Averaging over OMI pixel area can reduce



the observed signal from the NOx emission by about 20 to 80%, depending
on the size of the pixel.

Also, Vasilikov et al. (2016) reported that correcting for the effect of the
different observing geometries on the surface reflectivity might produce a
sizeable change in the OMI vertical column, which might in turn affect the
observed bias between OMI and Pandora.

These effects are discussed in the revised manuscript (see at the end of this
file).

Vasilkov, A,, Qin, W.,, Krotkov, N., Lamsal, L., Spurr, R., Haffner, D., Joiner, |,
Yang, E.-S., and Marchenko, S.: Accounting for the effects of surface BRDF on
satellite cloud and trace-gas retrievals: A new approach based on
geometry-dependent Lambertian-equivalent reflectivity applied to OMI
algorithms, Atmos. Meas. Tech. Discuss., d0i:10.5194/amt-2016-133, in
review, 2016.

3) Knowing that there is a large systematic error in the stratospheric VCDs, it is not
reasonable to keep this comparison as-is. Here are some possible ways to remedy
this:

1. Wait until the next version of the SP product is available which corrects the
spectral fitting issue. My understanding its release is imminent, and since you have
SP co-authors, they might give you early access.

2. Compare tropospheric VCDs. This means you will have to estimate the
stratospheric portion of the Pandora VCD and remove it. You could use another
satellite, SCIAMACHY, OSIRIS, or other, or use a model.

3. Scale the OMI stratospheric VCD by 0.75 or 0.8 and recalculate total VCD. You
might be able to find a better scaling (but 0.75-0.8 should be about right) using
papers such as Marchenko et al, 2015 and Adams et al,, 2016.

4. One of your co-authors is Nick Krotkov. He might have another suggestion.

We now compare the new version 3 (preliminary data) of the SP product
together with the current version 2.1, in order to evaluate the effect of the
improved spectral fitting. Fig. 4 in the revised manuscript shows the results
of the comparison as scatterplot. The results show median relative
difference between OMI SP V3 and Pandora of about -32% (instead of -5%
for Version 2.1). The slopes are 0.39 and 0.49 for V2.1 and V3, respectively
and the correlation moderate (r=0.51 for both versions). This result is as
expected and consistent with the literature mentioned in point 1. Future
studies will focus on more comprehensive validation of V3, when such data
will be available in their final form from both SP and DOMINO algorithms.

4) The spatial resolution issue is harder to address, although it needs to be
mentioned and cited as a source of comparison bias. One could estimate the effect
by getting a map of gridded emissions, say from HTAP, and smoothing it to OMI
resolution (50 x 30), and then comparing the smoothed and unsmoothed VCDs at
the location of the Pandora.



As suggested we now include a map of the emission in Helsinki area (Fig S2
in the supplement) in order to evaluate the effect of the relatively coarse
OMI resolution. We also plot three examples of OMI pixels on top of the
map in order to illustrate the dilution effect due to the coarse pixels. Also
we report now the results of the median difference only including
relatively small pixels (from 6 to 55). See the text at the end of this file.

Other points:

5). Show a scatterplot of OMI vs. Pandora.

This in now shown in Figure 4 of the revised manuscript, including also the
retrievals from SP version 3. See also point 3).

6). What precisely did you do to filter the OMI data? E.g., were snow covered pixels
removed? You hint at this in the analysis, but please state.

In Fig. 3 there is no strong filtering applied (only surface reflectance below
0.2 and distance below 50 km), because we want to illustrate the effect of
the different parameters on the comparison. When calculating the median
differences we screen also for cloudy conditions. We report also the
median relative difference separately for small SZA (<65deg) and small
pixels (cross-track positions 6-55). We now mention this explicitly in the
text.

7). Add lat/lon and a scale to figure 1. The OMI pixel outlines would also be
instructive (i.e., a nicer version of what I did above).

We added lat/lon and scale. We added the pixel outlines on the Fig. S2 in
the revised manuscript, together with the NOx emission map, in order to
illustrate the effect of different sized pixels. So, we omitted those from Fig.
1 to avoid redundancy.
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The references are added in the text

The following discussion about the sources of errors affecting the
comparison will be added to the revised manuscript (section 3.1):

“For example, the average relative difference between OMI SP and Pandora
derived using relatively small pixels (cross-track position 6-55) is
(-5+25)%, about one percent closer to zero than for the whole data set (-
6+25)%.

These average values are the result of different effects, potentially
cancelling each other. For example, Belmonte Rivas et al. (2014),
Marchenko et al. (2015) and van Geffen et al. (2015) reported that OMI
slant column densities are high biased by about 10-40%, producing an
overestimation in the stratospheric vertical columns of the same order of
magnitude (Adams et al., 2016). This causes the OMI retrievals to
overestimate the total columns when compared to Pandora measurements.
Marchenko et al. (2015) and van Geffen et al. (2015) proposed revisions of
the spectral fitting in the OMI NO2 retrieval algorithm, which reduce the
slant column densities by 10-35%, bringing them closer to independent
measurements. The next-generation the OMI NO2 product (Version 3)
accounts for this improved spectral fitting. Thus, in order to evaluate this
positive bias, we compare Pandora total columns to a subset of data
including both SP V2.1 and V3. The results are presented in the scatter plot
in Fig. 4 for cross-track positions 6-55. The median relative difference for
V3 is (-32+18)% and it is much larger than for V2.1 (-5%). The linear fit
slopes are 0.49 and 0.39 for V2.1 and V3, respectively, and the correlation
is moderate (r = 0.51 for both datasets). Such values are comparable to the
values obtained for example by McLinden et al. (2014) and Kharol et al.
(2015) using in-situ surface observations. Slope values close to the unity
are not expected, because of the different spatial resolution of satellite-
and ground-based observations.

The difference between the OMI pixel and the relatively smaller Pandora
FOV is indeed expected to cause an underestimation of the total column by
OMI. This effect is analysed in Fig. S2 in the supplement, where the 2010
EDGARv4.3.1 NOx emission map (available at
http://edgar.jrc.ec.europa.eu) over Helsinki is presented. The outlines of
three OMI pixels with different size (cross-track position 17, 53 and 60
with areas of 430, 870 and 3560 km2, respectively) are overlapped to the
emission map, in order to illustrate the effect of the relatively coarse
spatial resolution. One must note that, because of the row anomaly, the
smallest pixels at the center of the swath (close to cross-track position 30)



are not 20 available for the comparison. The emission estimate at the
location of Pandora (red dot in Fig. S2) is about 5 ktons yr-1. When
averaging over OMI pixel area, the emission values decrease while the size
of the pixel increases. The emissions are about 20, 40 and 80% smaller
than the value at the Pandora location for pixel 17, 53 and 60, respectively.
This difference in emissions is at least partially transferred to the vertical
column (by a factor of about 0.8 according to Lamsal et al. (2011)).
Similarly, Irie et al. (2012) and Lin et al. (2014) found large discrepancies
between space- and ground-based measurements especially over areas
with high NO2 spatial inhomogeneity, due to their different spatial
representativeness. The comparison can be also affected by the position of
the center of the OMI pixel compared to the ground-based station, because
different pixels sample different areas around the ground-based station.
The OMI pixels included as overpasses are distributed along the coastal
line in the vicinity of Helsinki and might include the contribution of marine
atmosphere (e.g., ship emissions) or other pollution sources over land.
Also, occasionally, Pandora NO2 values build up to relatively high pollution
levels (over 1.5x10716 molec.cm-2). This likely occurs when the ground-
based station is downwind from a main high traffic street. The difference
between OMI 30 and Pandora total columns shows relatively large negative
values (OMI smaller than Pandora) for relatively large Pandora total
columns (Fig. 3 - bottom panel), hinting that OMI is less able to reproduce
such episodes of localised and elevated pollution because of the coarse
pixel size. Overall, Pandora NO2 total columns are expected to be larger
than OMI retrievals because of the effect of the coarse OMI spatial
resolution. This might partly cancel the positive bias caused by the
overestimation of the stratospheric columns.

Furthermore, Vasilkov et al. (2016) analysed the effect of the varying
observation geometry on the NO2 vertical column retrieval. They found
that, replacing the current OMI-based Lambertian-equivalent reflectivity
(LER) climatology (Kleipool et al., 2008) used in OMI NO2 algorithms with a
high-resolution geometry-dependent LER based on MODIS (Moderate
Resolution Imaging Spectroradiometer) observations, causes an overall
increase in the vertical column values over a test study orbit in America.
This effect could further change the bias we observe between OMI and
Pandora retrievals.”
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