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We begin by saying that we have great pleasure in reading and discussing comments
to our work and by thanking the referee for the comments.

We will divide this document in order to address the points raised by the referee
individually and in order, as they were presented to us.

Major Comments

Comment:
C1

’In this paper is very confusing not to know what is going to be retrieved by using
something that is based in DOAS but is not exactly DOAS. In the section automatic
smoke detection it is mentioned that the column of several absorbers as water vapour,
O2, O4 and O3 shows an abrupt change during a forest fire event. Lately NO2 is also
mentioned as a target specie. Please unify criterion.’

Reply:
The Forest Fire Finder (FFF) system uses the mathematical ingenuity behind DOAS
to try to detect a smoke column in the atmosphere and above the line of the horizon.
Indeed, and as the referee has pointed out in several occasions throughout the com-
ments, the FFF would be severely lacking in many different ways were it a pure DOAS
system meant for quantitative atmospheric analysis. This is not the case, however.

Most of the device’s "DOAS faults" can be explained by the time and memory con-
straints the system faces. As stated in Section 5.2, the FFF makes 2 acquisitions per
second. This means that the chemical stage of the algorithm must ideally be performed
in less than 500 ms minus the acquisition time (which dynamically varies from 60 to 450
ms and is typically around 210 ms). Our software calculations currently take between
250 and 350 ms, meaning that the software is almost always lagging behind acquisi-
tion. The system is designed to cope with this and does it with great robustness, but
it does mean that at the end of any given scan, there is a time interval in which the
system’s computer is literally catching up to the scan. In a large scan (the scan has a
maximum length of 900 spectra), this interval has a huge impact on the scan time. As
mentioned in the paper’s Section 7, decreasing processing time is one of our software
development goals.

As to the omission of NO2, it was a simple mistake, we thank the referee for pointing it
out.

Comment:

C2



’Authors should explain in more detail what the target species for identification of pres-
ence of smoke are and why (for example showing a figure of the mentioned abrupt
variation). Molecular oxygen is not a usual target for DOAS retrieval, please could
authors indicate in what spectral interval is retrieved?’

Reply:
We have retrieved a list of relevant trace gases of forest fires from several sources
listed on our references. After that, we had to adapt that list to the optical capabilities
of the equipment to which we had access, and we ended with two chemical compo-
nents: NO2 and O3. Since fires consume oxygen and evaporate water in plants, we
have empirically added H2O in the 400 -500 nm region and O2 in the 600 - 800 nm
region. The introduction of both these molecules greatly improved the classification,
presumably also because it has improved the fitting quality. Finally, we have decided
to introduce the oxygen dimer, O4, because of its correlation with O2 and the fact that
it has a very broad cross section, with relevant structures all over the visible spectrum.

Comment:
’Even when the exact calculation of SCD of O2, ozone, NO2 or O4 SCD is not an
objective itself for FFF, it would be necessary to see a figure with the spectral fits of
these species without and with smoke, in order to see how well performs the DOAS
part of this instrument. A more detail in the parameters used in the analysis would be
also necessary (i.e., interval fit for every absorber). Temperature dependence of O3
and NO2 absorption cross sections is not taken into account even when temperature of
the scanned air mass is an important feature for this application, could authors explain
why?
What is the reason for the mentioned strong variation observed in the SCD when smoke
column is detected? Change in concentration, change in optical path, change in the
temperature on the air masses over the forest fire? Strong variation observed into the
retrieved SCD for some gases, should be better documented and I would like to see a
figure where this abrupt change could be seen, retrieved using the FFF system.’

C3

Reply:
There seems to be a slight misunderstanding on behalf of the referee towards the
classification stage of our algorithm, probably due to a poor choice of words on our
part. Indeed the paper states that a forest fire’s smoke represents an abrupt change,
but in the same paragraph we also mention that this change is difficult for the human
eye to see. Although sudden and confined to one or two spectra (remember the sys-
tem is continuously acquiring spectra), the variation is very weak and is most often
indiscernible from a normal observation, especially if there are clouds in the analysed
portion of the sky.

The fact that these differences are so small is precisely the reason why we have re-
sorted to using complex artificial intelligence algorithms such as the Support Vector
Machine. The SVM is a supervised machine learning algorithm, which therefore has
to be trained ahead of application. The learning process is initiated by manually sepa-
rating a number of fire occurrences (30 for each successive generation of SVM, in our
case) from a sample of non-fire analysis. This is possible for a trained technician using
the photographic data which is also acquired by the system and by using a special
software tool which was designed precisely for that operation.

The trained SVM recognises patterns in the data and tries to separate a smoky spec-
trum from a non smoky spectrum by fitting a plane between the two classes. In our
case, and since we work in 5 dimensions, this is a hyperplane. While this makes it
impossible to confirm where the pattern being recognised appears and what causes it,
the fact that the SVM algorithm is mathematically valid allows us to confidently rely on
the obtained results.

We will, nevertheless, reformulate this section of the paper, since it appears we could
be quite clearer.

Comment:
’...how can be, for instance, a situation during a Saharan dust event distinguished from
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the presence of a smoke column?’

Reply:
We have found this comment to be anecdotally curious. In fact, in the year 2013,
there was such an event in Portugal as a Saharan dust cloud. The first generation of
the FFF algorithms had severe difficulties during that period. It was based on the
comparison of the optical density between two spectra and on energy contribution
in various intervals and had a less sophisticated classification algorithm, based on
a series of "if clauses". In the current system, it is unlikely that this Saharan dust would
produce SCD acquisitions with sufficiently high Signal to Noise Ratios. If it did, it would
also have to have a specific mean energy per pixel in order to pass through to the SVM.
In this very unlikely scenario, the hypothetical Saharan dust SCDs would have to fit the
exact pattern for which the classifier is looking for in order for it to be classified as fire.
This is very unlikely, but since the system performs near 60.000 analysis per day, one
would be wise to expect an increased probability of false alarms during this period.

Comment:
’The detection of smoke using FFF is also based in the observational strategy, SCD
of absorbers is calculated by using a set of three different reference spectrum. This
should be explained in more detail, an example of the selection of the spectrum that is
selected for further analysis, as mentioned in page 10, line 28 would be very helpful. It
is not very clear to me why is necessary to compose an average spectrum and running
through a peak detection routine. Why is necessary to detect peaks in the spectrum?
It not clear either what average the system is calculating: what spectra are used?
How this can lead to isolate the target spectrum? I found that there is a connection
between the three kind of references mentioned in page 10 section 5.2.1 and the three
classification results enumerated in page 11 section 5.2.2., but it is no easy to link
these two facts from the text, please explain this in more detail.’

Reply:
We have read this comment thoroughly and with a great deal of attention, but we have
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to say we are not in concordance with the referee. Page 10 of the FFF article introduces
the chemical phase of the algorithm used to detect a smoke column. This section of
the algorithm uses two levels of processing which we explain in the first lines of the first
paragraph:

". . .
The first level uses the same azimuth spectrum of the previous scan as
a reference spectrum in the DOAS calculations. The second level uses
the mean of the ten spectra immediately to the left and to the right of the
analysed spectrum for the same purpose. . . . "

In addition, the quoted text is complemented with Figure 8, which clearly illustrates
both levels of processing.

As to the second part of the referee’s comment, which addresses the beginning of the
selection process, we believe that the referee may have misread. In this subsection,
we do not mention (nor does the system calculate) an average spectrum. In the article,
we state:

"The process begins by selecting the spectra that need to be further anal-
ysed. This is done by assembling a signal composed of the average signal
energy per pixel of each spectrum and by running it through a peak detec-
tion routine."

It is this assembled energy signal, gathered from all the spectra in the scan, that is the
target for the peak detection routine.

The last part of this comment is directed at the last part of the classification subsection,
where the referee felt there should be a mention to the three references used in the
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chemical stage. We also disagree with this comment, as we do make the mention the
referee felt lacking in lines 14 to 17 of page 11. We will try to improve the link between
subsections, so that this reference becomes more apparent.

Minor Comments Comment:
’Please make larger figures, some of them as figure 5, 6, 7, 8 and 9 have very small
fonts and are difficult to read.’

Reply:
We appreciate this comment and will take it into consideration.

Comment:
’In the State of the art, page 2, three different kind of methods for forest fire detection
are mentioned. It would be interesting to address in which of the three methods can be
FFF included (if any) or indicate if FFF relies on a different new method that has been
not used at the moment. It is no clear to me if FFF could be addressed into the “Large
Area Remote Sensing”.’

Reply:
The description of the "Large Area Remote Sensing" device family continues into page
3. In the first line, one can read:

"There are already several commercially available systems [in the Large
Area Remote Sensing family], such as the Forest Fire Finder..."

Comment:
’Figure 1 is not significant for this work and should be removed.’

Reply:
We do feel the figure adds depth to the subject, but since this has been observed twice,
we are happy to remove it.
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Comment:
’Page 3, line 8. Please convert miles into km.’

Reply:
We appreciate this comment and will take it into consideration.

Comment:
’In the part corresponding to the brief description of the commercial devices used at
the date for forest detection, it would be useful to know what the advantages of FFF
over the previous systems are (minimal human intervention, maybe cost?). It is also
mentioned in this part of the text that as FFF operates in an outdoor scenario, results
are not as quick as they could be in a lab experiment. This is the case for most mon-
itoring DOAS systems, but I imagine that in this kind of application, results should be
available in real time, is this the case of this system? This should be mentioned in the
text.’

Reply:
These are indeed valid points. We will address them accordingly.

Comment:
’In the section “The technique”, I found the explanation a little bit messed up. For in-
stance, magnitudes on the equation 1 are not explained until 10 lines below (and not
all of them). They should be explained next to the equation, especially when in line 5-9,
there is some discussion on I0(λ) when it has not been defined yet. Please re-organize
this section. Page 5 line 8. Amongst the environmental effects that affect DOAS mea-
surements, multiple scattering should be included as the aim is detect smoke.
Page 5 line 9. Please explain what is instrumental light scattering, are authors referring
to straylight here?
Equation (3). Please explain A(λ,...) in more detail. What “...” is? In line 16 page 3 is
defined as a ratio but it is not indicated of what magnitudes is this ratio.
Page 6 line 8. SCi is mentioned as the result of passive DOAS measurements, but this
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is only true when I0((λ) is known, what is not usually the case for this kind of measure-
ments. In fact this erroneous concept is propagated along the explanation affecting
other parts of the work. This connect to figure 7, how can authors explain the exis-
tence of negative optical thickness? (please notice as well that optical thickness is a
non-dimensional magnitude).
Page 6 line 14, by spectral profiles authors mean spectral features? “quicker” and more
important spectral signatures, is not a clear nomenclature, please rewrite this part.
Equation (6) magnitudes are not defined.
Equation (7) needs further explanation. Where the magnitude A(λ,...), Mie and
Rayleigh scattering terms are?. What the new terms ∆SCi and ajλj are?
To eliminate I0(λ) is not as straightforward as authors mean, please notice that Iref is
also affected by absorption and scattering and this is not mentioned in the step from
equation (5) to (7), this is a part of what I meant in the previous comment of line 8 in
this same page.
Page 7 line 6, Ring effect is not compensated but treat as an absorber by using a
pseudo- absorption cross section. A small explanation, as this part of the work is
mainly pedagogical, should be included about the calculation of this cross section and
please include a reference.
Page 7 line 14. Please, if FFF does not apply directly DOAS technique itself, please
indicate the differences with DOAS or in which way the technique is going to be used.
This is an important part, especially when an important effort has been made to intro-
duce DOAS technique.
Page 7 line 15. System is not measuring its surroundings but something in its sur-
roundings, please specify what.’

Reply:
The referee makes an extensive and thorough comment to our paper’s Section 3. We
had already agreed with to reformulate this section according to the first referee’s com-
ments. We will also take these into consideration in order to present a clearer picture
of what we are trying to convey.

C9

Comment:
’Section “The Device” What is the Field of View of the telescope?’

Reply:
It is 1,4◦ . We will include that value in the text.

Comment:
’I understand that the percentage of false positives are low when compared to the high
number of analysed spectra per day, but the reliability of this system should reside on
the correct detection of forest fires, so the analysis of false positives is an important
part that need to be improved. Authors should indicate if further work is going to be
done in this line and indicate how this weakness of the system can be improved. It is
interesting that most of false positives are due to presence of clouds, especially when
DOAS can be also used to detect clouds and even aerosols. I don’t know if authors
are aware of the previous work in this area (Gielen et al., Atmos. Meas. Tech., 7,
3509–3527, 2014 www.atmos- meas-tech.net/7/3509/2014/ or , Wagner et al., Atmos.
Meas. Tech., 7, 1289–1320, 2014 doi:10.5194/amt-7-1289-2014).’

Reply:
This is a very important comment. Yes, the system’s reliability is directly related to the
number of false positives and yes, one of our research lines is the analysis of clouds
and aerosols in order to classify false positives. This research is, however, conditioned
by time and memory constraints, so it greatly depends on the success of the new
spectral algorithms which are mentioned the text, and thus we chose not to include it
in the text.

We greatly appreciate the referee’s efforts in referencing papers that may help our
work. For what it is worth, we had knowledge of the paper by Wagner et al., but not
the other one.
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We trust we have addressed the referee’s doubts with the necessary clarity, but should
the need arise, please do not hesitate to contact us.

Interactive comment on Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016-314, 2016.
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