
Response to Referee #1 

A variational regularization of Abel transform for GPS radio occultation 

Tae-Kwon Wee COSMIC project, University Corporation for Atmospheric Research P. O. Box 3000, 
Boulder, CO 80307, Boulder, Colorado 

Overall, the paper is clear and concise and presents a case where using a variational technique can be used 
to improve the retrieval of a refractivity profile from GNSS-RO. The math and application of the technique 
all appear sound. However, the improved refractivity profile is acquired by the assimilation of ECMWF 
forecasted atmospheric profiles. This then poses a fundamental question as to the goal of GNSS-RO, is it 
to solely obtain the best refractivity profile, or to gain atmospheric state information such as temperature 
and moisture from the profile? If it’s the latter there may then be an incestuous relationship where if the 
ECMWF model were to ingest these refractivity profiles, they would be ingesting forecast data from their 
own model. Does this technique then need to be applied for each NWP model independently, and the 
background error covariance calculated for the NWP model it is going to be applied to?  

Response) I appreciate this observation. I admit that the incestuous relationship is unpleasant in theoretic 
perspective. However, it is difficult, if not impossible, to fully incorporate VR into data assimilation because 
of the EIV issue. Unfortunately, breaking the problem into two sequential steps (i.e., VR and then 
assimilating the retrieved refractivity) seems the only feasible option at the moment in order to avoid the 
EIV issue. The practical question is how significant the adverse effect could be compared to the benefit of 
VR. We have compared AI and VR by assimilating the refractivity data produced by them into WRF 
(Weather Research and Forecasting) DA. The DA experiments show that VR yields clear positive impacts 
on analysis and forecast over AI (manuscript is in preparation for separate publication). Based on the results, 
we strongly believe that the benefit of VR outweighs the incest effect. For instance, the 1D-Var+4D-Var 
approach for precipitation-affected microwave radiance at ECMWF (Bauer, P., Lopez, P., Salmond, 
D., Benedetti, A. and Moreau, E.: Implementation of 1D+4D-Var Assimilation of Microwave Radiances in 
Precipitation at ECMWF. I: 1D-Var, Q. J. R. Meteorol. Soc., 132, 2277–2306, 2006) is shown to be 
beneficial. Yes. It might be the best practice for individual NWP centers to apply VR independently using 
their own forecast and by constructing and using the background error covariance that is consistent with 
the forecast. This was stated in the last paragraph of section 5 (conclusions) of the original manuscript. By 
doing so, VR and data assimilation are consistent in the background and the potential contamination arising 
from external a priori can be avoided.  

Further, in the technical description, I could use a little more detail on the computation particularly of the 
error covariances. The vertical coordinate is never discussed for these matrices and should be described. 
And though a reference is stated for the control-variable transform its application seems to merit a sentence 
or two. Lastly, the abstract of the paper itself never mentions that the regularization method will ingest 
ECMWF model forecast data, or more generically, NWP model forecast data, for input to the method. This 
is a key point, and obviously impactful on the final result and should be mentioned plainly in the abstract. 
Considering these points, revisions are required before publication can be considered, though minor 
revisions, they are fundamental and need to be addressed.  

Response) Thank you so much for the valuable comments. All these are well taken in the revised 
manuscript.  

One last philosophical point, the paper should try to address the question as to what is the benefit of the 
final result of such a technique. The antagonist would say that in a full data assimilation system, would you 
acquire the same result assimilating bending angle or refractivity profile which utilizes the traditional AI 
approach, with appropriate observation error, and then also assimilating the ECMWF forecast model 
profiles? The benefit to the VR refractivity profiles is coming from the ECMWF model data, so if they are 
available why not just assimilate the ECMWF model data directly as proxy radiosondes? To address this 



Response to Referee #2 

A variational regularization of Abel transform for GPS radio occultation 

Tae-Kwon Wee COSMIC project, University Corporation for Atmospheric Research P. O. Box 3000, 
Boulder, CO 80307, Boulder, Colorado 

Brief Summary of the Manuscript  

This manuscript proposes the variational regularization technique to estimate the atmospheric refractivity, 
given a-priori information from ECMWF. This proposed method is compared against radiosonde data and 
is applied in numerous GPS-RO retrievals. The advantage of this approach is that information about the 
error characteristics of the bending angle are also considered when estimating the refractivity, leading to 
better agreement with high resolution radiosondes at low altitudes. Despite the effort made, the 
manuscript in its current form is densely written, lacks motivation and objectivity, the methodology is not 
well placed within the context of the new approach, and the proposed technique is the 1-DVar that is 
routinely used in the retrieval of thermodynamic variables (except in this case is used to estimate the 
atmospheric refractivity).  

Response) I appreciate the reviewer’s perspective. The reviewer’s comments made me aware that the 
difference of the proposed approach from 1D-Var was not explained clearly in the original manuscript. 
The manuscript is now revised to articulate the point. The variational principle and method have been 
applied to a wide range of scientific problems and for various purposes. The variational technique is no 
more than a practical tool and using the technique in common does not make VR and 1D-Var the same. 
As an example, although 1D-Var and 3/4D-Var are essentially the same in the formulation, they are 
seldom considered to be the same. The specific purpose of the proposed method (regularization) is 
enhancing (noise-corrupted) RO observation. On the other hand, the main purpose of 1D-Var is finding 
the optimal combination of state (thermodynamic) variables. The focus of 1D-Var is thus on the behavior 
of the state variables and the relation among them. More importantly, the EIV issue prevents 1D-Var from 
yielding the same result with VR. Hence, as stated in the last paragraph of section 5, VR is applied 
separately prior to the 1D-Var step at COSMIC. In the author’s perspective, the proposed regularization is 
fundamentally different from 1D-Var.  

Sections of the paper are unnecessary and must be removed, because they provide textbook details that 
are beyond the scope of this study. The presentation of the results needs major re-writing with clear and 
concise explanation placed within the objective and motivation of this investigation. For examples, 
Section 2.1 can be reduced, Section 2.2 can be removed, Section 3.2 I do not understand its purpose, 
Section 3.3 the EIV issue is too detailed, Section 3.5 again too detailed and what purposed does it serve in 
this investigation, and so forth for the rest of the section. There are no references in the manuscript to 
back up the claims either. The proposed approach in the estimation of the atmospheric refractive index 
appears to introduce more effort and more error characterization than the usual AI approach and it also 
makes the refractivity more dependent on a-priori information. Given the above, I am afraid I cannot 
recommend this manuscript for publication in its present form.  

Response) With all due respect to the reviewer, the structure of original manuscript was carefully 
designed after many considerations and I believe that each section is indispensable and presented as 
concisely as possible as explained in the following. The proposed method is on the regularization of Abel 
transform, described in Section 2.1 and so a detailed description of the Abel transform pairs is crucial. 
Although a thorough description (rather than the brief introduction given in Section 2.1) could be more 
desirable, I wanted to keep it concise. Section 2.1 is also used to deliver the motivation and to raise the 
problem. Section 2.2 is essential to introduce the concept of regularization and to explain the difference 



(advantage) of the proposed method from (over) the classical regularization method. Section 3.2 is 
important as it describes the practical application of Abel inversion in GPS RO. In actual RO data 
processing, Abel inversion cannot be applied to noisy “raw” bending angle. Therefore, the AI refractivity 
depends on details of the low-pass filtering (e.g., cutoff wavelength/frequency) applied to the input 
bending angle. Meanwhile, the error covariance matrices used in the proposed regularization act as a low-
pass filter. Therefore, skeptics could say that the improvement shown by VR is nothing but the implicit 
filtering effect due to the error covariance matrices. Section 3.2 is purported to answer the question by 
presenting the limitation of filtering+AI (i.e., smoothing of bending angle, followed by AI). Section 3.3 is 
to explain that 1D-Var is unable to reconstruct perfect refractivity out of perfect bending angle. As the 
reviewer stated, readers may consider VR to be similar with 1D-Var. The EIV issue poses the 
fundamental limitation on using bending angle in 1D-Var and data assimilation. The capability of 
addressing the issue is a unique advantage of VR and is the key that distinguishes VR from 1D-Var and 
data assimilation. The EIV issue has not been reported yet in the literature to the best of my knowledge 
and so I strongly believe that the issue deserves a detailed description. Section 3.5 also deserves some 
space. These days, bending angle assimilation is considered to be de facto standard for RO data 
assimilation and the majority of global NWP prediction centers prefer bending angle to refractivity. The 
main reason is that bending angle is less processed compared to refractivity (e.g., Wee, T.-K. and Y.-H. 
Kuo, 2015: A perspective on the fundamental quality of GPS radio occultation data, Atmos. Meas. Tech., 
8, 4281-4294, doi:10.5194/amt-8-4281-2015). However, the PHD is one of the reasons (in addition to 
model’s limited top height and vertical resolution) that makes bending angle assimilation less favorable 
than refractivity assimilation, which is somewhat counterintuitive in view of error propagation because 
the additional processing (Abel inversion and preparation steps for the AI including the statistical 
optimization of bending angle in the stratosphere) introduces extra retrieval error. As the effect of PHD is 
so significant that it is compelling for NWP centers to reconsider the assimilation of bending angle. The 
PHD has not been published in peer-reviewed journals yet and substantiating the error reduction via PHD 
is an important contribution to RO science community. Because some of the findings presented in the 
manuscript are new, it is difficult to find peer-reviewed and citable previous studies. The proposed 
method is intended primarily for model-based applications such as 1D-Var and data assimilation. In those 
applications, RO data are eventually going to be combined with the model data. Therefore, the potential 
dependency is no concern. In addition, VR does not depend on the model much if RO observation is 
estimated to be trustworthy. For instance, VR virtually neglects the model above 3 km in Figs. 10a-b. VR 
respects the model when it reduces the total cost function effectively.   
 
Major Comments:  

1) The introduction lacks motivation and objectivity and needs revising. The way the introduction is 
written does not establish the need for a new retrieval technique of the atmospheric refractivity and does 
not highlight the advantage(s) of the VR technique over the traditionally used Abel transform. 
Additionally, there are many unnecessary details on the VR that overwhelm the reader and overshadow 
any potential motivation and goals of this research. Proper referencing to the Abel transform limitations, 
other refractivity retrieval techniques, and the new VR method are also needed. What new information 
this VR could reveal over the Abel transform? Are the improvements within the Abel transform retrieval 
uncertainty and statistically significant?  

Response) The introduction is rewritten to address the reviewer’s concerns. As explained above, the 
details on VR are given to describe the features that distinguish VR from AI and conventional data 
assimilation, also to present the originality of the work. Otherwise, readers might not comprehend the 
difference and benefit of VR. The detailed description is of course to emphasize the advantage(s) of the 
VR over the traditional AI. For spherically/radially asymmetric media, other inversion methods (e.g., 
radon transform, filtered backprojection, tomographic approach based on ray tracing, and so on) can be 
applied. For reconstruction of radially symmetric (i.e., 1-D) parameters, however, Abel transform 



provides the mathematically exact solution for the given measurement. The question is of course whether 
the measurement is adequate to be used for Abel inversion. For instance, measurements in other 
fields/appications are often insufficient in the quality (e.g., accuracy, precision, completeness, coverage, 
and resolution). If the measurement permits, Abel inversion is undoubtedly the best approach. The 
proposed work does not attempt to develop new mathematical or analytical formulation/model for the 
inversion problem replacing Abel inversion. Instead, it uses Abel transforms and is indeed an overhaul of 
Abel inversion for imperfect observation. Thus, other refractivity retrieval techniques (that are not based 
on Abel transform) are largely irrelevant to this study. Again, the limitation of Abel inversion does not 
stem from the mathematical deficiency but from the imperfection of measurement, as repeatedly stated in 
the original manuscript. VR yields refractivity soundings of a higher quality by taking into account the 
measurement error. In the literature, to the best of the author’s knowledge, there is no previous study that 
applied a variational regularization method that is similar to the approach proposed in this study to RO 
data. Although there are a fair number of studies that present variational regularizations, those are 
unrelated to RO and mostly at theoretic/conceptual level. The author could not find any relevant, and 
practical previous studies that are based on the formulation presented in this study. The author does not 
attempt to refute the efficacy of Abel inversion. On the contrary, it is acknowledged in the original 
manuscript that the refractivity retrieved via Abel inversion is of high quality, thanks to the superior 
quality of RO bending angle. Because of the very same reason, however, it is exceedingly difficult to 
further improve the data quality of refractivity. Meanwhile, the quality improvement (although it might 
not be sizable) is of crucial importance because RO refractivity is receiving ever-increasing attention from 
the science community. The sample numbers used in the validations are very large: 24,328 ORD (Fig. 8 
in the original manuscript) and 30,796 HAVRRD (Fig. 10) soundings. The large number of samples (N) 
makes the standard error of the sampling distribution 𝑆𝐸 ≈ 𝑠𝑞𝑟𝑡(2 *

+

,
) so small that the difference 

between AI and VR (especially the difference in the mean) is obviously significant without any need of 
significance tests. In addition, the difference between AI and VR in the standard deviation (e.g., Fig. 10 in 
the original manuscript) may look small because of the radiosonde error that is common to the standard 
deviations of AI and VR from the radiosonde data. That is, the standard deviations shown in Fig. 10 are: 
𝜎/0123 = 𝑠𝑞𝑟𝑡(𝜎/05 + 𝜎235 ) and 𝜎72123 = 𝑠𝑞𝑟𝑡(𝜎725 + 𝜎235 ), where 𝜎/0, 𝜎72, and 𝜎23 indicate the random 
error of AI, VR, and radiosonde, respectively. The error estimation described in Section 2.3 shows that 
the radiosonde error is no smaller than RO observation error:  𝜎23 ≥ 𝑀𝐴𝑋(𝜎/0, 𝜎72). When 𝜎/0 and 𝜎72 
are compared directly (instead of comparing 𝜎/0123 and 𝜎72123), the difference between AI and VR 
appears much larger than what shown in Figs. 10d-f. This is only briefly mentioned in the original 
manuscript for the sake of conciseness but a manuscript is in preparation for separate publication. In 
summary, I strongly believe that the error reduction attained by VR is significantly large.  

2) The methodology lacks detailed explanation and is weak. The VR technique proposed in this study is 
practically a description of the 1-DVar assimilation approach, with the only difference being the 
assignment of the state variable (refractivity) onto the impact parameter space (unlike what is traditionally 
done in assimilation systems). Despite the fact that this may reduce the EIV problem, it is hardly a 
“breakthrough” as noted on Page 3 in Line 16 and the methodology lacks the following:  

Response) The difference between VR and 1D-Var is now more clearly described in the revised 
manuscript.  

a) Description of the error covariance matrix estimation 

Response) Thanks for pointing these out. At the time that the original manuscript was written, the 
construction of error covariance matrices was considered as a straightforward, technical task and so 
detailed description was not given. I agree with the reviewer that additional description on the modeling 
of error covariance matrices can help readers understand the proposed method. A subsection is added to 



the revision to describe the error covariance matrices.  

b) How is the error covariance matrix for the forward model, H(x), is defined in R
-1

?  

Response) The diagonal elements of R estimated through Hollingsworth-Lönnberg method include 
uncorrelated part of the observation operator error as well as the representativeness error. The non-
instrument errors are not modeled separately. 

c) Page 9; Line 9: How is the “typical (climatic) size of the measurement” is defined?  

Response) The typical (climatic) measurement error means the measurement error estimated via the 
Hollingsworth-Lönnberg method and interpolated to the location and time of the RO sounding. To clarify 
that, it is reworded as statistical error. 

d) Page 9; Line 15: How sensitive is the bending angle error to the value of the parameter L?  

Response) The correlation of measurement error is determined by the parameter L, whereas the amplitude 
of measurement error is insensitive to the parameter. Low-pass filtering works great for purely random 
error, but it does not work well for strongly correlated error. Thus, longer L is favorable for VR. In 
section 3.1, a short L is chosen on purpose not to overstate the effectiveness of VR over AI. 

e) The forward modeled bending angle (H(x)) is estimated via Eq. (4), which is subject to the spherical 
symmetry approximation the author introduces as a limitation. Does this introduce additional retrieval 
errors to constraint through the VR?  

Response) Not only the “modeled” but also the “observed” bending angle is derived with the assumption 
of spherical symmetry in RO. Although VR does not use any explicit constraint that accounts for the 
horizontal inhomogeneity, the effect is reflected in the observation error. 

f) Page 7; Line 21: Since the initial guess matters, under what conditions can the author claim that the 
final solution does not depend on every detail on it? And what is meant by the “every detail”?  

Response) For instance, VR is close to AI and is insensitive to (distanced from) the first guess above 2 
km in the Figs. 10a-b of the original manuscript. The initial guess helps VR more in the region that 
observed bending angle is less accurate. In addition, the initial guess is more respected if it reduces the 
total cost function effectively. The rapid reduction of J usually occurs when the initial guess can explain 
the modeled bending angle well in the observation space. Improper initial guesses, which are inconsistent 
with the observation, tend to fail to reduce the cost function effectually. 

g) How are the bending angle errors are defined in real GPS-RO measurements?  

Response) Without context, it is rather difficult to understand this question. In this study, the bending 
angle error is statistically estimated by applying the Hollingsworth-Lönnberg method to nearby pairs of 
RO-RO soundings collected for a long period. The error estimate is then interpolated to the time and 
location of individual soundings. Data providers generally do not provide the observation error and so it 
should be estimated by data users. While a measure of data uncertainty for few RO missions is available 
in a recent version of CDAAC data, it is not used in this study.  

h) What is the sensitivity of the VR to the initial guess from ECMWF?  



Response) The sensitivity depends on the assumed errors (error covariance matrices). More precisely, it 
depends on the trustworthiness of the error estimates. If the minimum of cost function can be found, the 
solution’s sensitivity to the background can be approximated as: <𝐱>

<𝐱?
= 1 − 𝐁1C +

𝐇E𝐑1C𝐇 1C𝐇E𝐑1C𝐇.  

i) Page 16; Line 20: How does the “weighting” between observations and FCST is decided and how 
sensitive this “weighting” is to the final solution?  

Response) It is determined by the error covariance matrices. For uncorrelated errors, the inverse of 
diagonal elements corresponds to the respective weighting. In general case, the weighting given to the 
observation relative to the background can be written as: W=BHT(R+HBHT)-1; and, the relation of final 
solution 𝐱G to background 𝐱H is: 𝐱G = 𝐱H + 𝐖 𝐲K − 𝐻(𝐱H) . I believe that the sensitivity (<𝐱>

<𝐖
 ) is 

beyond the scope of this study and is more suitable for analytical, or ideal studies.   

j) Page 18; Lines 9–11: Again, how is the “weighting” being defined in the VR technique?  

Response) The weighting is the reciprocal of error variance, which varies with the impact height, latitude, 
and month of the year.  

k) Page 19; Lines 6–7: Since the error carried forward into the refractivity, does not this imply that the 
forward model, H(x), will also carry forward errors in the bending angle via the errors inherited through 
Eq. (4)?  

Response) Correct. In AI, the propagation of bending angle error cannot be controlled. In VR, however, 
the departure of model from observation, 𝐲K − 𝐻(𝐱), becomes smaller as the iteration proceeds, meaning 
that the refractivity error projected into the bending angle becomes smaller with the iteration. More 
importantly, the model is never assumed to be perfect and the mismodeling is included in R. The error of 
observation operator (mostly discretization error) is concerning when the vertical data resolution is poor, 
e.g., NWP data of a crude vertical resolution. In VR, the discretization error is negligible as more than 
800 vertical layers are used. 

l) Page 20; Line 28: The estimation of the atmospheric refractivity appears to depend highly on the 
information provided by the initial guess, in this case ECMWF.  

Response) There is some dependency in the mean below 2 km. However, as mentioned earlier, VR is 
largely insensitive to the initial guess above 2 km. The dependency in the lowest 2 km does not indicate 
the limitation of VR but the large uncertainty of RO data. For instance, the comparison to radiosonde data 
shows large negative bias in the tropics and middle latitudes, which is well known to exist. The 
fundamental cause of the dependency is the limitation of currently-available RO bending angles in the 
region. As indicated by the comparison to radiosonde, ECMWF forecasts are less biased. Therefore, the 
approach of VR to the forecasts in the mean makes perfect sense. Furthermore, VR always reduces 
random error variance compared to the forecasts. In order to reduce the dependency, the estimation of RO 
bending angle must be first improved. For instance, VR disregards the initial guess in Fig. 4b of the 
original manuscript. 

m) Page 11; Line 10: How is the threshold of the cost function defined and how sensitive the final 
solution is to that threshold?  

Response) The threshold is for the gradient of the cost function. The iteration terminates when the norm 



of gradient becomes smaller than 10-8 of the initial value. The change to the solution is trivial once the 
norm falls below 10-3 of the initial value. The tight threshold is used to ensure the iteration not to 
terminate at a local minimum of the cost function.  

3) The results provide a marginal contribution to the state-of-the-art AI method of retrieving the 
atmospheric refractivity. Looking at Figure 4b, the refractivity error of the AI and of the VR methods 
falls within the retrieval uncertainty of the refractivity and is < 1.0% between the two. Is the difference 
between the black and the red lines statistically significant? The final solution also seems to depend 
heavily on the initial conditions (Page 20; Line 28), yet on Page 7 Line 21 the opposite is claimed, and the 
advantages of using the VR technique to estimate the refractivity are not clear through this presentation.  

Response) AI is a straightforward method rather than being “state of the art”. The particular advantage of 
using the synthetic data is the known true solution, as explained in the original manuscript. Because of 
that, the comparison between AI and VR can be made without any ambiguity. In other words, every bit of 
the retrieval error is precisely known. Therefore, a single realization is sufficient and significance test is 
unnecessary. Moreover, assessment of statistical significance is irrelevant to this study as the experiment 
uses only a single realization. The error reduction achievable by VR depends on the character of the 
artificial measurement error and it varies with the spectral range. In the synthetic data case of this study, 
the bending angle error is close to random, containing high frequency oscillations. The Abel integral of 
high-frequency noises causes phase shifts in the refractivity, which in turn makes it impossible to recover 
some of high-frequency structures of the true refractivity. Because the true solution is known and 
complete reconstruction of true solution is impossible, it makes more sense to compare VR and AI in the 
relative error, MNO1MPQ

MPQ
.	 As shown in Fig. 4b, VR is able to reduce 30-50 % of AI error. As explained 

earlier, the dependency of VR solution on the initial guess is determined by the quality of observation. In 
the synthetic data case, the solution does not depend on the background because the observation is 
unbiased (Fig. 2a). On the other hand, the real RO data have a significant negative bias and so the solution 
must approach the less biased background. AI works well in general because the overall quality of RO 
bending angle is superb. Because of that, it is also extremely difficult to further improve the quality of 
refractivity. The author has made enduring efforts to improve AI for the last 15 years, e.g., by tuning the 
degree of smoothing of bending angle and by using different discrete forms of the Abel inversion. 
However, the efforts were largely in vain not yielding any noticeable error reduction, which is 
understandable because, e.g., the smoothing applied to CDAAC’s bending angle is polished; and, the data 
resolution of RO bending angle is very high, keeping the numerical error of discrete AI very small; and, 
radiosonde data are subject to considerable error, making the verification with it challenging. The error 
reduction through VR is significant, far exceeding those attainable by adjusting low-pass filtering and by 
using refined numerical schemes for the discrete AI.   

Minor Comments:  

Line 5: It should read: “In Radio Occultations (ROs), the refractivity is obtained from...”   Response) 
The RO “technique” is meant in the sentence. Change has been made. 

Line 6: It should read: “...AI is primarily susceptible to...” The only reason I want to see the word 
 “primarily” in this sentence is because there are secondary mathematical issues that also limit the 
accuracy of the Abel transform.   

Response) Although it is uncertain which mathematical issues the reviewer is referring to, VR and AI are 
based on the same mathematical model because forward and inverse Abel transforms are exact 
mathematical inverse of each other. With all due respect to the reviewer, I am afraid the “primarily” does 
not add any new information.  



Line 15: How do you define “... known true solution... ”   

Response) The true solution is known only for the synthetic observation described in section 3.2. The 
true solution is the perfect atmospheric sounding extracted from hypothetic true atmosphere. In the 
manuscript, the true solution is defined as the high-resolution radiosonde sounding as it is reported. The 
synthetic observation is simulated by applying the forward operator to the perfect solution and by adding 
assumed measurement error to the simulated (perfect) bending angle.  

Lines 23-24: It should read: “Knowledge of the refractive index vertical structure in the...”   

Response) Thanks for the suggestion. RO soundings provide horizontal structure as well when 
aggregated.  

Line 26: Clarify what you mean by “flaws as well as signal components” and put a comma after the word 
“flaws”   

Response) The sentence is rephrased.  

Page 2; Line 1: It should read: “... the atmosphere is one of the sources of...”   

Response) Change has been made.  

Page 2; Line 1: I disagree that the non-spherical symmetry of the Earth’s atmosphere qualifies as a 
bending angle measurement error. Bending angle is retrieved by the phase measurement; so I consider the 
non-spherical symmetry as a retrieval error, because the phase and amplitude of the GNSS signals 
measured at the LEO antenna are not affected by the spherical symmetry. Please, revise accordingly.   

Response) I appreciate the reviewer’s perspective. In the context of Abel inversion, the measurement 
refers to the input parameter, which is the bending angle. Therefore, the asymmetry is considered as 
measurement error. Two sentences are added to clarify that. Thank you very much for pointing this out. 

Page 2; Line 6: Perhaps, change the word “measurement” with the word “retrieval”?   

Response) As explained above, the gross bending angle error is treated as measurement error. 

Page 2; Line 33-34: It should read: “... to realistically estimate the uncertainties of RO measurement 
 and a-priori and properly take them into account.”   

Response) In accordance with the reviewer’s suggestion, positions of the adverbs are changed. 

Page 3; Line 1: Clarify what you mean by “reliable method”   

Response) The sentence is now reworded to improve the clarity. Thanks. 

Page 3; Line 1: Remove the word “they”   

Response) Removed.  

Page 3; Line 2: Add a recent reference regarding this statement.   



Response) The Tikhonov regularization is now specified, which is described in detail in section 2.2. 
There, readers will find that the Tikhonov regularization does not make use of data uncertainties. While 
the Tikhonov regularization has been used in broad applications, it is hard to find recent publications 
relevant to GPS RO. I believe that the statement made in the sentence qualifies as common knowledge. 

Page 3; Line 16: I would remove the word “breakthrough” and re-write the sentence as: “This 
 necessitates the implementation of more rigorous techniques that can potentially improve the quality of 
the refractive index...”   

Response) The sentence is reworded reflecting the reviewer’s suggestion.  

Page 3; Lines 17-18: It should read: “This study explores this possibility through the VR technique.”   

Response) The preposition is change from “with” to “through” as the reviewer suggested. 

Page 3; Line 20: It should read: “In Section 4, a real data validation...”   

Response) Done.  

Page 3; Line 21: It should read: “Section 5.”   

Response) It is required by AMT guideline (https://www.atmospheric-measurement-
techniques.net/for_authors/manuscript_preparation.html): The abbreviation "Sect." should be used when 
it appears in running text and should be followed by a number unless it comes at the beginning of a 
sentence.   
 
Page 3; Line 24: It should read: “... and a receiver...”   

Response) Done. Thank you very much for pointing this out. 

Page 4; Line 5: It should read: “... to be unstable.”   

Response) Corrected.  

Page 4; Line 17: It should read: “... operator in the RHS, in addition...”   

Response) Corrected. Thank you. 

Page 4; Line 20: Add a reference.   

Response) Done.  

Page 4; Line 27: It should read: “... of the transmitted radiowave signal.”   

Response) The SNR mentioned in the sentence is different from the phase SNR. Bending angle noise 
depends on many other factors.  

Page 9; Line 18: It should read: “Noise in the measured bending angle negatively affects the quality of 
the refractive index, unless properly mitigated.”   



Response) Corrected.  

Page 15; Line 10: Explain what you mean by “soundings that are dubious in quality are discarded”.   

Response) The sentence is revised to improve the clarity.  

Page 16; Line 15: Add a reference to back up this statement.  

Response) A reference is now added although the statement was meant to be a speculation.   

Page 16; Line 28: It should read: “... (especially in moisture)...”   

Response) Done. 

Page 17; Line 29: It should read: “noise”   

Response) Corrected. 

Page 18; Line 27: Place a period instead of a comma after the word HVRRD.    

Response) Change is made. Thank you very much. 
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quality refractivity profile and what the benefits of such a dataset may be. Then follow up in the final 
summary and conclusions with a discussion about what may be the next steps in advancing this technique. 
It would seem that the logical extension would be to formulate a way to create a new forward operator for 
the bending angle profiles in the observation height coordinate which uses the NWP systems background 
(forecasts) to create an adjusted bending angle and PHD, and then subsequently transforms this back into 
innovations and Jacobians in the model space which can be used in the full solver minimization. It could 
be thought of as something similar to a 1D-Var step which would be embedded before passing information 
onto the main DA solver. 

Response) The manuscript has been significantly revised to follow the reviewer’s suggestions. With all due 
respect, I believe that many of these points are already explained in the original manuscript, but not clearly 
enough. The introduction is completely rewritten to articulate these points. In case of AI-produced 
refractivity, it is impossible for data assimilation to undo the vertical propagation of bending angle error. 
For bending angle data assimilation, the EIV problem makes it impossible to acquire the same result with 
AI. For instance, the data assimilation is unable to “retrieve” perfect refractivity out of error-free bending 
angle unless the provided background refractivity is initially perfect. Therefore, it is impossible to yield the 
same result with VR by assimilating bending angle or refractivity profile even with assigning proper 
observation error. The practical constraints of NWP models (limited top height and vertical resolution) are 
an additional issue. Note that RO data processing typically uses a significantly higher data resolution 
(number of layers in the order of thousands or more) and top height (2,000 km as described in the 
manuscript) for AI. Numerous Observing System Experiments have shown the positive impact of RO data 
(even for AI-produced RO refractivity), which cannot be attained by assimilating forecast profiles. In 
addition, the error estimation described in section 2.3 of the manuscript shows that AI is superior to 
ECMWF forecast in the tropospheric refractivity. It means that the information in VR mainly comes from 
RO bending angle rather than the forecast. Although it is not possible to eliminate the forecast influence 
completely, VR-produced refractivity is certainly better than the forecast in the quality.  

Typos and grammatical changes: Multiple times in the paper, data assimilation(s) is used. The final “s” is 
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wanted to add another word, but it is perfectly adequate to leave this out. For example: Page 1, line 13: In 
contrast to variational data assimilation, VR holds . . .  

Response) Done. Thank you very much for pointing this out. 

Page 1, line 17: . . . purposely corrupted synthetic sounding with a known true solution.  

Response) Corrected. 

Page 7, line 1: This differs from meteorological data assimilation of in-situ observations, where state 
variables are usually the same as those of the prediction model. — The original statement was not correct 
as currently the majority of observational data in meteorological data assimilation originates from satellite 
radiances which are not in state space, but need a forward operator similar to GNSS-RO. Please note my 
addition of “in-situ” but revise as you deem appropriate.  
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into the observation space. Assimilation of indirect variables does not necessitate any change of the state 
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Page 7, line 3: . . . the location of the state-vector elements is represented in relation . . .  
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the radiosonde dataset, the ascent rate is now changed to “about 5 meters” and “on average” is added to 
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to imply that the convergence speed can be dependent on the problem size. Your suggestion is greatly 
appreciated.  

Page 12, line 1: . . . Monte Carlo approach is larger than . . .  

Response) Corrected. Thank you.  

Page 12, line 4: Data assimilation methods/systems are ORD.  

Response) Changed.  

Page 16, line 20: . . . RO and FCST is crucial to allow for VR to reduce the bias.  
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Page 18, line 10: ... observations on average at the tropical HVRRD stations than the tropical ORD stations.  
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Thanks for pointing this out.   
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Response) Figure 2a-b are modified as your kind suggestion. 
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Response) The blue (looks like purple somehow) line is now dashed. Thank you for this great suggestion.  
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Abstract. In the Global Positioning System (GPS) Radio Occultation (RO) technique, the inverse Abel transform of measured 5 

bending angle (Abel inversion) is the standard means of deriving the refractivity. While concise and straightforward to apply, 

the Abel inversion (AI) accumulates and propagates the measurement error downward. The measurement error propagation is 

detrimental to the refractivity in lower altitudes. In particular, it builds up negative refractivity bias in the tropical lower 

troposphere. An alternative to AI is the numerical inversion of the forward Abel transform, which does not incur the integration 

of error-possessing measurement and thus precludes the error propagation. The variational regularization (VR) proposed in 10 

this study approximates the inversion of the forward Abel transform by an optimization problem in which the regularized 

solution describes the measurement as closely as possible within the measurement’s considered accuracy. The optimization 

problem is then solved iteratively by means of the adjoint technique. VR is formulated with error covariance matrices, which 

permit a rigorous incorporation of prior information on measurement error characteristics and the solution’s desired behaviour 

into the regularization. VR holds the control variable in the measurement space to take advantage of the posterior height 15 

determination and to negate the measurement error due to the mismodelling of the refractional radius. The advantages of 

having the solution and the measurement in the same space are elaborated using a purposely corrupted synthetic sounding with 

a known true solution. The competency of VR relative to AI is validated with a large number of actual RO soundings. The 

comparison to nearby radiosonde observations shows that VR attains considerably smaller random and systematic errors 

compared to AI. A noteworthy finding is that in the heights and areas that the measurement bias is supposedly small, VR 20 

follows AI very closely in the mean refractivity deserting the first guess. In the lowest few kilometers that AI produces large 

negative refractivity bias, VR reduces the refractivity bias substantially with the aid of the background, which in this study is 

the operational forecasts of the European Centre for Medium-Range Weather Forecasts (ECMWF). It is concluded based on 

the results presented in this study that VR offers a definite advantage over AI in the quality of refractivity. 

1 Introduction 25 

The Abel transform pairs (Abel, 1826) are widely used to reconstruct radially (or spherically) symmetric physical parameters 

from their line-of-sight (LOS) projections in a variety of disciplines in engineering and science. In the Global Positioning 

System (GPS) Radio Occultation (RO) technique, inverse Abel transform (often-called Abel inversion) of the bending angle 

in particular has become a cornerstone, serving as the standard means of deriving the refractivity. Knowledge of the refractivity 
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structure in the atmosphere is important for numerous applications relevant to weather and climate. The LOS projection in RO 

corresponds to the phase or ray’s bending angle. Hence, these are referred to as RO measurements hereafter, unless otherwise 

mentioned.  

The Abel Inversion (AI hereafter) is mathematically exact, meaning that AI is supposed to facilitate a unique and perfect 

reconstruction of the symmetric media, given the measurement of infinite accuracy and resolution. However, measurements 5 

in real life are noisy and available only at a discrete set of data points. Some of the previous studies in the literature are focused 

on dealing with the data resolution issue and others are on reducing adverse effect of the measurement noise. Existing methods 

attempt to improve the accuracy of discrete Abel transforms by employing higher-order numerical schemes (e.g., Kolhe and 

Agrawa, 2009), polynomial interpolation or fitting methods (e.g., Deutsch and Beniaminy, 1983), the Fourier transform (Kalal 

and Nugent, 1988), and the Fourier-Hankel transform (Ma, 2011). The relative significance of the two issues (i.e., data 10 

resolution and measurement noise) depends on the medium (problem) of interest and the observing system used to sample the 

LOS projection, and so does the performance of these methods.  

In case of RO, the data resolution might be high enough to not cause significant discretization error. (Here, the term 

“discretization error” means the error incurred from approximating the analytical integral transform using a finite number of 

discrete data points.) Nevertheless, RO measurements are subject to non-negligible errors arising from diverse sources (e.g., 15 

Kursinski et al., 1997; Hajj et al., 2002; Steiner and Kirchengast, 2005) to which AI is sensitive. In addition, the premise of 

AI (i.e., spherically symmetric atmosphere) is never strictly fulfilled. Gorbunov et al. (2015) claim that strong horizontal 

refractivity gradients can cause the bending angle to be a multivalued function of the Impact Parameter (IP). This relates to 

the fact that the IP is not conserved along a ray path in the horizontally inhomogeneous atmosphere (Healy, 2001). The change 

of IP along the ray path can be as big as 80 m, which corresponds to ~4% deviation in refractivity (Wee et al., 2010). This in 20 

turn indicates that it is generally impossible to assign a specific IP to a single ray or to a unique value of the bending angle. In 

other words, an IP can be associated with multiple values of the bending angle. This causes a highly scattered distribution of 

“raw” (unsmoothed) bending angles in the IP coordinate. The bending angle that is not a well-defined function of IP (i.e., 

multi-valued or greatly dispersed) accompanies a large data uncertainty, which in turn propagates into the refractivity. Thus, 

horizontal inhomogeneity (either large-scale gradient or small-scale fluctuations) of the refractivity causes additional 25 

measurement error, which is largely random and greater in the lower atmosphere.  

RO measurements contain systematic error as well. For example, the phase and bending angle are often undermeasured in the 

lower troposphere. Some of the potential causes are imperfect signal tracking (Sokolovskiy et al., 2010), critical refraction 

(Sokolovskiy, 2003; Ao et al., 2003; Xie et al., 2006), and small-scale refractivity fluctuations (Gorbunov et al., 2015). The 

critical refraction is probably the most well understood among the causes, thanks to ingenious previous studies. When the 30 

critical refraction occurs, the bending angle is unbounded. Specifically, the bending angle goes to infinity at the height of the 

critical refraction [e.g., see Fig. 5b of Sokolovskiy (2003)]. In RO, the refractivity is obtained from integrating the bending 

angle vertically, where the vertical weighting is given by the Abel kernel. Since measured bending angles are finite in 

magnitude, the Abel integral results in a negatively biased refractivity below the top of the ducting layer. (Throughout this 
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paper and for the sake of convenience, the term “bias” is used interchangeably with systematic error when the reference for 

the bias is omitted.) Even under conditions of subcritical refraction, RO bending angles tend to be negatively biased. A brief 

explanation can be as follows. Highly bending rays arrive at the receiver when the receiver is far behind the Earth’s limb. The 

arrivals are recorded at the trailing (leading) epochs of sinking (rising) occultation events. Being weak and noisy, the signals 

received during the epochs have a higher chance of not being used for bending angle estimation. The exclusion of those 5 

measurement pieces leads to the loss of information on highly refracting rays and in turn to a negatively biased bending angle. 

In that case, RO bending angle is inclined to have local peaks weaker than they are supposed to be. Reader are referred to 

Sokolovskiy et al. (2010) for more details. AI integrates the negative bias of the bending angle and turns it into a negative 

refractivity bias.  

What is more concerning in the use of AI is not the measurement error itself but its vertical propagation. AI accumulates and 10 

propagates the measurement error in vertical direction. Consequently, a single corrupted piece of the measurement affects not 

just the location of the particular datum but a wide area that the Abel kernel dictates, and thereby deteriorates the derived 

refractivity even in the region that received RO signals are clean. Therefore, it is crucially important to moderate the unwanted 

effect of measurement error. When AI is used, one can take two straightforward approaches: 1) employ noise-resistant 

numerical methods for the discrete AI or 2) apply a data smoothing to the measurement in advance of the AI. In regard to the 15 

former, it is difficult to ascertain which of the numerical methods performs the best. For instance, a method that is more 

sensitive to noise also shows a higher inversion accuracy for data without noise (Ma, 2011), because high-frequency signal 

components (i.e., legitimate small-scale structures in the measurement caused by the atmosphere) are seldom distinguishable 

from noise. The latter has the same difficulty because the data smoothing can be either insufficient or excessive. Hence, neither 

of those approaches can provide a decisive answer to the issue. Moreover, these approaches are hardly effective for reducing 20 

systematic error and for restraining the error propagation. This necessitates alternative approaches.   

The critical refraction is an excellent example for understanding the effect of error propagation. It also gives some insights 

into potential remedies. The use of AI under critical refraction conditions results in a negatively biased refractivity, even with 

unbiased bending angles (Gorbunov et al., 2015). Indeed, the bending angle bias due to the critical refraction could be confined 

in the close vicinity of the ducting layer, which is usually very thin. A bending angle sounding unbiased elsewhere can then 25 

be considered to be “virtually” unbiased. No matter how shallow the ducting layer is, however, AI propagates the bending 

angle bias in the layer downward and yields a refractivity sounding that is negatively biased below the ducting layer. A 

noteworthy point here is that in the reverse modelling perspective, the biased refractivity is not the unique solution attainable 

from the “unbiased” bending angle. As a matter of fact, multiple refractivity soundings can replicate the bending angle very 

closely when mapped into the bending angle through the forward Abel transform (FAT) that is the exact mathematical inverse 30 

of AI. For instance, any refractivity soundings that are identical with the AI-produced refractivity above the ducting layer but 

are different by a constant offset below can reproduce the bending angle nearly perfectly except for within the layer of the 

singularity. That is because the vertical gradient of the refractivity is of prime importance in FAT, but the refractivity itself is 

not. Hypothetically, one of those soundings is the perfect bias-free refractivity sounding that AI could have attained, if the 
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critical refraction did not occur. This suggests that the agreement between measured and modelled bending angles can be a 

clue to finding a refractivity sounding that is less biased than what AI provides. An important implication here is that the 

solution search does not incur propagation of the bending angle bias, which is unavoidable with AI. The prospect can be 

extended to conditions of subcritical refraction, as far as the measurement error is considerable and its downward propagation 

is concerning. The question is how the “best” refractivity sounding can be chosen among an infinite number of candidates that 5 

can replicate approximately well a given bending angle sounding. A sensible metric in the maximum likelihood framework 

might be able to assist the selection. Another question is how to choose a reasonably small number of good candidates that are 

around the unknown “true” solution to begin with, given that the cost of FAT can be prohibitive when applied to a large 

number of soundings. Instead of choosing arbitrary candidates, an approximate inverse solution of FAT can be sought 

numerically. The approximate solution can then be perturbed to provide the candidates or it can be successively corrected to 10 

approach the true solution. Based on this idea is the regularization approach. 

Regularization methods solve the inverse problem numerically. In our setting, the methods seek the inverse solution of FAT, 

which is the refractivity sounding that reproduces a given bending angle sounding. For measurements without noise, an ideal 

numerical inversion (note that it differs from numerical implementations of the analytical AI) yields the same solution with 

AI. In the presence of measurement noise, however, numerical inversions for problems of the kind of FAT are known to be 15 

ill-posed and incapable of providing stable solutions. For instance, different realizations of measurement noise albeit small in 

magnitude could lead to entirely different solutions. It is thus difficult to obtain useful solutions by applying straightforward 

algebraic inverse operators to the discrete FAT with noisy measurements. To tackle the ill-posedness, regularization methods 

enforce regularity on the computed solution, while allowing the solution to deviate from the approximately accurate 

measurements. The methods search for the solution by minimizing a joint function that consists of the data fidelity term (which 20 

gauges the discrepancy between measurement and its model counterpart) and the penalty term (also called regularization term 

as it regularizes the solution). These terms used for practical applications are usually simple in the form. For instance, the 

Tikhonov regularization (Tikhonov, 1963) expects a desirable solution to be spatially smooth and the penalty term widely used 

for the method is the sum of squared gradients of the solution. Sofieva et al. (2004) claim that the smoothness constraint 

improves significantly the quality of their ozone retrievals. Yet, they report the difficulty of using the constraint optimally in 25 

the Tikhonov regularization, which is due to the fact that the smoothness measure is sensitive to the data resolution. While the 

smoothness constraint may work acceptably for some general problems, it alone would be insufficient for more demanding 

applications since it does not hold any specific information on the desired solution. Generally speaking, the regularization 

must be customized for individual applications in order to be maximally effective. For instance, different observing systems 

differ in the measurement characteristics and the solution’s desired behaviour. Thus, the specifics of an optimal regularization 30 

differ from one problem to another and those for the Abel transform in RO are underexplored. Another practical difficulty is 

the fact that regularization methods can be expensive when applied to RO. That is because the limb-viewing geometry offers 

high-resolution measurements and one typically attempts to retrieve a profile of refractive index in as much detail as the data 

permit.  
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This study proposes and studies a variational regularization (VR hereafter) for the Abel transform in GPS RO. The purpose is 

to improve the quality of RO refractivity by enhancing RO measurement with the aid of prior information. The focus is on the 

lower troposphere where AI is hampered by larger measurement uncertainty, especially by a considerable negative 

measurement bias. This study aims at tackling the root cause that degraded the AI-produced refractivity in the first place, 

which is hypothesized as uninhibited vertical propagation of the measurement error. The observation used in VR is RO bending 5 

angle and the state (and control) variable is the refractivity as a function of the refractional radius (RR; the Earth’s radius 

multiplied by the refractive index). As will be explained later, it is essential to define the state variable as a function of the RR. 

The aptness of data fidelity and penalty terms is vital for a successful regularization. The two terms exploit the prior 

information on the characteristics of the measurement and solution, which can be either statistical or empirical. In this study, 

the two terms are formulated with error covariance matrices (ECMs), which succinctly describe the statistical error 10 

characteristics. Needless to say, these ECMs must be factual for the formulation to be effective. Meanwhile, regularization 

methods need a first guess to start off.  The first guess used in this study is short-term operational forecasts of the European 

Centre for Medium-Range Weather Forecasts (ECMWF). Modern-day numerical weather forecasts are comparatively accurate 

and routinely available. More importantly, a number of well-established methods such as those based on innovation 

(observation minus forecast) statistics are available for the forecasts, offering reliable error estimates and supporting the 15 

construction of ECMs. These methods make available the error estimate of observations as well as that of the forecasts. Hence, 

short-term forecasts are a compelling source of the first guess. The computational cost is an impediment to the practical use 

of regularization methods. The proposed method solves the underlying inverse problem iteratively by means of the adjoint 

method, which is a very efficient way of calculating the gradients of the cost function with respect to all control parameters at 

once. Accordingly, the variational technique (i.e., gradient-based optimization method) reduces otherwise excessive 20 

computational expenses and is thus indispensable for VR. While the Tikhonov regularization is devised based upon the 

variational principle, it does not necessarily employ the variational technique to be applied to practical problems. It must be 

mentioned that the adjective used to describe the proposed method (i.e., variational) is meant for the variational procedure, 

rather than for the variational principle. Therefore, VR purports to indicate a regularization that makes use of the variational 

technique. Using the ECMs derived based on error statistics and relying on the iterative minimization procedure, the proposed 25 

method can also be described as an iterative, statistical regularization.  

The variational method has been applied to a variety of problems in diverse areas. The most popular use of the method in GPS 

RO is data assimilation (DA), but the method is also applied to other estimation problems. An example is the variational 

combination of dual-frequency RO measurements (Wee and Kuo, 2014), which attempts to optimally separate ionospheric 

and atmospheric effects. The focus of DA is on the maximal utilization of all available observations, where the forecast model 30 

is used as sophisticated physical and dynamical constraints. While assimilating RO data, it is important to take into account 

contemporaneous observations including those made available by other observing systems. For instance, an overweighting 

given to RO data leads to an underutilization of other observation types, which in turn results in a suboptimal data assimilation. 

In addition, RO data assimilation is constrained by the geometry of the model grid, which is not the case for VR.  
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The proposed method is more akin to one-dimensional variational (1D-Var) retrieval methods (e.g., Healy and Eyre, 2000; 

Palmer et al., 2000; Palmer and Barnett, 2001; Von Engeln et al., 2003). The Data Analysis and Archive Centre (CDAAC) at 

the University Corporation for Atmospheric Research (UCAR) has also been using a 1D-Var, developed by the author, for the 

last 15 years. The key differences between VR and 1D-Var lie in the problem dealt with and the purpose, which deserve further 

explanations. The main purpose of RO 1D-Var is to challenge an underdetermined problem in which three variables (i.e., 5 

temperature, moisture, and pressure) must be retrieved out of a single observed parameter. Hence, 1D-Var seeks the optimal 

combination of the state variables utilizing the physical relationship among them and possibly the multi-variate character of 

the background ECM. Another important difference between 1D-Var and VR is that the state variables of 1D-Var are given 

as functions of the height (or pressure), whereas the sole state variable of VR, refractivity, is defined in the RR coordinate. In 

order to model the bending angle, 1D-Var must simulate the refractivity with the state variables prior to using a discrete FAT. 10 

Next, the simulated refractivity is used to compute RR, which defines the location of measured bending angles in the model 

space. It is worth mentioning that when associated with measured bending angles, the RR represents the one to the ray’s 

tangent point and is the same with the IP in magnitude. It means that the RR in relation to the bending angle is the model 

counterpart of an IP. It must be pointed out that there are an infinite number of different combinations of temperature, pressure, 

and moisture that lead to an identical refractivity. Likewise, a countless number of dissimilar combinations of the refractivity 15 

and radius result in the same RR. In the reverse modelling sense, these ambiguities, absent in VR, introduce extra uncertainty 

to the 1D-Var retrieval. Moreover, the state variables of the 1D-Var usually contain significant errors and so is the modelled 

refractivity. Again, the refractivity error is carried forward into RR. The problem here is that the erroneous modelled RR is 

used by 1D-Var as the coordinate to locate the measurement and is thus assumed to be correct by definition. As a result, 1D-

Var cannot perceive a measured sounding of the bending angle as it is. Instead, only distorted (or fuzzy) images of the original 20 

sounding are visible to 1D-Var. That is to say, the measurement is always incorrect in the model’s perspective, unless the 

modeled refractivity is perfect. That introduces additional uncertainty to the measurement, although the measurement is not to 

blame. Eventually, the RR error depreciates the value of measured bending angles.   

An important implication here is that the 1D-Var (and DA as well) provided with error-free measurements is unable to recover 

the refractivity as a function of the height perfectly, unless the state variables are initially perfect. In VR, on the other hand, 25 

the soundings of bending angle and refractivity have one-to-one correspondence in the RR space through a FAT, unless the 

critical refraction occurs. Given the perfect bending angle, it is thus possible for VR to at least hypothetically reconstruct the 

perfect refractivity. Therefore, VR is well poised to estimate the refractivity with measured bending angles. In addition, the 

problem of retrieving temperature, moisture, and pressure can be dealt with separately once the optimal refractivity is made 

available and is thus put aside in this study. Doing so eliminates the above-mentioned ambiguities and greatly simplifies the 30 

estimation of refractivity with VR.  

This study is motivated by the conception that the vertical propagation of measurement errors in AI is detrimental to the 

derived refractivity and VR is deliberated as a potential remedy to the problem. While VR propagates the model error through 

FAT, it is not a major concern since VR iteratively corrects the model state to approach the true state with the aid of the 
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measurement. The focal point of this study will be examining whether and how the deprivation of the measurement error 

propagation with VR is beneficial to the quality of RO refractivity. The remainder of this paper is organized as follows. Section 

2 describes the methods relevant to this study, which include the Abel inversion, the Tikhonov regularization, and the proposed 

variational regularization. Section 3 compares the proposed method against the Abel inversion with a synthetic RO sounding. 

Section 4 presents real data tests, along with the verification with two radiosonde data sets. Section 5 offers concluding 5 

remarks. 

2 Method 

2.1 Abel inversion 

The total transpired phase path of a radio wave that propagates through the atmosphere between a transmitter and a receiver 

can be described by an integral equation (e.g., Wallio and Grossi, 1972): 10 

! " = 2
% & &'&

&()*(

+

*
,          (1) 

where ! is the phase path; , is the radius from the Earth’s curvature center; and, - is the refractive index that relates to the 

refractivity . = 101(1 − -). A change of variable can show that Eq. (1) is equivalent to standard form of the Abel transform 

(Bracewell, 1978). A geometrical interpretation of Eq. (1) is that the Abel transform of - , , right-hand side (RHS) term, is 

the projection of - ,  onto the space of the traverse coordinate, ", which indicates the nearest approach of the line of sight to 15 

the Earth’s curvature centre. Being an Abel transform, the analytical inverse of Eq. (1) also exists (Ahmad and Tyler, 1998): 

- , = −
5

6
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+

&
.          (2) 

The inverse Abel transform, Eq. (2), provides a straightforward solution to the reconstruction of the refractive index given 

measurements of phase path. However, the inverse transform is of limited usefulness for practical applications with real-world 

data because the derivative in RHS term exacerbates the phase noise or the artefacts introduced by arbitrary noise mitigations. 20 

Another limitation of Eqs. (1) and (2) is being valid only for a thin, spherically symmetric atmosphere in which the ray’s path 

can be adequately approximated by the straight line that connects the transmitter and receiver. A variant of Eq. (1) suitable for 

dense, optically stratified media (Fjeldbo et al., 1971) is: 

8(9) = −29
':;(%)

'&<

'&<

%&< ()=(

+

&>
,          (3) 

where 8 is the ray’s bending angle, 9 is the IP, and ,? is the radius to the ray’s tangent point. With a change of variable, " =25 

-,, Eq. (3) can be rewritten as: 

8(9) = −29
':;(%)
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=
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The corresponding inverse transform is:  

ln(-) =
5

6

F(*)'*

*()=(

+

=
.           (5) 

Equation (5) has the advantage of not having the derivative in RHS term, in addition to accounting for refracting ray paths. 

For these reasons, Eq. (5) is the AI commonly used in GPS RO. However, there is a caveat - GPS RO does not measure the 

bending angle directly. Accordingly, the bending angle must be estimated in some ways in connection with the Doppler shift, 5 

which again relates to the phase derivative in either time or frequency domain (e.g., Kursinski et al., 1997; Hajj et al., 2002). 

Therefore, the AI using Eq. (5) is not entirely free from the derivative operator. Instead, the procedure of retrieving the 

refractivity from the measured phase, equivalent to Eq. (2), is split into two sequential steps: bending angle estimation and 

subsequent Abel inversion. The derivative operator is put to use before or within the bending angle estimation, although it 

does not appear explicitly in Eq. (5). No matter when the derivative is used, it intensifies the effect of measurement noise. A 10 

data smoothing might be applied to the bending angle in advance of AI. However, the smoothing degree is very difficult to 

control. Moreover, data smoothing does not reduce systematic measurement error. As explained in the introduction, the vertical 

propagation of measurement error due to AI is detrimental to the derived refractivity. An alternative to AI is the regularization 

approach, described in the following. 

2.2 Tikhonov regularization 15 

The Tikhonov regularization (TR hereafter) is the most widely used regularization method and is indeed the very method that 

opened up the concept of regularization. Here, a sketch of TR is provided in the context of GPS RO data processing. The 

general purpose of TR is to solve ill-posed inverse problems in which the forward operator G H = I defines a mapping 

G:	K → M, between the solution (model) space K and the data (measurement) space M. Here, H is the state vector consisting of 

model parameters and I is the vector of modelled observation. In our setting, the forward operator is Eq. (4), and H and I hold 20 

the refractive index and bending angle, respectively. The method solves a minimization problem of a real-valued function N 

such that the minimizer, H , is a suitable approximate solution: 

min
H∈Q

N(H) = R H + TU(H),           (6) 

where R is the data fidelity term, U is the penalty (regularization) function, and T is the regularization parameter. The data 

fidelity term R measures the misfit between measured and modelled observations, whereas the penalty term TU weighs the 25 

degree of irregularity in the solution. The scalar parameter T controls the relative contribution of the two terms to N. A widely 

used form of R is the squared VW norm, R H = G H − I?
W, where I? contains the measured bending angle. A popular 

choice for U aimed at noise reduction is a seminorm, U H = ÑH W, where Ñ is the gradient operator. Determining the trade-

off between the two terms, a decreasing T steers Eq. (6) toward (4). Therefore, the solution of TR approaches AI as TU vanishes.  

A drawback of this penalty term is the difficulty of determining the proper T that can achieve the optimal smoothness of the 30 
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solution. Another difficulty relates to the fact that the vertical refractivity gradient has a high spatiotemporal variation. For 

instance, Ñ- near the Earth’s surface can be a few orders greater than that in the stratosphere. As such, the particular U of the 

form shown above is lacking as it does not account for the height dependency. Likewise, the R shown above tacitly assumes 

that the magnitude of G H − I? is unvarying in space and time, which is not the case for the bending angle. While the generic 

TR comes in handy for applications to general problems, it is desirable to utilize the problem-specific prior information in 5 

order to make the regularization more effective. In addition, regularization methods can be costly when applied to RO data. It 

is thus crucial to reduce the cost to a feasible level. The variational regularization proposed in this study aims at addressing 

these issues.  

2.3 Proposed method of variational regularization 

2.3.1 Formulation 10 

The proposed regularization searches for the solution, H, by minimizing a cost function defined as follows: 

N H =
5

W
H − HX

Y	Z)5	 H − HX +
5

W
I? − G H Y	[)5	 I? − G H ,      (7) 

where HX is the background, a priori of H; Z and [ are the ECM of HX and I?, respectively; and, superscripts “T” and “-1” 

indicate transpose and inverse of a matrix, respectively. Conceptually, the method seeks the optimal solution that replicates 

the observation as closely as possible (compelled by the second RHS term) in the vicinity of a priori state (constrained by the 15 

first RHS term). The departure of H from the background (observation) is determined by the assumed error of HX (I?), 

represented by Z ([). The background (first RHS) term corresponds to the penalty term of TR in the role and the observation 

(second RHS) term is equivalent to the data fidelity term. Despite the correspondence, the use of ECMs makes VR 

advantageous over TR, allowing VR to incorporate the prior information about the data uncertainty of I? and HX into the 

regularization. The forward observation operator used in VR is Eq. (4), which models the observation (bending angle) with 20 

the state variable (refractivity). Equation (4) states that the modelling of bending angle at an IP needs the vertical structure of 

refractivity above the IP. In order to model a sounding of bending angle, the refractivity must be available along the connected 

line of tangent points. Given that the RR to the tangent point equals with the IP, it is fair to say that the state variable resides 

in the IP space where the observation exists. In other words, what we need to model the bending angle is nothing but the 

refractivity as a function of the IP. Therefore, it is unnecessary for VR to relate the state variable to the temperature, pressure, 25 

and moisture during the minimization. In addition, the reverse (adjoint) modelling as well as the forward modelling does not 

incur any coordinate transform between RR and height, which is inevitable for data assimilation and 1D-Var. This greatly 

simplifies the problem of refractivity estimation. The coordinate transform entails two issues of great consequence, as 

explained in the following.  

In RO data assimilation, the location of the state-vector elements is represented in relation to the model’s native grids.  30 

In order to place measured bending angles in the model space and vice versa, it is thus necessary to relate the IP to  
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the RR, " = -,. Based on the never-perfect model’s refractivity, " is not a definite measure of the position. That is, it always 

contains some error. Because the error-possessing RR is used as the coordinate, however, it is free of error by definition. 

Consequently, the position of the observation in the model space cannot be determined correctly not because of its own error 

but because of the model’s error in the refractivity. This is known as the Errors-In-Variables (EIV) problem in which the error 

in the independent (or coordinate) variable causes an apparent error in the dependent variable (observation). The EIV error 5 

leads to a suboptimal use of the observation. In VR, on the other hand, the EIV error is attributed to the uncertainty of the 

background refractivity because the model space coincides with the observation space. In the proposed method, the geometric 

height of the solution keeps changing implicitly during the iterative minimization of the cost function, whereas the RR assigned 

to the solution remains fixed. Upon the completion of the minimization, the solution’s height \ is determined by: \ = , −

]^ = "-)5 − ]^, where ]^ is the local curvature radius of the Earth. Therefore, the solution’s height in VR is undecided until 10 

the solution is acquired, which is the same as in AI. This Posterior Height Determination (PHD) reduces a substantial portion 

of retrieval error when viewed in the height coordinate. More details on the topic are presented in the next section. 

In the proposed method, a good background furnishes faster convergence to the solution and assists in attaining the desired 

global minimum of the cost function. Another factor of particular importance in VR is the adequacy of ECMs. That is, the 

ECMs must be factual, representing well the error characteristics of the background and observation that are actually used in 15 

VR. In that respect, short-term forecast of Numerical Weather Prediction (NWP) models is the best source of the background. 

In addition to being routinely available and of good quality, the forecasts, when used along with relevant observations, offer 

rigorous error estimation and realistic modelling of the ECMs. Although a climatology is usable as the background, for 

instance, it does not precisely describe the atmosphere at the exact moment and location of the observation. Besides, it is not 

as easy to estimate or define the error of the climatology. In this study, short-term operational forecasts of the ECMWF are 20 

used as the background. Additional description of the ECMWF data will be provided later in Sect. 4.1.  

2.3.2 Error covariance matrices 

a) Error standard deviation 

A diagonal element of ECM is the error variance, the square root of which (error standard deviation) represents the error 

estimate at the location linked to the element. The error variances are estimated by applying the Hollingsworth-Lönnberg 25 

method (Hollingsworth and Lönnberg, 1986) to ~1.5 million closely located (< 3 h and < 300 km) pairs of RO soundings 

available for a 7-year period (April 2007 – April 2014). This method (HL86 hereafter) is based on the innovation statistics 

with the assumption that forecast errors are mutually (spatially) correlated, whereas observation errors are uncorrelated with 

themselves and with the forecast errors. In the following, the usage of HL86 in this study is briefly described. Because the 

error variances can be estimated independently at individual height levels, let _? be the collection of RO observations in a 30 

same impact height (≡ 9 − ]^). That is, _? = a?
b, d = 1, … ,f , where a?b is the observation from k-th RO sounding out of 

total f soundings. Likewise, let gh = (zh
5, … , zh

j) be the forecast counterpart of _?, where zhb = G Hh
b , G being the relevant 
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observation operator. The innovation (k ≡ _? − g?)	variance can then be written as: 

l9, k = m k − m(k W = m n? − nh
W
= o?

W + oh
W,       (8) 

where m(∙) denotes the statistical expectation (i.e., the mean over the f samples); and, o?W and ohW are the variance of 

observation error n? and forecast error nh, respectively. The mean difference between _? and gh is subtracted in Eq. (8) and 

so it does not contribute to o?W and ohW. The random errors, n? and nh, are further assumed to be mutually uncorrelated, 5 

m n?nh = 0. 

Meanwhile, the innovation covariance between a pair of observations, y?r  and	y?
s , can be written as: 

tuv y?
r − zh

r , 	y?
s
− zh

s
= m (w?

r − wh
r )(w?

s
− wh

s
) = m wh

rwh
s
= xrs ∙ oh

W ≅ z"{ −
'|}
(

W~(
∙ oh

W,   (9) 

where �rs is the horizontal distance between y?r  and	y?
s;  xrs is the spatial correlation between whr  and wh

s; and, V is the error 

correlation length scale. Note that only forecast errors are assumed to be spatially correlated in the above: m w?
r w?

s
=10 

m w?
r wh

s
= m wh

rw?
s
= 0. Equation (9) indicates that the variation of the innovation covariance with �rs is attributable 

exclusively to the spatial correlation of forecast errors. The forecast error variance ohW can be estimated by extrapolating the 

innovation covariance to the zero separation (�rs = 0).  

In this study, a least-squares fitting of distance-binned covariance values to a Gaussian function is carried out and the value of 

the Gaussian function at the zero separation is assigned to ohW. Gaussian functions are frequently used to approximate error 15 

correlations (Daley, 1991; Gaspari and Cohn, 1999).	The algorithm used for the fitting is the bounded and constrained least 

squares (Lawson et al., 1979). Once ohW is determined, Eq. (8) gives o?W. In essence, HL86 splits the innovation variance into a 

spatially correlated part (ohW) and the remainder (o?W). The error estimates, o? and oh, over a specific area and period (e.g., 

within 5° S - 5° N latitude zone and during the months of July) can be diagnosed by applying HL86 to the RO-RO pairs 

available within the area and period. Figures 1a-b show the composite distribution of the error estimates: a) bending angle o? 20 

and b) refractivity oh, which are averaged zonally and over the whole data period. The error estimates further stratified into 

three latitude zones (low, 0-30°; middle, 30-60°; and high, 60-90°) are shown in Figs. 1c-e. The error estimates show a number 

of remarkable features in the distribution. Not being the focus of this study, however, the features and potential causes are not 

discussed in this paper. (A separate manuscript is in preparation.) Instead, let it suffice to say that the error estimates show 

remarkable spatial variations that must be properly taken into account by regularization methods.  25 

b) Background error correlation 

The off-diagonal elements of B are diagnosed with the so-called NMC (National Meteorological Center) method (Parrish and 

Derber, 1992). The method uses the difference between short and long forecasts that are valid at the same time as a proxy for 

forecast error. Hence, the ECM can be approximated by: 
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ZÄÅÇ = m(δÑ	δÑY),            (10) 

where δ is the difference operator between two forecasts of different lead times (12 and 24 hours in this study) and Ñ is the 

refractivity sounding modelled with the forecast and placed to a fixed set of RR values. The NMC method does not make use 

of observations at all. It instead relies on the natural variability of the forecast model. Therefore, the sampling of the forecast 

difference is not restricted by the availability of RO soundings, meaning that the difference soundings can be taken from every 5 

horizontal grid point of the forecast model. The sampling frequency used in this study is 0.5° in latitude and longitude, and 12 

hours in time; and, the temporal data coverage is the same 7-year period used for HL86. Again, the ECM over a specific area 

and period can be estimated by limiting the sampling to the area and period.  

While very practical to apply, the NMC method has limitations and is often criticized for lacking theoretical basis. In poorly-

observed regions, it underestimates the error variance (Berre, 2000). In addition, the choice of forecast lead times, which 10 

affects the size of the forecast difference, is arbitrary at most. Consequently, ZÄÅÇ  often requires adjustment of the variance 

(Derber and Bouttier, 1999; Ingleby, 2001). For the reasons, ZÄÅÇ  is not used in its form in this study. Instead, it is converted 

to the error correlation matrix C: 

tr,s =
X|,}

X|,|	 X},}
=

X|,}

Ö|	Ö}
 ,           (11) 

where Ür,s and tr,s indicate the elements of ZÄÅÇ  and C at á-th column and à-th row, respectively, and or is the square root of 15 

Ür,r, the error standard deviation. Figure 2 shows an example of C in two latitude bands: a) 5° S - 5° N and c) 70° S - 80° S. 

These are averaged along the longitude and during the months of July. The profiles of error correlation centred at four 

arbitrarily chosen heights are shown in b) and d). The error correlation in the tropical latitudes (Fig. 2a) shows oscillatory 

structures in the stratosphere, which could be related to vertically propagating wave modes that are not well resolved by the 

forecast model. The exact atmospheric processes behind the oscillation are uncertain for now and an in-depth analysis is 20 

underway. Finally, the B used in this study is modelled as follows: 

Z = â
ä

(	ã	â
ä

(,            (12) 

where â is the diagonal matrix of forecast error variance provided by HL86, â
ä

( being the square root; and, C is the correlation 

matrix diagnosed with the NMC method. For the sake of computational simplicity, [ is assumed to be diagonal. 

2.3.3 Implementation 25 

A practical difficulty facing those trying to solve inverse problems of a large size is the computational cost. It is unfeasible to 

perturb individual elements of the control vector arbitrarily in all directions and sizes, and then search for the very combination 

of the perturbations that leads to the minimum of the cost function. As mentioned earlier, this study employs the adjoint 

technique (Lewis and Derber, 1985; Le Dimet and Talagrand, 1986) in order to reduce the cost. The method efficiently 

computes the steepest gradient of the cost function with respect to all elements of the control vector at once, which is needed 30 

for the optimization algorithm used in this study, a quasi-Newton limited-memory algorithm for large-scale optimization (Zhu 
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et al., 1997). In order to further improve the computational efficiency, the control-variable transform (Parrish and Derber, 

1992) is used. To begin with, the incremental form (Courtier et al., 1994) of Eq. (7) is considered:  

N åH =
5

W
åHYZ)5åH	 + 	

5

W
çåH − k Y[)5 çåH − k ,       (13) 

where åH = H − Hé, k = I? − G HX , and ç is the tangent linear version of G. The incremental formulation circumvents the 

nonlinearity of Eq. (7) and reduces computational complexity of the minimization problem. Next, N åH  is reformulated as a 5 

function of a new variable, è = Z
êä

( 	åH: 

N è =
5

W
èYè	 + 	

5

W
çåH − k Y[)5 çåH − k ,        (14)  

where Z
ä

( is a square root of B so that B = Z
ä

(	Z
ë

(. The è representation of the cost function is the actual form used in this 

study. As a result of the control-variable transform, the background ECM becomes the identity matrix and is thus trivial to 

deal with (Bannister, 2008). The control-variable transform greatly reduces the conditioning number of background ECM. 10 

Consequently, it is easier for the minimization algorithm to find the solution. In practice, VR does not perform è = Z
êä

( 	åH; 

instead, it carries out the inverse transform åH = Z
ä

(	è, compelling Z
ä

( instead of Z
êä

( . This is favourable since it is demanding 

to invert large matrices. In order to construct Z
ä

(, the method proposed by Kaiser (1972) is used to conduct the 

eigendecomposition of C: 

ã = í	ì	íY = í	ì
ä

( 	 í	ì
ä

(

Y

,          (15) 15 

where columns of í are eigenvectors of C, which are mutually orthogonal (íYí = î, where î is the identity matrix), and ì is 

the diagonal matrix of eigenvalues. As ã= ã
ä

(	ã
ë

(, Eq. (15) gives ã
ä

(	=	í	ì
ä

(. Eventually, Z
ä

( can be expressed as: 

Z
ä

( = 	ã
ä

(	â
ä

( = í	ì
ä

(	â
ä

(.           (16) 

Since the size of B used in this study is fairly large (900 ´ 900), computation of Z
ä

( at the runtime for each RO event is 

impractical, particularly for real-time RO data processing. Therefore, ã
ä

( is precomputed and stored on a 5° ´ 5° (latitude-20 

longitude) grid for each month of the year, and VR ingests the ã
ä

( that is nearest to each RO sounding. Moreover, only the 

largest 100 eigenvalues of ã
ä

( and the corresponding eigenvectors are retained and stored because the large number of ã
ä

( files 

necessitates voluminous storage space. The truncated eigenmodes can replicate ã
ä

( almost perfectly since the number of modes 

above the noise floor is generally less than 20. A minor setback is that ã
ä

( is available on a predefined set of RR values, whereas 

the lower bound used in VR varies from one RO sounding to another. Therefore, ã
ä

( and VR differ in the lowest RR.   25 

To deal with the issue, a coordinate of scaled RR is defined as: 

 ñ = *)*ó

*ò)*ó
,            (17) 

where "X ("ô) denotes the RR at the bottom (top) of the grid. Next, the background in VR is placed to the ñ grid of ã
ä

(.	 
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The purpose is to reduce the cost by using the ã
ä

( as it is without any modification. A drawback is that the ã
ä

( and the background 

are defined on different grids in terms of RR, which may reduce the accuracy of C to some degree. The reduced accuracy 

might be insignificant compared to the uncertainty involved in the diagnosis of C and is thus considered as a worthy trade-off 

with the cost reduction. The storage space is no concern for â
ä

(, which is basically a column vector comprises the diagonal 

elements. Hence, â
ä

( is stored separately in the full resolution. In addition, â
ä

( is interpolated to the exact RR values of the 5 

background (rather than to the ñ grid) at the runtime.  

3 Test with a synthetic sounding 

It is hypothesized in this study that the major weakness of AI when applied to RO is the uninhibited propagation of 

measurement error, and the variational regularization is proposed as an alternative. Meanwhile, a common issue that arises 

while verifying hypotheses with real-world data is that the verifying data accompany their own error, which often impedes 10 

drawing decisive conclusions. In order to overcome the difficulty, we begin the verification with a synthetic sounding of 

bending angle. The synthetic case provides the known true solution against which inversion methods can be verified without 

any ambiguity. We intend to consider large-amplitude errors so as to emphasize their influence on the solution’s quality and 

to assess the relative robustness of the inversion methods to the erratic observations. This section is also purported as an 

extended description of the methods but with a tangible example.  15 

3.1 Data generation 

The tracking of RO signal is often challenging, in particular in the lower tropical troposphere where sharp refractivity gradients 

frequently exist. As an example, a high-resolution radiosonde sounding, observed at a tropical site in Nauru (0.52° S, 166.93° 

E) at 12:00 UT on 3 March 2011, shows a complicated structure in the refractivity mainly due to abrupt small-scale moisture 

variations across multiple inversion layers (Fig. 3). The station was one of the Global Climate Observing System (GCOS) 20 

Reference Upper-Air Network (GRUAN) sites until closed in August 2013. The refractivity in the neutral atmosphere can be 

approximated as (Smith and Weintraub, 1953): 

. ≡ 101 - − 1 = d5
ö

ô
+ dW

öõ

ô(
,           (18) 

where ú is temperature in K; { is (total) pressure in hPa; {ù is water vapor pressure in hPa; and, d5=77.6 hPa K-1 and 

dW=3.73·105 K2 hPa-1 are coefficients.  25 

The discretization error of AI is significant when the resolution of the measured bending angle is poor. Therefore, the 

radiosonde sounding in the highest resolution available to us is used for the simulation of the bending angle. The intent is to 

improve the discrete AI, because the discretization error of VR relates to the resolution of the background. The sampling rate 

of the radiosonde data is one second in time, which corresponds to about 5 m on average in height interval. The bending angle 

simulated with the radiosonde data and using Eq. (4) also presents rapid variations (green line in Fig. 4a). This bending angle 30 
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is assumed to be of absolute accuracy (error-free) and is referred to as the perfect (true) observation. The measurement error 

of the radiosonde data carried forward into the bending angle is considered as legitimate small-scale variations in the true 

atmosphere. After that, a synthetic observation is generated by adding a suppositional measurement error to the perfect 

observation. The measurement error w is assumed to follow a first-order autoregressive process and modelled as: 

wb = obûb = ob xb,b)5	ûb)5 + ñb ,         (19)  5 

where o is the statistical measurement error (Fig. 1a) at the time and location of w; û and ñ are random normal (zero-mean and 

unit-variance) variables; subscripts indicate the height indices of measurement samples (top-down order with increasing k); 

and, xb,b)5 is the error correlation between the two height levels. The error correlation is modelled with the Gaussian function:  

xb,b)5 = z
)
ü†êü†êä

(

(°( ,           (20) 

where 9 is again the IP and V is the length scale of error correlation. Assuming that the measurement error correlation is very 10 

weak, we set V to 10 m. The black line in Fig. 4a is the error-added, “measured” bending angle.  

3.2 Abel inversion of low-pass filtered bending angle 

Noise in the measured bending angle negatively affects the quality of RO refractivity, unless properly mitigated. It is thus 

customary to smooth the bending angle prior to AI. In order to mimic the practical application of AI, a low-pass filtering, the 

fourth-order Butterworth filter (Butterworth, 1930) with a cutoff wavelength of 200 m, is applied to the measured bending 15 

angle (red line in Fig. 4b). The following step is obtaining refractivity soundings through AI from the true, measured, and 

filtered bending angles. It must be mentioned that the resulting true refractivity (i.e., the one derived from the true bending 

angle via AI) differs slightly from the refractivity used to generate the true bending angle (shown in Fig. 3c). The discrepancy 

stems from the numerical approximations made for the analytical AI.  

Figure 4c shows the refractivity errors, which are the differences from the true refractivity. The red line indicates the 20 

refractivity error when the filtered bending angle is used for AI. The result with the “raw” bending angle (black line) is shown 

as the reference against which the effect of the low-pass filtering can be evaluated. A common problem with any low-pass 

filtering is that the degree of smoothing is hard to control. An excessive smoothing leads to a loss of observational information, 

whereas a minor filtering causes insufficient noise attenuation. On top of that, measurement noise is often non-stationary, 

meaning that the noise spectra vary with height in accordance with vertically varying atmospheric structure. For instance, the 25 

low-pass filtering used in this study tends to reduce the refractivity error below 2 km and above 6 km, where the true bending 

angle varies rather slowly. On the contrary, the filtering increases the refractivity error around the local peaks of the bending 

angle in 2-6 km height range. As different occultation events encounter different atmospheric conditions, it is impractical to 

design a customized low-pass filter for each occultation that is adaptive to the local noise spectrum that varies with the height. 

Another limitation of the sequential approach (i.e., filtering followed by AI) is the one-way flow of information in the process. 30 

That is, AI does not pass any information about the effect of unattenuated noise back to the filtering. The penalty term of 
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regularization methods acts like a low-pass filtering. The difference is that the penalty term invokes a reverse communication 

about the perceived noise power while the term is minimized iteratively and jointly with the data fidelity term. In VR, the 

feedback to the control vector is given through the adjoint of the observation operator. 

3.3 The errors-in-variables problem 

The EIV problem occurs when the independent variable (position in space or time) of measurements is not known perfectly. 5 

Suppose that a particular type of radiosonde system has an offset error in the height. In that case, a flawless temperature sensor 

of the system is bound to produce a temperature bias, which is the height offset multiplied by the local temperature lapse rate, 

when monitored at a fixed height. The EIV error also emerges while comparing a measurement with its model, if the 

independent variable of the measurement is not one of the model’s coordinates. This is exactly the case for RO bending angle. 

The location of RO bending angle is defined with the IP and the model counterpart is the RR. As explained in Sect. 2.3, the 10 

modelled RR cannot be perfect because the model refractivity is never perfect. The RR error increases the discrepancy between 

measured and modelled bending angles, which is interpreted as a measurement error from the model’s perspective. This issue 

is closely relevant to the data assimilation of RO bending angle, at least for the methods in which the control variables are 

defined in the model space. The physical-space statistical analysis (Cohn et al., 1998) can be an exception but is not considered 

in this study because model-space methods are currently in prevailing use for operational weather forecasting.  15 

The EIV error in bending angle wF can be estimated as: wF =
'F

'=
∙ w=	; 	w= = ,w%, where w= and w% are model’s error in the IP 

and refractive index, respectively. In this study, the error estimate of 12-h ECMWF forecasts in the refractivity (oÄX) (Fig. 1b) 

at the time and location of the synthetic sounding is considered as the representative of w% (Fig. 5a). The corresponding w= is 

shown in Fig. 5b and the black line in Fig. 5c indicates wF, where the bending angle gradient is based on the true observation. 

The dashed red line in Fig. 5c indicates the statistical observation error in the bending angle (oF?) shown in Fig. 1a. Overall, 20 

the EIV error (wF) is comparable to the statistical estimate (oF?) in magnitude for the particular synthetic sounding used in this 

study. However, wF is exceedingly larger than oF? at the heights of sharp bending angle gradient. As explained in the 

introduction, the EIV error makes the true bending angle inaccessible to RO data assimilation. What is visible to the data 

assimilation is the one to which oF? is added. As a result, the assimilation of the true bending angle cannot yield the true 

refractivity. On the other hand, the VR with the true observation is able to reproduce the perfect refractivity at least 25 

hypothetically, because the method holds the solution and observation in the same space. Namely, the perfected bending angle 

in the IP space is the sufficient condition for the perfect reconstruction of the refractivity. 

3.4 The proposed variational regularization 

Figure 6a shows the trace of the cost function of VR with iteration. Because the initial solution is the same with the background, 

the background term NX (dashed blue line) starts from zero and gradually increases with iteration as the solution deviates more 30 

and more from the background. The observation term N? (thick red line) decreases rapidly with iteration as the mapped solution 
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approaches the observation. The iteration continues as long as the total cost function Nô (thick black line) keeps decreasing and 

a norm of ÑH	Nô falls below a prescribed threshold. In the case considered here, all of the cost functions are nearly flat after 15 

iterations. Figure 6b compares errors in the refractivity. The background error oÄX (dashed blue line) is sizable at a number of 

heights. That is mainly because the vertical resolution of the 12h ECMWF forecast used here (91 levels) is insufficient to 

represent all small-scale details of the true refractivity, especially the local peaks (Fig. 3c). The proposed method (red line) 5 

yields a refractivity error considerably smaller than oÄX. The heavy black line is the refractivity error resulting from the AI with 

the “measured” (rather than the smoothed) bending angle, which is the same as in Fig. 3c and overlaid for comparison. VR is 

smaller than the AI in the refractivity error almost everywhere. As described earlier, the low-pass filtering shown in Fig. 4b is 

unable to reduce the refractivity error (Fig. 4c) and the use of different cutoff wavelengths does not make any notable difference 

in the result. The pre-filtering is ineffective in the error reduction at least for the particular synthetic sounding used in this 10 

study, where the true bending angle contains high frequencies that cannot be isolated from the noise. Although VR is able to 

cut down the refractivity error by more than half compared to AI, it is difficult to further reduce the remaining error because 

the measured bending angle is severely corrupted here and there by the large-amplitude noise. It is worth noting in Fig. 6b that 

VR approaches AI, deviating significantly from the ECMWF forecast. This suggests that the influence of the background on 

the solution of VR is minor, as long as the observation is unbiased and of good quality in the larger-scale perspective.  15 

3.5 Posterior height determination 

In our experience, RO refractivity tends to agree with correlative data better than the bending angle (used to derive the 

refractivity) suggests. For instance, the comparison of RO data with independent verifying data (e.g., short-term NWP forecast 

or high-resolution radiosonde observation) can be made separately in bending angle and refractivity. The comparison provides 

∆8 = 8? − 8j, where 8? and 8j indicate the observed and modelled bending angle, respectively. Likewise, the comparison 20 

in the refractivity gives ∆. = .? − .j. Once available, ∆8 and ∆. can be compared to each other. For example, ∆8 can be 

propagated into the refractivity by: ∆.F = ç Y∆8, where ç Y denotes the linearized AI that includes the conversion between 

- and .. As said in the beginning, ∆. is generally smaller than ∆.F in magnitude. The same is observed in the comparison 

of error estimates (e.g., Fig. 1a-b). For instance, the bending angle error propagated into the refractivity by means of the Monte 

Carlo approach is larger than the refractivity error that is estimated separately. The reason that ∆. is smaller than ∆.F relates 25 

to the way that the height of derived refractivity is determined in AI. As can be understood from Eq. (5), AI provides the 

refractive index as a function of the IP, - = -(9). Afterward, the height is determined by: \ = 9-)5 − ]^. In the above-

mentioned examples that convert ∆8 into ∆.F, on the other hand, the height of the refractivity is predefined and does not 

change afterwards. That is because the conversion is based on linear approximations and so the perturbations do not change 

the location assigned to the variables as well as the reference state. In that regard, data assimilation methods are the same 30 

because the location of the solution (state variables) is kept unchanged during the minimization of the cost function. Otherwise, 

the cost function fails to remain consistent in the course of the minimization. As described in Sect. 2.3.1, VR also uses the 
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Posterior Height Determination (PHD). The control variable in VR is defined as a function of RR. After the solution is found 

at the minimum of the cost function, VR determines the height using the optimal refractive index and the RR.  

The PHD may sound trivial, but it has a substantive effect on the interpreted quality of the solution. An example is illustrated 

in Fig. 7. The heavy solid line in Fig. 7a is the sounding of true refractivity. The solution will appear somewhere on a horizontal 

line at the true height of a given IP, deviating arbitrarily from the true refractivity. (In this context, RR and IP are the same in 5 

the meaning; hereafter, IP is thus used preferably for the sake of simplicity.) The example considered here is the horizontal 

line with open-headed arrows around 2.8 km and next to .(9). The solution’s error is indicated by the distance from the true 

refractivity (i.e., the open circle in the middle of the line). Now suppose that the solution is smaller than the true refractivity at 

the given IP. Because , = 9-)5, PHD places the solution at a higher location in the height coordinate than the true height. 

Likewise, a positive refractivity error pushes down the solution. As a result, the trajectory of possible solutions is slanted as 10 

shown by the dashed line next to . ,|9 .  

An example inside the small box is shown in Fig. 7b to offer a detailed depiction, where the solution (denoted P) is smaller 

than the true refractivity (denoted T) by an error å. < 0. It can be shown that the height displacement of the solution due to 

PHD is: å, ≃ −,å- = −10)1,å.. The solution is thus placed at a higher location (,ß) than the true radius (,). What is 

important here is that the solution’s error in the height coordinate is to be perceived as the difference from .(,ß) rather than 15 

from .(9), because the solution’s true height is never known in the real world. For the particular example shown in Fig. 7b, 

the solution’s apparent error ®ß©ß  is smaller than that the true error ®© =å., where the overbar denotes the line connecting 

two points and vertical bars indicate the line length. By linearizing 9 = -,, the slope of ®ß©   can be shown as: 
'Ä &|=

'&
= −

5™´%

&
≃ −157	km)5,          (21)  

where ,|9 stands for the conditional radius of the solution given the IP. The slope is indeed the critical refractivity gradient at 20 

which the ray’s curvature radius is equal to the Earth’s radius and is thus the threshold for the occurrence of the critical 

refraction. By inspection, the solution’s true error å. = Ø^å, and the apparent error å.ß = ®ß©ß = Ø^ − Ø å,, where Ø^ 

is the critical gradient (−157	km)5)	and Ø is the local refractivity gradient. Given that ∞Ä
<

∞Ä
= 1 −

±

±≤
, å.ß is smaller than å. 

in the absolute size if 2Ø^ < Ø < 0. In general, PHD reduces the apparent error since Ø is known to be about -40 km-1 in the 

standard atmosphere (United States, 1946). An example for which the apparent error is larger than the true error is shown at 25 

the point denoted as B in Fig. 7a, where the true refractivity increases with height. It must be underscored here that not only 

the derived refractivity but also the height assigned to it possesses error; and, the errors are negatively correlated. Therefore, 

the derived refractivity is also subject to the EIV problem. However, in practical circumstances (e.g., when a comparison to 

other data is made), the errors are attributed entirely to the refractivity and the height is assumed to be free of error.  

Figure 8 illustrates the response of  ∞Ä
<

∞Ä
 to varying Ø. The solid black line in Fig. 8a is the true refractivity sounding in the IP 30 

coordinate and black dashed line indicates a hypothetical solution in the same coordinate, which is set to be 5% larger than the 

true solution everywhere. In the example, the gradient of the true refractivity, Ø, ranges from -135 km-1 to 22 km-1 (Fig. 8b). 
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The red lines in Fig. 8a are the same refractivity soundings but seen in the height coordinate. Again, the solid line and dashed 

line indicate the true refractivity and the solution, respectively. As shown in Fig. 8c, å.ß is less than 5 % (å.) except for 

around 3.25 km where Ø is positive. In particular, å.ß is significantly smaller than å. near 2.3 km where å.ß ≈ 0 as Ø ≈ Ø^. 

The tracking of RO signals that are affected by the critical refraction, which occurs when Ø is negatively large, is known to be 

challenging. In the heights that Ø ≤ Ø^, therefore, the quality of RO refractivity is not expected to be the best. Surprisingly, 5 

however, Fig. 8c shows an opposing result: PHD results in the smallest refractivity error when Ø ≈ Ø^. That is because PHD 

purges all the apparent error no matter how big the true error is. On the other hand, PHD increases the apparent error in case 

of strong sub-refraction (Ø > 0), which is often observed at the immediate underside of local refractivity peaks. Therefore, 

the apparent refractivity error depends on the optical structure in the atmosphere as well as quality of the bending angle data. 

Syndergaard (1999) described the reduction of refractivity error resulting from PHD but without relating it to Ø^. 10 

4 Test with real data 

In this section, we apply AI and VR to actual RO events and compare the resulting refractivity soundings with nearby 

radiosonde observations. In doing so, we use two sets of radiosonde data in order to complement each other’s weakness. In 

the following, the data sets used here (including RO, NWP, and radiosonde) are briefly described and next the validation with 

respect to the radiosonde data is presented.  15 

4.1 Data 

The GPS RO data used in this study are made available from the Constellation Observing System for Meteorology, Ionosphere, 

and Climate (COSMIC) mission and are processed by the CDAAC. The six COSMIC satellites have been producing 1,000-

2,500 globally distributed soundings each day since the launch in April 2006 (Anthes et al., 2008). Kuo et al. (2004) and 

Schreiner et al. (2011) describe the CDAAC’s data processing. VR takes the COSMIC neutral atmospheric bending angle as 20 

the input, as does CDAAC’s AI. This is to ensure the consistency between the methods in the observation. In addition, we take 

CDAAC’s refractivity as the solution of AI, instead of carrying out an AI ourselves, in order to avoid the potential uncertainty 

involved in the practical implementation of AI. Hence, the CDAAC’s refractivity is considered as the standard solution 

obtainable from the CDAAC’s bending angle and via AI. The COSMIC data used here (version 2013.3520) are available 

online at http://cdaac-www.cosmic.ucar.edu/cdaac/products.html. The background soundings of VR are generated from the 25 

operational ECMWF forecasts, which are on a reduced Gaussian grid (~25 km spacing in latitude and longitude) with 91 

vertical levels between the earth’s surface and 80 km. The same resolution is used throughout the study period for the sake of 

convenience, although the model’s spatial resolution has been increasing with time (e.g., ~9 km and 137 levels as of March 

2017). When the upper bound of Abel transform is not high enough, the integral becomes negatively biased in high altitudes. 

To reduce the bias, the empirical model of the US Naval Research Laboratory (NRL), MSIS (Hedin, 1991) are used to provide 30 

the refractivity above the ECMWF model top up to 2,000 km.  
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One of the radiosonde data sets used in this study is the Automatic Data Processing (ADP) upper air observation provided by 

the Data Support Section (DSS) of UCAR (available online at http://rda.ucar.edu/datasets/ds337.0). The data are the global 

six-hourly upper air reports routinely collected by the National Centers for Environmental Prediction (NCEP) for operational 

uses through the Global Telecommunications System (GTS). The reports consist of messages that are prepared using a set 

of World Meteorological Organization (WMO) alphanumerical TEMP (upper air soundings) codes, e.g., FM-35 (land stations) 5 

and FM-36 (ship-based). The codes were designed to keep the messages as short as possible whilst retaining all noteworthy 

features observed during the balloon’s ascent. As a result, TEMP codes support a limited vertical resolution, allowing reports 

only on the standard (mandatory) pressure levels and significant levels (if there is any). The other set of radiosonde observation 

is the high vertical resolution data from the radiosonde stations operated by the National Oceanic Atmospheric Administration 

(NOAA), available online at ftp://ftp.ncdc.noaa.gov/pub/data/ua/rrs-data/. Beginning in 2005, NOAA began transitioning from 10 

radiotheodolite balloon tracking to GPS tracking. The data from this new system, called Radiosonde Replacement System 

(RRS), are recorded at 1-second  resolution, permitting good representation of small-scale atmospheric structures. A particular 

advantage of this data set regarding the comparison to RO data is that it provides balloon’s height at every recorded moment 

of the flight. The operational radiosonde data (ORD hereafter) on the other hand have height reports only on the standard 

pressure levels. Thus, the heights on significant levels must be estimated based on the measured values of pressure (p), 15 

temperature (T), and humidity (U). The reconstructed heights are of suitable quality in general, but at times have larger 

uncertainty due to the poor data resolution as well as measurement error in pTU. The pTU-height error is interpreted as a 

refractivity error when the radiosonde data are compared to RO refractivity in the height coordinate, which is another EIV 

problem. Using the high vertical resolution radiosonde data (HVRRD), the pTU-height error on significant pressure levels can 

be avoided.  20 

4.2 Validation with operational radiosonde data  

ORD has a larger number of soundings and a superior geographical coverage compared to HVRRD, the stations of which 

belong to a small subset of ORD sites. Hence, ORD provides more soundings that are closely located (collocated hereafter) 

with RO soundings for a given period of time. It also allows the collocated soundings to be sampled at various locations and 

under diverse atmospheric conditions. Focusing on tropical and subtropical regions, we used 24,328 collocated (< 2 h and < 25 

200 km) ORD-COSMIC matches in latitudes between 35°S and 35°N for the period from 17 February 2007 to 7 November 

2010 (Fig. 9). The radiosonde data that are unphysical or deviate unrealistically far from ECMWF forecasts are discarded prior 

to the validation through a series of data screening as done by Wee and Kuo (2014). Also, COSMIC soundings flagged as bad 

by CDAAC are dropped.  

The particular latitude zone is chosen to ease the comparison between AI and VR. However, the sharp refractivity gradient in 30 

the lower troposphere over the regions could cause the critical refraction, which results in a significant negative bias in the AI-

produced refractivity all the way down to the surface from the top of the ducting layer. The critical refraction thus gives a 

serious penalty to AI. While the AI-produced refractivity in the heights affected by the critical refraction tends to appear as 
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outliers in the comparison, the PHD described in Sect. 3.5 makes the outlier detection futile. Therefore, the critical refraction 

makes the statistical comparison more difficult. For this reason, this study attempts to detect the occurrence of critical 

refractions for each RO sounding and exclude the affected heights, if they exist, from the comparison to ORD. This step is 

considered as a quality control. To do so, ducting layers are searched in the background (Ø < −150	km)5, slightly relaxed 

from Ø^) starting from 7 km and downward. The procedure is repeated with ORD sounding, but not with AI sounding because 5 

the refractivity gradient of AI cannot be smaller than Ø^. When a ducting layer is detected for the first time, the refractivity 

below the layer’s top is discarded from the comparison. In VR, the top of the ducting layer becomes the lower bound of the 

computational domain. Consequently, both the background and measured bending angle below the top of the ducting layer are 

not used in VR. Needless to say, the refractivity comparison to ORD is limited to the height range common to AI, the 

background, and VR. In order to make the comparison robust to outliers, the lower and upper 1 % of AI soundings in the 10 

difference from ORD are discarded at each height level. The matching soundings of VR and the background are also rejected.  

Figure 10a compares the difference from ORD in the mean refractivity. AI (thick dark grey line) results in a distinct negative 

bias below 3 km, which increases with decreasing height reaching -1.5 % near the surface. This means that the above-

mentioned quality control is not perfect although it has reduced the maximum bias from -3.5 % (not shown). The persisting 

bias might be due to sub-critical refractions or some ducting layers undetected by the forecasts and ORD. AI shows a small 15 

positive bias above 4.5 km, which are about 0.2 % at 6.5 km. The refractivity bias of AI mainly stems from the bias in the 

observation. What intensifies the negative refractivity bias in the lower troposphere is the downward propagation of the 

observation bias. On the other hand, 12h (solid blue) and 24h (dashed green) ECMWF forecasts in that height range deviate 

very little from ORD. In the lowest 2 km, the forecasts show positive systematic deviations that increase with the forecast lead 

time. Considering that moisture is the dominant contributor to the variability of refractivity in the height range, the ECMWF 20 

forecast model is likely to have a wet bias in the planetary boundary layer as shown by Flentje et al. (2007), at least with 

respect to ORD. In both cases that 12h (solid red) and 24h (dashed gold) forecasts are used as the background, VR is less 

biased than AI throughout the entire height range. In particular, the negative refractivity bias below 4 km is greatly reduced. 

This is reasonable because VR does not propagate the negative measurement bias downward. Moreover, VR can reduce the 

effect of measurement bias with the aid of background, especially for the exceedingly large biases around the local peaks of 25 

the bending angle and when the background is largely unbiased, like the ECMWF forecasts used here. Overall, VR is in 

between AI and the background and is closer to the background in the lowest 4 km. VR approaches the background in the 

mean because doing so describes the measurement better. As shown by the synthetic data test, the influence of the background 

on VR is very limited when unbiased measurement is given (Fig. 6b). With biased measurement, therefore, the approach of 

VR to the background is desirable.  30 

In the standard deviation from ORD (Fig. 10b), AI is slightly larger than 24h forecast in the lowest 2 km and is comparable 

elsewhere. Thus, AI is no better than 24h forecast. As expected, the random error of the forecast increases with the lead time. 

Encouragingly, VR is smaller than the background throughout the height range regardless of the forecast lead time. This 

indicates that VR works as designed attaining an error variance smaller than those of observation (represented by AI) and the 
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background. Nevertheless, it is noticeable that AI, FCST, and VR are similar in magnitude and structure, and the difference 

among them is very small, less than 0.5 % at most. The main reason behind the similarity is the large error of ORD, which is 

shared by AI, FCST, and VR. An error estimation in which HL86 is applied to nearby COSMIC-ORD pairs for the same 7-

year period described in Sect. 2.3.2 suggests that the refractivity error variance of ORD is slightly larger than that of AI (not 

shown). It means that the actual errors of AI, FCST, and VR are about 70 % of the standard deviations shown in Fig. 10b. The 5 

differences among the three appear small because those are added on top of the same large ORD error. Another reason for the 

large standard deviations (and small differences among them) is the spatiotemporal distance between COSMIC and ORD 

soundings. Although the collocation threshold used in this study is reasonably tight, the significant horizontal inhomogeneity 

(especially in moisture) over the tropical region causes the two nearby soundings to differ considerably from each other. The 

difference is particularly large if the small-scale features in those two soundings are out of phase. The systematic difference 10 

on the other hand is insensitive to the distance.  

The vertical resolution of verifying observation is also relevant to this issue. As mentioned earlier, ORD has a low resolution 

and the data points are distributed irregularly in height. Moreover, the depths between adjacent data levels differ substantially 

from one sounding to another depending on the number and location of significant pressure levels that are reported. The 

significant levels are where the observed atmospheric structure turns or changes abruptly. The rapid change around the 15 

significant pressure levels, in conjunction with the limited data resolution, results in sizable error if one attempts to interpolate 

ORD to a regular height grid. Therefore, all other correlative data (AI, FCST, and VR) are interpolated to the heights of ORD 

in this study. Afterwards, the data points are binned according to the pressure of each ORD height for the statistical comparison. 

For standard pressure levels, all data samples of the same pressure are grouped together and assigned to the pressure level. For 

significant levels on the other hand, bins are allocated in the middle of adjacent standard pressure levels, accommodating all 20 

data samples whose pressure are between the neighbouring standard levels. For instance, all significant pressure levels between 

700 hPa and 850 hPa are assigned to the same bin. For this reason, the data counts exhibit a saw-toothed distribution as shown 

in Fig. 10c. For each bin, the mean refractivity and mean height are represented by those of ORD. The shortcoming of the 

binning approach is that the samples in a bin are different in height. Given that the refractivity varies exponentially with height 

to a good degree, the height discrepancy increases the samples’ spread (standard deviation), which could have been reduced 25 

greatly if all the samples were taken at the same height. Namely, a good portion of the standard deviation shown in Fig. 10b 

is attributable to the vertical variation of the true refractivity. In other words, some of the standard deviation is the EIV error, 

which is caused by disregarding the height difference among individual samples. Another issue with the binning is that the 

statistics is sensitive to the way that the binning is done. For example, the statistics obtained using a height-based binning (not 

shown) appeared different from those shown in Fig. 10. That was more evident in the mean difference, which is greatly 30 

influenced by the distribution of the heights of individual samples in each bin. While the binning approach is compelled by 

the poor vertical resolution of ORD, it is not so dependable introducing substantial extra uncertainty (i.e., EIV error) to the 

statistics. A correction accounting for the inter-sample height difference might be possible, but no attempt in the direction with 

ORD data is made in this study. These issues with the binning can be addressed by using radiosonde data of higher resolution. 
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4.3 Validation with high vertical resolution radisosonde data 

In this comparison to HVRRD, all data sets (HVRRD, AI, FCST, and VR) are interpolated to a regular height grid of 50-meter 

interval. Thanks to the high vertical resolution, the interpolation of HVRRD does not cause large error unless the reported 

heights are corrupted. Besides, data binning is unnecessary since all data samples are placed in the same height. Therefore, the 

uncertainty arising from the inter-sample height discrepancy (i.e., EIV error) is eliminated. Figure 11 shows the location of 92 5 

HVRRD stations used in this study. The stations are classified into three regions: the tropics (15 sites, red filled circles), US 

(64, green open diamonds), and Arctic (Alaska) (13, blue filled squares). With the same distance threshold used for ORD, 

30,796 collocated COSMIC-HVRRD pairs (2,602 in the tropics; 25,128 US; and, 3,064 Arctic) are found for the period from 

17 February 2007 to 31 August 2015 (insets in Figs. 12a-c). For COSMIC data, two slightly different data versions are used: 

2013.3520 through 30 April 2014 and 2014.2860 afterwards. Without the smearing due to the binning, the comparison shows 10 

a more detailed vertical structure of the statistics. Another difference from the comparison to ORD is that the detection of the 

critical refraction is carried out with only the background. The reason for not using HVRRD-based detection is that the 

derivative between very shallow layers (due to the high resolution) intensifies measurement noise and leads to rapidly 

oscillating refractivity gradients.  

Figures 12a-c compares the refractivity biases with respect to HVRRD in the three regions. In the tropics (Fig. 12a), AI again 15 

shows a large negative bias near the surface and a moderate positive bias in 6-10 km range. Without the spread due to the data 

binning and the HVRRD-based detection of critical refractions, the peak values of the bias (-2.6 % near the surface and 0.5 % 

at 7 km) are larger in magnitude than those obtained by the comparison to ORD. The background, 24h ECMWF forecast 

(denoted as FCST), is biased negatively below 6 km and positively in 5-10 km range. This is quite different from the 

comparison to ORD, where the background shows a positive bias near the surface. This may indicate the uncertainty of these 20 

radiosonde data in the mean refractivity. The two radiosonde data sets used in this study, ORD and to HVRRD, differ in a 

number of aspects. One is the geological coverage of the observation network. The HVRRD stations are smaller in the number 

and located in small specific areas. For instance, about 10 out of 15 HVRRD stations are in latitudes lower than 20°, whereas 

the majority of ORD sites are located in the subtropics. Therefore, the atmospheric conditions over the two sets of radiosonde 

station differ, leading to different error characteristics of RO bending angle. The same is true for the data quality of AI-25 

produced refractivity and the background. The radiosonde data sets also differ in the instrumentation and reporting practice. 

For instance, the height reports in HVRRD are based on GPS tracking, whereas those in ORD are a mixture of the pTU height 

and the GPS-based height. Needless to say, the vertical resolutions of ORD and HVRRD are different. The comparison to 

ORD is subject to extra uncertainty due to the data binning and the subsequent EIV error. All these factors and others contribute 

to the difference in the assessed statistics. Nonetheless, the high vertical resolution is an irrefutable strength of HVRRD in 30 

regard to the verification of RO data. Hence, the comparison to HVRRD is believed to provide trustworthier results in this 

study. That being said, it is remarkable that VR follows AI very closely above 2 km, deserting the background. In the lowest 

2 km where AI is greatly biased, VR shows a diminished negative bias. This again indicates that the influence of the 
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background on VR is not worrisome unless the observation is biased. The closeness between AI and VR also suggests that the 

common deviation from HVRRD is indicative of the systematic error of HVRRD. The bias of AI in the lower altitudes is near 

neutral over the US (Fig. 12b) and turns into positive over Alaska (Fig. 12c). On the other hand, the bias in the middle 

troposphere remains positive and does not change much in the magnitude. The differences among AI, FCST, and VR are small 

over the US and the three are almost on top of each other over Alaska. Despite the smaller differences, VR is less biased than 5 

AI in all heights and in both regions. In higher altitudes, AI deviates a bit more from VR. As shown by Wee and Kuo (2015), 

the bias of AI in the stratospheric heights might be caused by inter-annual atmospheric variations that are unrepresented by 

the climatology used for the statistical optimization of the bending angle.  

The difference among AI, FCST, and VR is more pronounced in the standard deviation (Figs. 12d-f). In the comparison to 

ORD (Fig. 10b), AI is no better than the 24h ECMWF forecast especially in the lowest 2 km. In the standard deviation from 10 

HVRRD, on the other hand, AI is smaller than the forecast in the tropospheric heights of all regions. This suggests that the 

EIV error caused by the data binning is large enough to bring forth a misleading conclusion in the comparison to ORD. In the 

stratosphere above 13 km over the US and Alaska, AI is slightly larger than the forecast. It is found through the error estimation 

described in Sect. 2.3.2 that the stratospheric degradation of AI is due to a rapid, unsmooth transition of bending angle 

estimation, which is from the geometrical optics method applied above 20 km to a wave optics method below. Nonetheless, 15 

VR agrees better with HVRRD than the others do in all heights regardless of the geographical area. As a result of the high 

vertical resolution, HVRRD has small-scale vertical variations in the refractivity, which might not be easy to be observed 

concurrently by other observing systems. Therefore, the evident error reduction attained by VR in both measures (i.e., 

systematic and random errors) is very impressive. 

5 Summary and concluding remarks 20 

The refractivity soundings provided by GPS RO have been used widely for weather and climate research. Typically, the 

refractivity is obtained from the inverse Abel transform (Abel inversion) of measured bending angle (measurement). The 

foremost problem of Abel inversion (AI) is that it allows the measurement error to propagate downward freely. The 

measurement error includes artefacts introduced by arbitrary noise mitigations that are applied prior to AI. It is challenging to 

improve the noise mitigation because the separation of signal components and noise is never easy. After considerable 25 

deliberation, we come up with an idea that it is synergetic to combine noise attenuation and refractivity inversion together into 

an estimation problem. Another contemplation is that the issue of measurement error propagation can be addressed by instead 

using the forward Abel transform (FAT). As the realization of these hypotheses, a variational regularization (VR) of the FAT 

is proposed in this study.  

The proposed method considers the numerical inversion of the FAT. Doing so does not require the vertical integration of error-30 

possessing measurement and precludes the measurement error propagation that is the root cause for the degradation of AI-

produced refractivity. While AI considers the measurement to be complete, VR regards it approximately accurate. Hence, 

instead of solving the inverse problem directly, VR turns it into an optimization problem in which the fitting to the 
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measurement is used as a weak constraint, while the solution’s behaviour is regularized as per the prior information. The 

optimization problem is solved via the adjoint technique, which is a very efficient way of calculating the gradients of the cost 

function with respect to all control parameters at once. The essential feature of VR in the formulation that differentiates the 

method from classical regularizations is the use of error covariance matrices (ECMs), which permits a rigorous incorporation 

of prior information on measurement error characteristics and solution’s desired behaviour into the regularization. The 5 

proposed method needs a first guess to kick off. This study considers NWP forecasts to be the most adequate as the first guess 

because they are of good quality and routinely available, and offer reliable error estimates of the observation as well as 

themselves that in turn support the construction of realistic ECMs. The specific first guess used in this study is short-term 

operational forecasts of the ECMWF. The diagonal elements of the ECMs are estimated by applying the Hollingsworth-

Lönnberg method to closely located pairs of RO soundings, whereas off-diagonal elements of the forecast ECM are 10 

approximated by employing the NMC method. The observation ECM is on the other hand assumed to be diagonal for the sake 

of computational simplicity.  

The regularity imposed on the solution is accomplished through the filtering effect of the background ECM, which is controlled 

by the off-diagonal elements (spatial error correlations) that spread information from each measurement sample to 

neighbouring locations. In addition to being smooth, the solution of VR attains the statistical optimality delineated by the 15 

ECM. This study limits the scope of the proposed method to the relationship between bending angle and refractivity, in order 

to circumvent additional uncertainty and complication that give to rise when the regularization problem is extended to other 

variables (i.e., temperature, pressure, and moisture) in such methods as RO data assimilation and 1D-Var. A unique feature of 

VR in that respect is the coincidence of the solution space with the data space that eliminates the ambiguity resulting from the 

coordinate transform between the refractional radius (RR) and the height, which is inevitable in the RO data assimilation and 20 

1D-Var. The significance of having the solution and observation in the same RR space is that it permits the perfect retrieval 

of refractivity from error-free measurements, which is unviable for RO data assimilation and 1D-Var. That is, the flawless 

replication of measurement in the RR coordinate is the sufficient condition for the perfect refractivity retrieval. In that sense, 

VR can be understood in that it enhances the measurement, aided by the background, with the regularized refractivity as the 

consequence.  25 

The proposed method along with AI is tested by means of a synthetic sounding with error. The known true solution in the 

controlled setting resolves a long-standing problem in real-data tests, which is the ambiguity stemming from the uncertainty 

of verifying data. The weakness of AI is demonstrated with the focus on the effect of measurement error propagation.  

It is shown with an example that the smoothing of measured bending angle prior to AI does not reduce the refractivity error 

when the measurement is corrupted with large-amplitude, non-stationary noise. The errors-in-variables (EIV) problem is 30 

identified as a notable source of measurement error for RO data assimilation and 1D-Var. At the heights that the bending angle 

varies rapidly, the EIV error is revealed to be exceedingly larger than the statistical measurement error. Another point 

highlighted in the test is the posterior height determination (PHD). It is described in detail with examples and illustrations that 

PHD reduces the refractivity error substantially. We have utilized the synthetic case in order to articulate the reason that we 
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had decided to define the control variable of VR in the observation space. That is to reduce the EIV error and to take advantage 

of PHD. The test with the synthetic data has demonstrated that VR is able to yield an accurate solution that is superior to the 

AI-produced refractivity. An important finding is that the solution of VR approaches the true solution deviating from the 

background of sizable error, once the observation provided is unbiased.  

The proposed method is applied to actual COSMIC events and the result is validated with nearby radiosonde soundings. For 5 

the validation two radiosonde data sets, the operationally collected TEMP-format global data and the high vertical resolution 

data collected at stations operated by NOAA, are used to complement each other’s weaknesses. The former is lower in the 

resolution but has a superior geographical coverage, and vice versa. The validation shows that the standard deviation of 

refractivity from the radiosonde data is persistently smaller with VR than with AI and the background. Both radiosonde data 

sets equally show the smaller standard deviation of VR in all heights and latitudes. VR also agrees better with the radiosonde 10 

data than AI does in the mean of refractivity, especially in the lowest 2 km. We have seen in some heights that VR is slightly 

larger than the background in the mean difference. Although not certain for sure, the likely cause is the systematic error of the 

radiosonde data. It is found that the limited vertical resolution of the TEMP-format radiosonde significantly reduces the 

adequacy of the data set for a precise verification of RO data. The comparison to the high vertical resolution radiosonde data 

confirms that the influence of the background on the VR-retrieved refractivity is minor in the heights and regions that the 15 

systematic error of RO bending angle is relatively small. Even in the lowest few kilometres that AI-produced refractivity has 

large negative bias, VR reduces the refractivity bias considerably by preventing measurement bias from propagating 

downward.  

Based on the results presented herein it is concluded that VR is a considerable improvement over AI in the quality of 

refractivity. This suggests that VR is able to enhance the data value of RO bending angle with the aid of prior information. 20 

Our study has an important implication for the data assimilation of GPS RO data. These days most of global NWP centres 

prefer bending angle to refractivity for data assimilation. Although there are good supporting reasons for the preference, this 

study finds that the assimilation of bending angle has drawbacks that are often disregarded in previous studies. It appears that 

VR is very promising as it reduces the EIV error and benefits from the PHD. It is straightforward to assimilate the refractivity 

produced by VR. In order to take the full advantage of VR and to ensure consistency with the background, however, it will be 25 

desirable to incorporate the regularization into data assimilation methods. The recent version of COSMIC one-dimensional 

variational retrieval method (1D-Var), for instance, conducts VR on the fly prior to the actual retrieval. Alternatively, stand-

alone VR that shares the background with data assimilation can be carried out as a RO data pre-processing step so as to reduce 

the computational complexity. An example is the 1D-Var+4D-Var approach for assimilation of precipitation-affected 

microwave radiance at ECMWF (Bauer et al., 2006). 30 
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Figure 1. An example of diagonal elements of a) R and b) B diagnosed with HL86. Shown are the error standard deviations (%) of a) 
observed bending angle and b) forecast refractivity, averaged along the longitude and over the whole data period. The bending angle o? 
averaged in three latitude bands (low latitude, red dashed; middle latitude, solid green; high latitude, blue dashed dot) is shown in the unit 
of c) 10-6 rad and d) %. e) is the same as in d) except for refractivity oh. 5 

 

Figure 2. An example of forecast error correlation matrix made available through the NMC method. a) Forecast error correlation in a 10° 
latitude bin (5° S - 5° N), which is averaged along the longitude and during the months of July. The coordinate ∆9 indicates the distance 
(km) in the refractional radius from the lower bound. b) Profiles of error correlation centred at four arbitrarily chosen heights. c) and d) are 
the same as in a) and b) except for in 70° S - 80° S bin.  10 
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Figure 3. High-resolution radiosonde sounding at a tropical site in Nauru (0.52° S, 166.93° E) at 12:00 UT on 3 March 2011: a) temperature 
(° C), b) water vapor pressure (hPa), and c) refractivity (N-unit). 

 5 

Figure 4. Simulated bending angles and their errors propagated into the refractivity via Abel inversion. a-b) Green line (denoted TRUE) 
indicates the bending angle modelled with the exact refractivity profile shown in Fig. 3c; black line (MEASURED) represents the 
“measured” bending angle for which assumed measurement errors are added to the perfect bending angle; red line (SMOOTHED) denotes 
a low-pass filtered version of the MEASURED. Note that the black line in b), which is the same as that in a), is duplicated to ease the 
comparison. c) Errors in the refractivity; the refractivity profiles are obtained from the bending angle of matching color via Abel inversion 10 
and the error is defined as the difference from the perfect refractivity, which is the one derived from the TRUE bending angle. See text for 
more details.  
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Figure 5. Errors involved in the test with a synthetic sounding: a) statistical estimate of model error in the refractivity at the time and location 
of the sounding; b) model error in the refractional radius resulting from that in the refractivity; c) statistical error estimate of bending angle 
observation (dashed red line) and the bending angle error due to the errors-in-variables problem (solid black), which is the modelling error 
of the synthetic bending angle stemming from the model error in the refractivity.  5 

 

Figure 6. a) Change of the cost function with iteration in the variational regularization: observational term (denoted Jo, thick red line); 
background term (Jb, dashed blue); and, the total cost function (JT=Jo+Jb, thick black). b) Refractivity error of the background (dashed blue), 
of the Abel inversion (thick black), and of the variational regularization (red). 
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Figure 7. Illustration of solution’s trajectory in the posterior height determination (PHD). a) The heavy solid curve represents the true 
refractivity sounding. The solid line with open-headed arrows around 2.8 km, denoted .(9), indicates the actual trajectory (i.e., connected 
line of positions) of potential solutions for a given refractional radius (or true height). PHD relocates the solutions, making the trajectory to 
be interpreted as the dotted, slanted line next to . ,|9 . b) Magnified view of a relocation in the rectangular inset in a). In this example, the 5 
solution P is smaller than the true refractivity T and is thus relocated to Pß, which is from the true radius , to a higher location ,ß since , =
"-)5. This leads the apparent error PßTß  to be smaller than the true error PT . The slope of PßT is constant, -157 km-1, regardless of the 
true height or the size of true error as shown by the dotted lines in a). See text for more details.  

 

 10 

Figure 8. An illustrative example of true error versus apparent error. a) Black lines represent the true refractivity (solid) and a hypothetical 
solution (dashed) in the refractional radius coordinate. The hypothetical solution is set to be 5 % larger than the true refractivity in all heights. 
Red lines indicate those in the height coordinate, the true refractivity (solid) and the solution (dashed). b) The vertical gradient of the true 
refractivity. c) The true error (dashed black) and apparent error (dashed red), which are defined as the departure from the true refractivity in 
the same coordinate, i.e., dashed line minus solid line of the same color in a).  15 

dN(r|a)/dr=-157 km-1

N(a)
δδN

N(r’)

δδ r = -10-6·δδN·r

T’

TP

P’

N(a) + δδN

N(a)
N(r|a)

NT

A

B

Deleted: 5:50 
Formatted ... [66]
Deleted: in (a) is

Formatted ... [67]
Formatted ... [68]
Deleted: track

Formatted ... [69]

Deleted: impact parameter 

Formatted ... [70]
Deleted: solution

Formatted ... [71]

Deleted: track55 

Formatted ... [72]
Deleted: dashed

Formatted ... [73]

Formatted ... [74]
Deleted: (
Formatted ... [75]
Deleted: shows an example

Formatted ... [76]
Deleted: the

Formatted ... [77]
Deleted: .60 
Formatted ... [78]
Deleted: the

Formatted ... [79]
Deleted: ; therefore, P

Formatted ... [80]
Deleted: ®ß 
Formatted ... [81]
Deleted: ∏
Formatted ... [82]
Deleted: ∏ß65 
Formatted ... [83]
Deleted: 9
Formatted ... [84]
Deleted: ®ß©ß

Formatted ... [85]
Deleted: ®©
Formatted ... [86]
Deleted: ®ß©
Formatted ... [87]
Deleted: dashed70 
Formatted ... [88]
Deleted: (
Formatted ... [89]

Deleted: 

4.0

4.4

4.8

5.2

Im
pa

ct
 h

ei
gh

t [
km

]

200 220 240 260 280 300
Refractivity [N−unit]

a

2.0

2.5

3.0

3.5

4.0

H
ei

gh
t [

km
]

NT(a)
N (a)
NT(r)
N (r)

2.0

2.5

3.0

3.5

4.0

−150−100 −50 0 50
dN/dz [km−1]

b

2.0

2.5

3.0

3.5

4.0

0 2 4 6
Refractivity error [%]

c

4.0

4.4

4.8

5.2

Im
pa

ct
 h

ei
gh

t [
km

]

N(a)
N(r)

Formatted ... [90]

Formatted ... [91]

Formatted ... [92]
... [93]

Formatted ... [94]

Formatted ... [95]

Formatted ... [96]

Formatted ... [97]

Formatted ... [98]

Formatted ... [99]



 

35 
 

 

Figure 9. Location of COSMIC soundings (red dots) collocated with the operational radiosonde soundings in latitudes between 35° S and 
35° N for the period from 17 February 2007 to 7 November 2010. 

 

Figure 10. Comparison with collocated operational radiosonde data (ORD). a) Mean difference from ORD of CDAAC’s refractivity derived 5 
via Abel inversion (thick dark grey line, denoted AI), ECMWF’s 12h forecast (solid blue) and 24h forecast (dashed green), and VR-produced 
refractivity for which 12h (solid red) or 24h (dashed gold) forecast is used as the background. The unit used here is %, i.e., the percentage 
with respect to the mean value of ORD. b) Same as in a) except for the standard deviation. The inset shows the difference from AI in the 
standard deviation from ORD. c) Number of samples used in the comparison. Note that scales of the x-axis in b) and c) are not linear. 

 10 

Figure 11. Location of US-owned HVRRD stations used in this study. The stations are classified into three latitudinal regions: the tropics 
(15 sites, red filled circles); US (64, green open diamonds); and, Arctic (Alaska) (13, blue filled squares).  
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Figure 12. Comparison with collocated HVRRD. a-c) Mean difference (%)from HVRRD of CDAAC’s refractivity derived via Abel 
inversion (dashed blue line, denoted AI), ECMWF’s 24h forecast (heavy solid grey, FCST), and VR-produced refractivity (solid red) for 
which the FCST is used as the background. Shown are the statistics over a) the tropics, b) the US, and c) Alaska. The insets show the vertical 
data counts. d-f) The same as in a-c) except for the standard deviation. The insets show the differences from FCST in the standard deviation 5 
from HVRRD. 
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An alternative to the analytical inversion is finding the inverse solution of the forward Abel transform (FAT) 

numerically. In our setting, FAT simulates the bending angle given the refractive index. Thus, the numerical inversion 

(note that it differs from numerical implementations of the analytical AI) attempts to find the refractive index that 

maps into the measured bending angle through the FAT. Unfortunately, inverse problems of the kind of FAT are 

generally known to be ill-posed in the presence of measurement error, e.g., the solution may not exist or may not be 

unique. Therefore, it is challenging or even infeasible at times to obtain useful solutions by applying straightforward 

algebraic methods to the underlying discrete operators.   

Regularization methods such as the Tikhonov regularization (Tikhonov, 1963) are widely used to  
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which regularizes the solution). Besides warranting that the inverse problem remains well posed, regularization 

methods are known useful for reducing adverse effects of measurement error.  

Regularization methods have proven useful for a variety of inverse problems in different forms. However, it is seldom 

straightforward to apply those to real-world problems. First of all, the computational cost, which rises rapidly as the 

number of model parameters increases, 
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In this study, we propose and study a variational regularization (VR hereafter) for the Abel transform in GPS RO. The 

degree of benefit attainable from using regularization methods depends on the quality of measurement. That is, while 

comparable to AI in the solution for error-free measurements, regularization methods are more promising for noisier 

measurements. In order to attain the benefit maximally, however, it is essential to estimate the uncertainties of RO 

measurement and a priori realistically and take them into account properly. In this study, the data uncertainties are 

estimated by a reliable method, and they are incorporated into the proposed regularization method through error 

covariance matrices. This differs from classical regularization methods, which in general do not make use of the data 

uncertainty. The quality and vertical coverage of RO measurements differ significantly across occultation events 

varying with the occultation geometry, atmospheric conditions encountered, and other environmental factors. The 

variability causes a well-known difficulty in classical regularization methods as to determining the regularization 

parameter, which is a constant that controls the tradeoff between the data fidelity term and the penalty term. The 

proposed method on the other hand is highly adaptive to those variations because the error covariances offer a proper 

scaling for the data fidelity and penalty terms. Moreover, the proposed method reduces the computational cost 

significantly, solving the underlying inverse problem iteratively by means of the adjoint method, which is a very 

efficient way of calculating the gradients of the cost function with respect to all control parameters at once. 

The quality of AI-derived refractive index also depends on how the AI is numerically implemented. However, varying 

implementations might not cause significant difference in the refractive index because the data resolution of RO 

bending angle is sufficiently high so that the numerical error due to the discretization of AI is limited in the magnitude. 

Moreover, RO data processing centres worldwide are now using polished algorithms aiming at attaining the best data 

quality, which includes well-tuned implementation of the discrete AI. The additional quality improvement in the 

refractive index obtainable from further polishing the discrete AI is thus likely to be marginal at most. This necessitates 



a breakthrough that can improve the quality of refractive index to a level beyond AI can tender. This study explores 

the possibility with the proposed method of variational regularization. Section 2 describes the methods of obtaining 

refractive index from measured bending angle. Section 3 demonstrates the performance of the proposed method 

against AI with a synthetic sounding. Some issues in practical application of the Abel transform are also discussed. In 

Sect. 4, a real-data validation with respect to two sets of radiosonde observations is given. We conclude with a short 

summary of our results in Sect. 5. 
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While real-world measurements cannot be flawless, AI considers them to be complete. Consequently, Eq. (5) 

integrates not only signal components but also the noises contained in the measured bending angle. Indeed, they are 

integrated in the same manner without being distinguished from each other. Hence, the quality of derived refractive 

index is strongly dependent on the signal-to-noise ratio (SNR) of the bending angle. For an effective use of Eq. (5), it 

is thus crucial to control the measurement noise properly. In practical applications, one may rely on external means of 

noise mitigation while preparing the bending angle for Eq. (5). The limitation is that the information about the 

measurement noise apprehended by the pre-mitigation is simply thrown away. Hypothetically, the information could 

have been utilized in some ways while obtaining the refractive index.  

In the presence of measurement error, the AI using Eq. (5) generally does not yield the best possible refractive index; 

and, corrupted measurement often causes Eq. (5) ineffective or unreliable. An alternative to AI is seeking for the 

inverse solution of FAT numerically. However, doing so is challenging because the inverse problem of the form of 

Eq. (4) is generally considered to be ill-posed violating the so-called Hadamard’s stability criterion (Hadamard, 1902). 

The standard approach to addressing the ill-posedness in inverse problems is regularization methods, described in the 

following. 
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Regularization methods have been used for a variety of inverse problems in different forms. Detailed description of 

the methods is beyond the scope of this study. Here, a sketch of the 
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provided in the context of GPS RO data processing. Amongst the regularization methods, TR is perhaps  
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Noises in measured bending angle give rise to high-frequency artifacts in  
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! shown above suppresses such high-frequency modes effectively, it is difficult to choose a  
 

Page 8: [10] Deleted Revision 1/1/18 1:55:00 PM 
. The difficulty is not different from what one may encounter designing an optimal filter. Moreover, the particular ! 

does not account for any height dependency of  
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spatiotemporal variations because neither ! nor " does. However, # is typically a constant (i.e., scalar) and it does not 

have any structural information inside regarding the spatiotemporal variations. 

Given that only noisy measurements are available in the real world, 
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An obvious distinction from TR in the formulation is that VR makes use of the error covariance matrices that conveys 

the prior information about the uncertainty of $% and &'. In our study, ( and ) are built for each month on a 5° ´ 5° 

latitude-longitude grid. This allows VR to account for spatiotemporal variation of the data uncertainty. Specifically, 

the normalization of & − &' and $% − + &  with their respective error, which is the square root of the diagonal 

elements of ( and ), eliminates the dependency of RHS terms on height, latitude, season, and so forth. In addition, 

the off-diagonal elements of the matrices permit VR to take into account spatial error correlations, which is essential 

for the background term 
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The forward observation operator used here is Eq. (4), which maps the state variable (refractive index) onto the 

observation (bending angle). It must be emphasized that the state variable (control variable to be precise) of VR resides 

in the impact parameter space where the observation exists, as can be conjectured from Eq. (4). This differs from 

meteorological 
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assimilations the state variables of which are usually the same as those of the prediction model: temperature, moisture, 

pressure, wind, and so on. In the data assimilations 
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and the forecasts of the European Centre for Medium-Range Weather Forecasts (ECMWF) interpolated to the location 

of RO soundings. The method separates forecast and observation errors from the variance of $% − + & , under  
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in Sect. 2.3 for more details). This is identical with the way that AI determines heights of the refractivity. On the other 

hand, the height of refractivity in the aforementioned examples (propagation of perturbations and data assimilation) 

is predefined in the model space and does not change afterwards. The difference in the way that the height is 

determined  
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 where /|1 stands for the conditional radius of the solution given the impact parameter.  
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, the refractivity error might be small in some height below the ducting layer. In some cases, a large error of ORD can 

counteract the RO error. Moreover, the refractivity error can be the largest at the surface rather than in the vicinity of 

the ducting layer. This is because AI accumulates the RO error vertically throughout the height range below the ducting 

layer. All these make the  
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anomalous wave propagation to AI is very complicated and is beyond the scope of this study.  

The behavior of retrieved refractivity under the ducting layer is erratic and it 
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and unused for VR. We do not use the refractivity retrieved via AI for the detection since it cannot have a gradient 

smaller than 23 by definition. Although it is the best not to use the bending angles below the ducting layer for AI, we 

decided to stick to the CDACC’s refractivity and discard the data below the ducting layer instead. In order to reduce 

the dependency on  
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refractivity, the detection is repeated with the refractivity of ORD. 
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 (denoted AI) indicates the CDAAC’s refractivity; the lines denoted as FCST indicate 12h (solid blue) and 24h (dashed 

green) ECMWF forecasts; and, the refractivity produced by VR is also shown for which the 12h (solid red) and 24h 

(dashed magenta) forecasts are used as the background. AI 
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 for the purpose or there could be other RO-side sources of the systematic error. 
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ECMWF’s forecast model is likely to have a wet bias in the planetary boundary layer, at least with respect to ORD. 

VR is similar with the background above 2 km, but shifts toward AI in lower heights. In general, VR lies in between 

AI and FCST. This is not surprising because VR combines RO and FCST by some means, and AI might be a good 

indicator of RO in the systematic error. Although overly simplistic, the assumption here is that the bias of RO bending 

angle can be translated into refractivity bias via the observation operator and the subsequent refractivity bias is close 



to that shown by AI. As is naturally expected, the relative weighting given to RO and FCST is though crucial for VR 

to reduce the bias. 
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As mentioned above, all data including HVRRD are interpolated to a regular grid of 50-meter interval and thus the 

comparison does not need the data binning used for ORD. Without the blurring due to the binning, the comparison 

yields a more detailed vertical structure of the statistics. Another distinction from the comparison with ORD is that 

the data rejection below the top of the highest ducting layer detected from radiosonde  
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is omitted here. The reason is that the differentiation between very shallow layers (due to the high resolution) 

intensifies measurement noises and so the vertical refractivity gradient computed with HVRRD oscillates rapidly. 

Unless a heavy pre-filtering is applied, the refractivity gradient is unreliable to be used for the ducting-layer detection. 

In addition to the strength of refractivity gradient, the effect of ducting also depends on the depth of the ducting layer. 

That is, some paper-thin ducting layers can be ignored. The radiosonde-based detection of ducting layer is omitted 

because the choice of pre-filtering, numerical differentiation, and threshold depth is difficult to be made properly and 

is arbitrary at best. The background-based data detection is still applied.  

Figures 10a-c show the systematic differences from  
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, the overall feature of AI is similar with that shown by the comparison with ORD  
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with ORD. In addition, VR is analogous to AI deviating significantly from FCST above 2 km, whereas it is close to 

FCST in the comparison with ORD. After looking into the difference between the comparisons with ORD and 

HVRRD, it is found that VR gives a heavier weighting to RO observations on average at the HVRRD stations than at 

the tropical ORD stations. At the tropical HVRRD stations, RO observations are assumed to be more accurate, while 
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soundings are less reliable. The difference in the weighting relates to the geological coverage. 
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 (Fig. 7).  

Compared to AI, VR shows a smaller bias in the lowest 2 km and in the stratospheric heights. The error reduction is 

pronounced in the low tropical troposphere (Fig. 10a) and Arctic stratosphere (Fig. 10c). In general, however, the 

difference between AI and VR in the bias is small except for in the lowest 2 km. Although all of AI, FCST, and VR 

deviate significantly from HVRRD, they show similar patterns from mid-troposphere to 20 km in all “latitudinal” 

regions. Especially, AI and FCST are very close to each other over  
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Arctic even though they are largely independent. In principle, AI and FCST can be weakly correlated in the error since 

the ECMWF assimilates COSMIC data while producing the initial condition of the forecast. If it is the case, however, 

HVRRD will exert a greater influence on FCST because the  
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data, which are also assimilated, are routinely available at the  
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location (of FCST) at every 12 hours, whereas COSMIC data are obtainable intermittently at random locations. The 

nearness between AI and FCST thus 
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Schuster, T., Kaltenbacher, B., Hofmann, B., and Kazimierski, K. S.: Regularization methods in Banach spaces, 

Walter de Gruyter, Berlin, 294 pp., 2012. 
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(black solid) everywhere. Both reside in the impact parameter coordinate. The solution (red dashed) and true (red solid) 
refractivity 
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