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Response to interactive comments from Referee #1

The referee is thanked for the careful reading of and constructive comments to the
manuscript. The referee’s comments are repeated below in italic font. The responses
to the comments are shown in roman font.
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Comments

 Abstract: the quantitative discussion here only really covers the IASI data sets. A
sentence or two about GOME-2 and SCIAMACHY performance could be added
as well.

We have added the following text to the Abstract to include GOME-2 and SCIA-
MACHY performance. "For the solar sensors it is found that SCIAMACHY data
on the average are lower by -1.097 km (-0.961 km) compared to the CALIOP
geometric mean (cumulative extinction) height and GOME-2 lower by -1.393 km
(-0.818 km)."

» Table 1: | suggest changing the ‘institute’ column to cover both the institute and
the algorithm name, as it is algorithm names (e.g. MAPIR, IMARS) which are
often referred to in other publications and may be most memorable.

The algorithm names have been included in tables 1, 2 and 3 as suggested.

* P5L9: the MAPIR data presented are stated to be from two different versions,
v3.2 and 3.4. However, it is hard to tell how significant the differences are. From
the text it seems to only affect the a priori temperatures used in the retrieval,
but it is not clear if this is the only difference. This should be clarified in the
text. If the difference in retrievals from the change to the prior is negligible, then
this should be stated and the sentence reworded to avoid potential reader con-
fusion/concern. My suggestion, both for simplicity and consistency (both internal
and with any future available data set) would be to just reprocess all the data with
the latest version of the algorithm (v3.4).

Indeed, the only difference between the two versions is the a priori surface tem-

perature. The reason for this change is that for periods in time when the IASI

level 2 data from EUMETSAT is in version 4, the retrieved surface temperature is

often completely off, especially over deserts, therefore being a bad a priori for our
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retrievals. In those cases, the ECMWF ERA-interim reanalysis makes a better a
priori. For later versions of the EUMETSAT IASI level 2 product, the retrieved
surface temperature makes a better a priori for MAPIR than ERA-interim (closer
to truth, and also easier to use). The change between EUMETSAT IASI level 2
version 4 to 5 occurred on 14 september 2010, so it concerns the 4th period in
the current analysis. We have tested that using the a priori surface temperature
from ECMWF ERA-interim or from EUMETSAT IASI level 2 version 5 is indeed
negligible.

As there is nhow a publication available that contains the full algorithm description,
where we have used the MAPIR version name 3.5 to join together versions 3.2
and 3.4 for simplicity, we have changed this here too. The discussion of the Ts a
priori has been removed from here, as it is not required for this manuscript, has
little impact on the results, and may now be found in the other manuscript which
reference is provided.

P7, general: some of this information can be removed for readability, since there
is already a reference for the algorithm in table 1 and some of this information
is probably not directly necessary for the interpretation of the results here. For
example | don't think the section from L7-L18 about the a priori can be shortened
or removed, unless the authors feel this is significantly different from what is de-
scribed in the prior algorithm paper or is somehow crucial for the understanding.

Indeed we agreee that there was too much information in that section. It was
due to the fact that the algorithm used here was very significantly different from
the previously published one and not yet described elsewhere. We have now
simplified the MAPIR description, only maintaining a general description and the
parts which are useful for the discussion.

Section 2.2.4: this algorithm description can also be shortened, as Table 1 pro-
vides a reference and some details for the interested reader, and much of the
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information provided is not necessary for the interpretation of the results. For
example P10L2-7, P10L18-22.

The section has been shortened as suggested by the referee.

P13L10-24: from this it seems like the movement did not make a large systematic
change to the dust height (0.02 km or less). Since the standard deviation of the
height change was 0.25 km, this also implies that the error which would result
from not attempting to account for the time difference is small, and that the alti-
tude of dust layers is fairly stable over the time period of (as | understand) up to
5 hours. So that in itself is an interesting result as it suggests temporal sampling
errors are not a big problem for this type of comparison, at least when looking at
the big picture (since 0.25 km is somewhat smaller than the other retrieval uncer-
tainties). The other side of the coin, which | think should be discussed more, is
whether FLEXTRA’s assessment of the transport during this time period is accu-
rate. | would like to see some quantification on the reliability of FLEXTRA here
as | assume it depends in part on the resolution and quality of the meteorology
data ingested, since this is what will determine the horizontal and vertical motion
from the trajectory. So for example which ECMWF data version was used? Has
FLEXTRA been quantitatively evaluated? If you use another meteorological data
set or change some other input parameter is the solution stable? | know that e.g.
HYSPLIT lets you run an ensemble of trajectories as one way to assess stability;
I don’t know if FLEXTRA does this too. The bottom line is that the comparability
between CALIPSO and other sensors rests on the use of FLEXTRA to assess
and correct for the change in aerosol location between observations, and this
is not covered in much detail in the present version of the manuscript, so more
discussion is needed.

To address the referee’s comments we have added the following to the FLEXTRA
description: "Quantification of trajectory errors is always difficult, due to a general
lack of ground-truth data. However, FLEXTRA has been quantitatively evaluated
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in the past. Comparisons of FLEXTRA trajectories driven with ECMWF data with
balloon trajectories have revealed typical horizontal transport errors of about 20%
of the travel distance, but with large variability from case to case (Baumann and
Stohl, 1997; Stohl and Koffi, 1998; Riddle et al., 2006). Evaluation against meteo-
rological tracers such as potential vorticity suggests errors of a similar magnitude
(Stohl and Seibert, 1998). Thanks to improvements in the meteorological analy-
sis data, slightly smaller errors may be assumed for more recent years, but the
order of magnitude of the errors is likely still similar.".

Information about ECMWF data version and temporal and spatial resolution has
been added.

Figures 2-7: | understand the intention here, but find these figures hard to inter-
pret. In the top panel the grey is hard to see unless you zoom a lot, and the blue
lines are somewhat similar to tones in the colour table. For the bottom panels,
the background lidar curtain is the same between the IASI figures but there are
too many different coloured symbols overlaid to quickly and easily compare and
get the picture of what is going on. | wonder if, for the IASI plots at least, these
could be redrawn. For example, make the top panels of Figures 2-5 their own fig-
ure, since these are all the same date and same map bounds, so we can directly
compare the maps of coverage and heights between the different algorithms for
IASI. Then also make the bottom panels their own figure and simplify in some
way for clarity. For example we probably don’t need to see the lidar curtain (al-
though this could be added as a panel by itself at the top, or as a separate figure)
since what is being compared is the effective heights, and the curtain just adds
‘noise’ when the eye is trying to see coloured symbols. The deep pink pluses and
red crosses appear similar in tone, again taking the lidar curtain off would allow
one to use a more contrasting color for one such as blue or black. The points
for CALIPSO AQOD could also be removed since this is in black and naturally the
most eye-catching, yet it is the least relevant since it is one set of points which
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does not represent a height. (In my mind the think you want the reader to fo-
cus on should probably be black or red since these stick out.) Alternatively the
CALIPSO AOD could be just overlaid on the lidar curtain. The point here is that
when looking at figures like this | want to answer two questions: (1) how similar
are the spatial coverage and distribution of heights from the data sets and (2)
how do they compare to CALIPSO? The present Figures do not allow me to do
this effectively.

To make the figures more readable, we have split the figures as suggested and
changed the colours of the markers and included legends. The text as been
updated accordingly.

| realise that Figures 6 and 7 are a different date so can’t be combined with the
IASI figures for my suggested redrawing. Is there no date with all instruments
providing data? If so that would be better to show. Since both have much sparser
coverage than the IASI plots, though (both these Figures are essentially a lot of
white space and then overlapping symbols which are hard to distinguish without
zooming), unless a better common case can be found, perhaps these two exam-
ples could be removed. | understand that from parity you probably want to show
one case from each algorithm, but surely there must be a more instructive case
than this; there is so little data that it's hard to assess looking at it whether these
data sets are reasonable or not. And the summary statistics are in Table 3, so if
the data are always sparse | don’t know that we need to sece GOME/SCIAMACHY
case studies.

We have omitted these figures as suggested. The text have been updated ac-
cordingly.

Table 3: as with Table 1, I'd add algorithm name here in the column headers.
I'd also add instrument name, for ease of reference. | also have some formatting
questions/comments here. In general this table is not well organised because the
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values in the headers only seem to refer to some of the statistics (I guess the top
four of the eight boxes in each subset?) and there are too many colours. | think
this could be much simplified, and the clarity improved, by condensing things and
labelling individual rows rather than relying on colour-coding and large column
headers. If | interpret the legend right, the top left and top right numbers in each
column are the mean and standard deviation of height difference. So this could
be represented as one entry, e.g. 0.590 +/- 1.213 km for BIRA-IASB. And the row
legend would just read “height difference, km”. Then you'd have other rows for
“‘number of points” and “inlay”. Labelling rows (which would then repeat for the all
points, day/night, land/ocean splits) would remove the need for the complicated
colour coding, and the header would only say instrument and institute/algorithm
name. The statistics for cumulative vs. geometric heights could be split as left-
right subcolumns for each algorithm instead. Does this make sense? Changing to
that layout would make each row/column’s content unambiguous, and dis- pense
with the need to have 10 different colours (plus white) to code the table. As it
stands, again, it is very difficult to pick out the key numbers from the table.

We agree with the referee that the table was unnecessarily complicated to read
and appreciate the suggestions for changes. They have been fully adopted in the
revised manuscript.

Figure 8 (and later): if these are scatter density plots on the first two rows then
shouldn’t they be shown as filled rectangles rather than clouds of points? There
is also no colour scale to indicate what is shown (absolute or relative frequency,
how many points are we looking at)? | suggest redrawing. For the bottom panels,
it would be clearer if a vertical line for a height difference of 0 km is added. This
will again aid in direct comparisons of the data sets. | would take off the Normal
distribution fits; they don’t add anything that we can’t already see from the bins,
and don'’t appear to be great fits in some cases anyway (the actual distributions
seem to have higher kurtosis than a Normal distribution, at least for IASI).
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The two first rows in figure 8 (and later) show the probability density, using ker-
nel density estimation. Two-dimensional histogram, which gives filled rectangles,
does not reveal the features seen with the probability density. The caption of the
figure has been changed to clarify what is presented. Also color scales have
been added in the two first rows, and in the bottom row the normal distribution
fit has been removed and a vertical line added for the zero height difference, as
suggested.

Figures 11, 12: | don't think these add anything to the discussion, and should be
deleted. This is essentially another visualisation of the data already presented in
Fig- ures 8-10 and Table 3, albeit also sliced by time. The lines are also too faint
to see. The authors can just modify the discussion on P24, L12-16 to note that
optical charac- teristics may have been different but no clear temporal variation
was found when the data were examined. We don'’t need to see the plots.

The figures have been removed and the text modified accordingly as suggested.

P241.19-23: From the ‘inlay’ columns it seems overall that this has values be-
tween 5.3% (LISA, ocean, night, cumulative) and 68.9% (LMD, land, night, cu-
mulative), with typical values being something of order 30%. That means that
typically two thirds or so of retrieved heights are entirely outside the dust layer
(i.e. the retrievals put the dust somewhere totally without dust). Is that interpre-
tation really correct? If so, that sounds pretty bad, and seems at odds with the
other statistics presented, which show a standard deviation of around 1 km or
so (and to me seems like a good result). | would double-check the calculation
of this “inlay” statistic or reword the text if | have misunderstood what it means.
The only way | can think of to reconcile this discrepancy is if the vertical extent of
the CALIPSO dust layers is typically significantly smaller than the roughly 1 km
IASI retrieval error. So perhaps some statistics about the CALIPSO dust layer
geometric thickness should be presented here. Either way, there appears to be
some unresolved issue in this statistic or its interpretation.
C8



Unfortunately there was an error in the calculation of the "inlay" statistics. This
error, which affected only the "inlay" statistics, has been corrected and revised
results entered Table 3. The text has been updated accordingly. A table showing
CALIOP cloud height and layer thickness statistics have been added together
with an accompanying discussion in the text.

« P27L14-15: Table 1 indicates that several of the algorithms use the Optimal Es-
timation Method (OEM) or similar techniques, which should be able to provide
pixel-level uncertainty estimates on retrieved aerosol height. It would be instruc-
tive to compare these estimates in a statistical sense to the level of agreement
with CALIPSO, to see whether these uncertainties are reasonable. This does not
appear to have been done; | suggest adding it in the revised manuscript, since
this analysis provides a useful way to ‘validate’ the uncertainty estimates. | re-
alise that this can’t be done for all the data sets, but since this is a big advantage
of OEM, it makes sense to use it! For the OEM retrievals, it should be there al-
ready. If it is not, why not? It is definitely naturally within the scope of the existing
study.

Some of the algorithms use methods such as the OEM which in principle may
be used to provide pixel-level uncertainties. However, these uncertainties include
only those associated with the quantities included in the retrieval and are not fully
representative because we are not able to compute the full uncertainty estimate.
To compute the full uncertainty estimate would require computing derivatives with
respect to the parameters with significant impact on the retrieval. For the MAPIR
algorithm for example, this would at least include derivatives of the temperature
profile, surface emissivity, aerosols size distribution and refractive index. Within
the current MAPIR framework this is not possible. For the other algorithms simi-
lar concerns are valid, and/or full error estimates have not been included at this
stage of algorithm development. Uncertainty estimates of the retrievals are cer-
tainly of great interest, but also not trivial to implement. At the current algorithm
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development stage we are unfortunately not able to present this quantity.

Interactive comment on Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017-362, 2017.
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