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Ms. Ref. No.:  AMT-2018-254 
Title: Quantification of CO2 and CH4 emissions over Sacramento, California based on divergence 
theorem using aircraft measurements 
 

Dear Dr. Christoph Kiemle, 

 

Thank you very much for your efforts on behalf of our paper titled “Quantification of CO2 and CH4 
emissions over Sacramento, California based on divergence theorem using aircraft measurements” 
submitted by Ju-Mee Ryoo, Laura T. Iraci, Tomoaki Tanaka, Josette E. Marrero, Emma L. Yates, Inez Fung, 
Anna M. Michalak, Jovan Tadic, Warren Gore, T. Paul Bui, Jonathan M. Dean-Day, Cecilia S. Chang. 
 
We found the reviewers’ comments very helpful, and they played a large role in improving the quality of 

this paper. Based on the reviewers’ comments, we have reformulated our study in three significant ways 

(as suggested by both reviewers):  we have removed the November 2015 flight from the analysis due to 

low and variable wind speeds; we have included additional plots to make the measured data more 

directly available to the reader; and we have reorganized the presentation of the material using the 

scheme suggested by Reviewer 2 (and guided by the confusion we caused Reviewer 1). Some of the 

related minor comments became immaterial after these major changes were made, but we have 

addressed the key critiques and suggestions and incorporated them in the revised manuscript. Enclosed 

is a point-by-point response to the review comments. We have shaded with gray highlighting the many 

useful specific comments that were implemented in the revised manuscript. 

 

Thank you very much again for your support and consideration, and we look forward to hearing a 

positive decision from you.  

 

Sincerely, 

Ju-Mee Ryoo and Coauthors 
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Response letter to Review #1 

 

Responses from the Authors are given in blue italicized text throughout: Thank you for your helpful 

comments. We addressed them to the best of our understanding and appreciated your guidance on 

areas where you found our discussion or language unclear. Items such as font size, word choice, and 

grammar which will be fixed in the revised manuscript are noted with gray highlighting. 

This paper presents a methodology that estimates CO2 and CH4 fluxes using cylindrical flight patterns 
combined with kriging and Gauss divergence theorem over Sacramento, California and quantifies the 
corresponding uncertainty. The study finds that fluxes vary as a function of wind pattern, seasonality, 
background assumption, flight path, and flux estimation approach by a factor of 1.5 to 8. Total flux 
estimations using the entire circumference are larger than if just downwind region is used. It is stated in 
the article that using entire circumference to estimate GHGs fluxes allows for accounting of unknown 
sources that otherwise could be missed. 
 

General Comments  
Although the paper does make a lot of important and useful points regarding estimation of GHGs 
emissions with an aircraft, there are many places that are unclear and need to be elucidated before I can 
accept this article for publication. 
 
First, I am not exactly clear on how the used methodology is different from a traditional mass balance. I 
see the explanation, but I am not convinced that it provides any information that is not obtained from 
the standard method. I would like to see a comparison. Please perform standard mass balance and 
compare it to your method. 
 
From the Authors:  The basic approach we used for estimating CO2 and CH4 fluxes is not different from a 
traditional mass balance. In the traditional mass balance analysis, the incoming mass should be the 
same as the outgoing mass passing the X-Y plane of the measurements. So, the air pollutants from the 
city will be observed on the downwind side, along with the wind passing through the region. Similarly 
with a cylinder of measurements, the mass coming into the cylinder should be equal to the mass leaving 
the cylinder to satisfy the mass balance. 
 
When we used the raw wind measurement, however, we found that the mass of air mass was not 
conserved, which means we may not fully apply the mass balance approach. That is why we used the 
mass-balanced mean wind at each grid level, and the mean wind will distribute the greenhouse gas 
inside the cylinder. We assume that the well-mixed condition applies.  
 
Furthermore, one of the advantages of applying the mass balance approach with an oval (enclosed 
shape) flight path is that an assignment of the background concentration is not required. Because we 
calculated the mass of the GHG plume that entered and exited the sample volume, the background 
effectively cancels out. Sometimes (actually almost always) background is not homogeneous, so there 
can be large uncertainty associated with calculating the background. There are also challenges in 
isolating the plume. In our approach, such problems did not exist. 
 
Our study is also different from the ususal implementation because we used in situ measured winds, not 
model data.  Furthermore, we used the mean calculated from measured wind at each level, not just one 
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level, as has been the case in many previous studies (Turnbull et al., 2011; Karion et al. 2013, 2015).  The 
difference we adopted here is that 1) we tested the flux estimation using observed airborne high-
resolution raw wind at each measurement point and kriged grid and 2) we tested the flux estimation 
using mean wind (averaged observed raw wind at each layer). The previous “standard mass balance 
approach” often adopts the wind data from coarse-resolution model output. The uniqueness that our 
study provides is that we showed how the final flux could be different depending on the wind treatment.  
 
Another issue that I find in this article is that the actual plane data is not carefully presented. First, it is 
important to present data for all of the 3 cases in an equal manner. There are different plots for 
different days, and it becomes confusing. For example, finding the exact local time of all the flights is 
difficult (including just take off time is not enough in this case). This information needs to be easily 
accessible. I could not locate wind measurements for all of the days. Figure S2 (d) is misleading and leads 
to a flawed assumption regarding steady state for November 17, 2015 (more on that later). The paper 
needs to be reorganized and improve its clarity of presentation. 
 
A time series plot of CO2, CH4, wind, and altitude for each analysis day is shown below and will be 
included in the revised Supplemental Information. 
In addition, we amended the text in Section 2.1 to focus on the time during which sampling occurred and 
simplify the way we described the implication of daylight savings time in California (PDT vs. PST). Revised 
text reads: Sampling occurred 21:10 – 22:00 UTC for the November flight (local standard time is UTC 
minus 8 h, 13:10 – 14:00 PST) and 20:55 – 21:45 UTC for the June flight. Based on comments from both 
reviewers, we have removed the November 17, 2015 case. The revised manuscript has changes to figures 
and the table to reflect this removal.  

 
Figure: A time series of (black lines) CO2, CH4, horizontal wind speed and (blue lines) altitude of the aircraft for 
November 18, 2103. The red dashed lines represent a portion of the flight over Sacramento (See Fig. 2a in the 
revised manuscript).  
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Figure: The same as Fig. above except for July 29, 2015. The magenta dashed lines indicate the portion of the 
flight over the landfill, and the green dashed lines mark the start and end times of the rice field measurements 
(see Fig. 2b in the revised manuscript).  

 
The explanation of the background is very confusing. Given the method presented, background should 
be everything that flows into the cylinder. I am not following the justification for different background 
assumptions (you would not want to pick a minimum value in this case). 
 
Yes, ideally, the cylindrical flight design removes the need for assigning a background value, as you state. 
Because we calculated the mass of the GHG that entered and exited the cylinder, we are subtracting all 
GHG upwind from all GHG downwind. So, the background should cancel out.   
 
We tested this expectation by calculating the flux using various wind and background treatments. In the 
linear curtain approach, the edges of the flight transect outside the plume or measurements made 
upwind usually provide the background values. In these cases, the background concentration can be non-
homogeneous and difficult to specify, so there is large uncertainty associated with setting the 
background. Because we want to compare as directly as possible our method to the studies already in 
the literature, we started by assigning the background as the minimum value in the layer (as a parallel 
case to the "edges" method). Then as a sensitivity test, we explored how the results would or would not 
change with a different choice of background (average of the layer values).  When the winds were used 
in a way which required mass-balanced ("mass balance" in Table 1), the choice of background value was 
shown not to matter (first and second lines of Table 1 and Table 2). The "raw wind" case is discussed in 
detail in the next item. 
 
We hope the new structure of the manuscript will better communicate this approach. 
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Also, the concept of raw and mass-balanced mean wind needs to be better explained. Why averaging 
winds horizontally achieves mass balance? And if the plume is not well mixed, how can you do that? 
Plume is transported differently at each level. You cannot just assume that all of the levels move at the 
same rate. 
 
The mass-balanced mean wind is the arithmetic mean of the inflow and outflow raw (measured) wind at 
each vertical level. Separate calculations were performed to test the sensitivity of the calculated flux to 
the thickness of the vertical layers. These results were incorporated into an expanded version of Table 1 
in the revised manuscript. This table can be seen below. We expanded it in the revised manuscript, 
separate it into two tables [Table 1 (urban scale), Table 2 (local scale)], and also include a new Table 3 
showing a comparison with the Turnbull et al. study and bottom-up inventories. We compared each flux 
with that from the base case experiment (see the revised manuscript for more detail). 
 
Table 1. Urban scale fluxes over Sacramento on November 18, 2013.  

  

 
 
Table 2. Local scale fluxes over landfill and rice field over Sacramento on July 29, 2015.  
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Table 3. Flux estimates for the Sacramento urban area from measurements made on November 18, 2013.  
  

 
 
a Turnbull et al. (2011) data were collected in 2009; the value given here was converted from the mean 
reported value of 3.5 Mt C yr-1 with a 1.1% yr-1 increase in CO2 flux to adjust to 2013.  
b Bottom-up inventory estimates of the annual total emissions from Sacramento County from Vulcan 
(Gurney et al., 2009) and the California Air Resources Board CEPAM database (Turnbull et al., 2011) are 
included for comparison.  The Vulcan inventory is available only for 2002, and the CEPAM database is 
available for 2004. We applied a 1.1% yr-1 increase in CO2 flux to adjust to 2013. 
 
Previous studies used a single coarse resolution model ‘mean’ wind throughout all altitudes below the 
PBLH (Turnbull et al., 2011; Karion et al. 2015), and we agree with you that assuming the winds at all 
levels move at the same rate is not ideal. Therefore, we used our in situ wind measurements to test the 
impact of this assumption. We calculated the fluxes using wind averaged on each vertical layer (three 
separate tests with layer thicknesses of 100, 200, and 500 m) and found the results were actually not 
very much different from the flux estimate found when we use a single, whole column average.  
 

Specific Comments 
Line 170: It says, “The background level is derived from the lowest flight measurement.” When using the 
kriging method, do you apply kriging to all of the data including the background? 
 
We apologize for the wording in the original manuscript at line 170. Our description of the "constant" 
method was unnecessarily confusing. The cyan curves in Figure 2 show what we were trying to describe: 
at all altitudes below the yellow diamond (lowest flight level), the mixing ratio was presumed to be 
exactly equal to the value measured at the lowest flight level. Please also see the new figure below. The 
bottom left panel shows more clearly how the values measured along the lowest flight level are assigned 
to all grid cells below the measurement altitude. The dashed lines represent an approximate lowest flight 
level.  
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Figure: (a) Observed CO2 over the Sacramento loop on November 18, 2013. (b) The vertical profiles of calculated 
CO2 mixing ratios around 38.75º N, 121.27º W. The yellow diamond indicates the altitude of the lowest flight 
data. The kriged values (magenta), interpolated values with exponential weighting function and extrapolated 
values using constant (cyan), gaussian fit (green), and exponential fit (red) are compared., The CO2 mixing ratio 
obtained from (c) the gaussian fit, (d) exponential fit, (e) exponential weighting function with constant, (f) 
kriging method. The empirical fits were generated based on the approach by Gordon et al. (2015). In panels (c) 
and (d), the white boxes result from no fit due to the lack of the data points. (Fig. 3 in the revised manuscript) 

 
Line 191: How do you know that kriging approach captures better plume features? Kriging method 
interpolates data, meaning that it basically guesses it. It has no knowledge of the actual plume 
dispersion mechanism. Figure S4 is misleading as it has different color bar scales for different plots. 
Please make sure that all of the color bars are the same. In actuality, you don’t know how the plume is 
changing below your lowest measurement point. Anything that you assume below that point is highly 
uncertain. It could be almost constant for all we know. It depends on the location of the source. 
 
That’s why ideally you want to sample the well-mixed layer and not partially mixed layer with an aircraft 
when estimating flux. 
 
That is exactly why we evaluated several common methods of extrapolation, as shown in Fig. 2 and the 
new figure above (Fig. 3 in the revised manuscript).  As you point out, we do not know which method will 
better capture the plume features, especially below the lowest flight level. Because kriging uses 
characteristics of the measured data to make the interpolation, we expect it to be less arbitrary than 
some of the other methods, and this is what is seen in figure S3. The measured plume shape (panel a) is 
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captured more faithfully by the kriging method (panel f) than by the exponential weighting function 
method (panel e), as is the subtle variation of mixing ratio around the oval at a given altitude. 
 
We agree with you that plume behavior below our lowest measurement point is highly uncertain. We 
don’t think one pattern is correct while others are not. We just suggest one estimate might be better 
based on the other characteristics that we’ve examined. Your comments on why a well-mixed layer 
condition is important for estimating flux are also very true.   
 
More attention were paid to the color bar scales in the revised manuscript, and where appropriate they 
had the same scale, such as panels b, c, and d of Fig. S3. However, if forcing different flight days to use 
the same scale makes it more difficult to discern features of interest, then we did not force one day's 
maximum value to set the scale bar for another day's flight. If different scales were necessary for clarity, 
we noted the change in the relevant figure caption(s). 
 
Section 2.4: See the comment about the raw wind vs. mass-balanced mean wind in 
the general comments section. 
 
Please see reply above. 
 
Figure 1c: I am confused about the following sentence in the caption, “The shading represents the 
pressure . . . normal to the cylinder.” What shading? I am not sure I see any shading. Please explain what 
do you mean here. Also, here you say that blue is inflow and red is an outflow. It seems that everything 
that is in blue should be a background for everything that is in red assuming steady state. Please 
comment. 
 
We changed the word choice in the revised manuscript. “Shading” was intended to mean “colors” of the 
cylinder. This is just the sign of the air mass flux [kg m-2 s-1], which is obtained from density multiplied by 
the wind vector (or pressure divided by the wind vector). Yes, everything in blue represents the inflow air 
mass, which has negative wind direction, while everything in red represents the outflow air mass, which 
has a positive wind direction. 
 
Lines 265-270: I do not understand your choice of background. Given your set up you should be using 
inflow as background. The definitions you describe here are used in regular mass balance because 
sometimes there is just not enough sampling, but generally, they are flawed. Please explain why you are 
not using inflow. You need to justify your choices with relevant physical processes. 
 
We agree with you that we do not need to know the background value for estimating flux when adopting 
the circular pattern of flight. This is clearly demonstrated in our experiments, showing that the flux 
estimates were not sensitive to the choice of background (minimum or averaged value). We worked 
harder on the language in the revised manuscript. 
 
Another important point that you do not mention is an uptake of CO2 by vegetation. That also can affect 
background and your fluxes quite a bit. I know it is November in two of your cases, but you need to 
comment on your assumptions. Your case in July could be more problematic with respect to CO2, 
although there you concentrate on CH4 so it may not matter as much. 
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We agree that considering an uptake of CO2 by vegetation could be an important factor on the total flux 

estimate. When we took a look at CarbonTracker data, we confirmed that there is some contribution of 

the vegetation of CO2 to the total fluxes in November (for example, in places like Salt Lake City). However, 

it is hard to consider the biological impact on CO2 flux unless we downscale the model data to the small 

scale we are interested in. This would be better considered in a further study to completely characterize 

each sector (biological (vegetation or dairy farm) or anthropogenic (industry)). However, we agree with 

the reviewer that we should mention the potential problem in the interpretation of the flux estimate we 

obtained in this study and included a comment in the revised manuscript. 

 
Line 306: How come highways and airports are indicative of CH4 emissions? It is not common for these 
sources to emit any significant CH4. Please explain. 
 
Dairy farms and landfills are well known sources of CH4. However, one of the biggest concerns regarding 
CH4 emission is the contribution from unknown sources. We see the slight increase of CH4 emission over 
those sites. Broken pipe lines or other facilities at the airport could be possible sources of CH4, so we 
called it to attention. But, as you pointed out, this cannot be a deterministic source of CH4. We 
modified/rephrased the sentences in the revised manuscript.  
 
I think using kriging when you do not understand your sources is a risky endeavor. It is better to solve for 
everything without kriging first and then see how kriging may affect your results. But in your situation, 
you definitely do not want to trust kriging. Using kriging in regular mass balance is also dangerous if you 
do not have a good understanding of what you are measuring. Unfortunately it is often used without 
much thought. For example, see Figure 6 in Conley et al. (2017), the paper also uses the divergence 
methodology that you apply here, but they are careful to note that you want an optimal number of 
loops around your source before you can get a stabilized estimate of emissions. They estimated an 
optimal number of loops to be about 15 to 25. That is the case because turbulent conditions tend to 
increase the magnitude of the random error. I am afraid your sampling here is just too small for a good 
application of divergence theorem. It is important to acknowledge it. Solve without kriging and see what 
you can get. 
 
We understand your concerns, and we appreciate the "riskiness". When we calculate fluxes based only 
on the measured data, without filling in the gaps between flight levels, the total flux estimate will 
obviously be much smaller than when we account for the entire surface of the cylinder using interpolated 
data. With an urban-scale cylinder (with a circumference on the order of 100 km), it is impossible to map 
out the entire surface (~100 km2) with dense measurements.  Although kriging cannot be better than 
actual observations, it can be a good alternative to “mimic” actual data. We disagree with the reviewer's 
opinion that we solely rely on the kriging without an understanding of the data. We carefully performed 
the variogram analysis, and carefully chose the kriging parameters (sill, range, and nugget) based on the 
experimental and theoretical variogram obtained from the actual data we measured. 
 
Figure 2S (b and d): You will have to eliminate November 17, 2015 case from your article. You cannot 
assume steady state conditions on a day with calm to variable winds near the surface. The wind rose is 
misleading as you mainly show free tropospheric winds, which should not be used for boundary layer 
flux calculation. Your boundary layer winds have no consistent direction. The data from a local weather 
station in Sacramento, CA supports that (and actually if you look carefully at your wind data you will see 
it too in your Figure). This comes back to the point I made earlier, where you need to show your actual 
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wind data from every case. You cannot just pick and choose what you show. It is no surprise that your 
flux estimations did not work well on that day. None of the aircraft methods would work on that day. It 
is very important to have a good forecast before you go and fly a mission of this type. I am not sure who 
designed this flight and for what, but it does not work here for your purpose. Perhaps you can find 
another flight that works better. 
 
Done. Please see discussion above. 
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Response letter to Review #2 

 

Responses from the Authors are given in blue italicized text throughout: Thank you for your very helpful 
feedback. Specific items of language, font size, etc. which will be addressed in the revised manuscript are 
colored here with gray highlighting.  

 

General Comments: 
 
This manuscript includes emission estimates of CO2 and CH4 from the Sacramento, California, area from 
aircraft measurements on three different days. It presents some important and interesting 
investigations on the sensitivity of flux estimation toward the mass balance method used, the treatment 
of wind measurements, the choice of background, the inclusion of entrainment at the top of the 
boundary layer, and different interpolation and extrapolation methods. Still, I think the manuscript 
needs improvement in the structure, explanation of the methods used as well as the presentation of 
obtained data and results. The manuscript needs major revisions before it can be accepted for 
publication in AMT. 
The structure of the manuscript could be improved with respect to the different sensitivity studies. I 
recommend choosing one “best-conduct” approach, explaining and using it for the flights first, and then 
doing the sensitivity studies and relating their results to this “best-conduct” approach to see each 
choices influence on the flux calculation individually. Thus there would be one section each on the mass 
balance method used (Gauss vs. downwind curtain), the treatment of wind measurements (raw winds vs. 
mass-balanced winds), the choice of background (minimum vs. average), the inclusion of entrainment at 
the top of the boundary layer, and different interpolation (kriging, vertical interpolation) and 
extrapolation methods (kriging, constant, exponential weighting function, Gaussian fit). 
 
The structure of the manuscript will be completely reorganized based on your suggestion of a "best 
conduct" approach followed by variants. More calculations were performed to make our points clear in 
the revised version of manuscript.  
 
The outline of the revised manuscript will be this: 
 
1. Introduction  

2. Data and Methods  

      2.1 Data collection 

      2.2 Data gridding 

             2.2.1 Extrapolation to the surface 

             2.2.2 Elliptical fit and measurement interpolation (Kriging method) 

3. Flux calculations 

      3.1 Base case experiment  

      3.2 Sensitivity Tests 
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              3.2.1 Sensitivity of calculated flux to wind treatment 

              3.2.2 Sensitivity of calculated flux to the choice of background concentrations 

              3.2.3 Sensitivity of calculated flux to vertical mass transfer 

              3.2.4 Sensitivity of calculated flux to the PBLH estimate 

              3.2.5 Sensitivity of calculated flux to the closed shape 

       3.3 Flux uncertainties 

4. Conclusions  

 
The presentation of measured data differs for the three flights and the two compounds CO2 and CH4. 
Please choose the same set of figures for each flight, making sure all important data used in the flux 
calculation (like wind speed) is shown for all flights. 
 
We appreciate this comment. We will include the wind data in the revised manuscript (see above) and 
will revise our figures. 
 
The results of using different treatment of input data are the different flux estimates. These numbers 
are often only named in the text. I think a tabular representation of results for each sensitivity study (or 
two combined studies, like in Table 1) would increase the readability of the manuscript. I really liked 
Table 1 and its discussion. 
 
We are glad that Table 1 was clear and helpful. We will expand it in the revised manuscript, separate it 
into two tables [Table 1 (urban scale), Table 2 (local scale)], and also include a new Table 3 showing 
comparison with the Turnbull et al. study and bottom-up inventories.  
 
Table 1. Urban scale fluxes over Sacramento on November 18, 2013.  
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Table 2. Local scale fluxes over landfill and rice field over Sacramento on July 29, 2015.  

 

 
 
 
Table 3. Flux estimates for the Sacramento urban area from measurements made on November 18, 2013. The 
two "curtain" rows below used the same wind treatments as the “whole cylinder” rows (mass-balanced wind). 

 

 
a Turnbull et al. (2011) data was collected in 2009; the value given here was converted from the mean reported value of 3.5 Mt C 
yr-1 with a 1.1% yr-1 increase in CO2 flux to adjust to 2013.  
b Bottom-up inventory estimates of the annual total emissions from Sacramento County from Vulcan (Gurney et al., 2009) and 
the California Air Resources Board CEPAM database (Turnbull et al, 2011) are included for comparison.  The Vulcan inventory is 
available only for 2002, and the CEPAM database is available for 2004. We applied a 1.1% yr-1 increase in CO2 flux to adjust to 
2013. 
 

I am not sure if all of your flights are well suited for flux estimation. Generally, you would look for a well-
mixed boundary layer in order to decrease the uncertainty of flux below the lowest flight height. On 
November 17, 2015, the winds are quite different from one flight level to another and very weak at the 
lowest level. Furthermore, detecting the highest CO2 concentration in an upwind part of the flight path 
shows that this day is not suitable for flux estimation. Also the local flux estimates on July 29, 2015, 
show low wind speed with changing direction. 
Based on the comments of both reviewers, we have decided to remove the November 2015 case due to 
the vertical variability in wind speeds. However, we still believe July 29, 2015 is appropriate for testing 
the "closed shape" approach for flux estimates and have retained these cases in the current analysis.  
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Your calculation of mass-balanced wind is interesting. It seems as if the mass-balanced wind in Fig. 5 is 
constant with height. Shouldn’t it vary with height because you use the average wind for each level? 
What is your surface condition? Why is kriging used? Please explain in more detail how the “mass-
balanced” wind field is generated? The difference in the flux estimate does not surprise me (l.359). You 
have very good wind measurements, and you definitely see a change in wind speed with height in Fig. 
5b. Low wind speed with high concentrations and high wind speed with low concentration might result 
in the same flux. Thus, Fig. 5c looks quite logical to me. If you remove all your information on the vertical 
wind speed change, as you did in Fig. 5e, then, of course, the flux only represents the concentration 
measurement. Why do you neglect your information on the wind situation? Did you ever calculate the 
mass-imbalance of the raw winds? Is it significant?  
 
Thank you for your insightful discussion. Yes, the mass-balanced wind should vary with height when we 
use the average wind for each level. We have tested a variety of thicknesses for the vertical levels, and 
the results are now reported in the modified Table 1 (above). The original Fig. 5e was showing the 
"whole column average" case, and we apologize for not specifying this clearly in the original text. For 
reference, we show here the wind field with all four treatments. Panel (d) here is the same as Figure 5e in 
the original manuscript. We intend to include panel (b) here in an extended version of Fig. 5 in the 
revised manuscript. 

 

Figure: (a) the raw wind, (b) 100m vertically averaged wind, (c) 500m vertically averaged wind, and (d) whole 
column averaged wind on November 18, 2013. The blue color represents the inflow toward (and red outflow 
from) the cylinder so that it is defined as negative (positive) wind. (The similar plots are in Fig. 6 in the revised 
manuscript). 
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Your use and understanding of the divergence method seems flawed. Please review the Gauss theorem 
and describe it correctly in l. 257. I do not believe that background is necessary for this method. You 
simply calculate all fluxes through the surface of the cylinder (outflow – inflow) and thus receive the 
change of mass within the cylinder.  
 
We do not need to know the background value for estimating flux when adopting the circular pattern of 
flight. This is clearly demonstrated in our experiments, showing that the flux estimates were not sensitive 
to the choice of background (minimum or averaged value). We will work harder on the language in the 
revised manuscript. 
 
Please check the publication of Conley et al. (2017), which nicely explains the application of Gauss 
theorem on aircraft mass balance flights. For your second method (the curtain downwind of the 
sources) you definitely need a background, and here the influence of choice of the background value on 
the flux estimate is quite interesting. 
 
Thank you for the suggestion. We referenced Conley et al. (2017), and looked at their approach. We 
carefully considered their method and compared them to our approach.  
 
Your calculation of the flux through the top of the cylinder is useful, but I do not understand how you 
determine the surface flux. First, with the Gauss theorem you need to assume that all the mass change 
inside the cylinder (e.g. what leaves through the surface) comes from the sources on the ground, thus 
what you determine is the surface flux. Second, on the ground the vertical wind speed is zero. How can 
the surface flux calculated with your method then be different from zero?  
 
Since the lowest flight altitude is about ~250 meters above the ground level, we can’t directly measure 
the surface CO2 or CH4 concentration or wind. The vertical velocity near the surface was very small, but it 
was not zero (W = -0.006 m/s for November 18, 2013 case). So we could still calculate the surface flux 
part. But the surface flux was much smaller than the entrainment flux, and the entrainment flux itself 
was not much compared to the flux computed on the "cylindrical" (wall) surface. Although the 
contribution of surface flux uncertainty to the total flux estimate uncertainty could be improved, we 
decided not to focus on this in the current study since the contribution of vertical mass transfer to the 
total flux estimate is relatively small.  
 
Finally, could you calculate an overall uncertainty of your flux estimates from the different calculation 
methods and treatment of input parameters?  
 
We have determined the overall uncertainty of our flux estimates based on the kriged and mass balance 
wind methods. By assuming that the errors of each factor are Gaussian in nature, and each 
measurement (e.g., CO2 and wind) is independent (no covariance), we estimate the overall uncertainties 
in the calculated flux by calculate the relative uncertainties from each point to the adding the fractional 
uncertainties of the kriged CO2, CH4, and winds in quadrature, as in Nathan et al. (2015). We also 
consider the uncertainty due to estimate of PBLH. We will add a brief discussion to the revised 
manuscript comparing the distribution of the calculated fluxes reported in the revised Tables to the 
calculated 10% uncertainty estimate. 
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Please improve the consistency of your terminology. For example, you defined the two ways of treating 
your wind measurements as “raw wind” and “mass-balanced wind”. In the following manuscript you 
then repeatedly use mean wind, measured wind, averaged wind, area-mean wind… 
Very important points. Thank you for providing "fresh eyes" to notice this with. We should stick to using 
“raw wind” and “mass-balanced wind”. We improved this in the revised manuscript.  
 
I also recommend grammar checking by an English native speaker and thorough checking of references 
to Figures and Sections. Furthermore, please increase the size of the axis labels and color bars on most 
of your plots. They are not readable. 
We improved the size and the quality of the plots in the revised manuscript. 
 

Specific Comments and Technical Corrections: 
l. 43: Which meteorological factors? 
We meant the wind speed and measurement. We will rephrase it in the revised manuscript.  
 
l. 46: “emissions fluxes” should become “emission fluxes”. Please check the whole manuscript. 
Thanks. We double checked this in the revised manuscript. 
 
ll. 48-49: This should be reformulated due to the low winds on Nov. 17, 2015, and the high 
concentrations in the upwind part of the flight pattern. 
We agree with you and have decided that this flight was not adequate for flux estimates. Hence, we will 
remove this flight from our analysis. 
 
ll. 49-50: The wind variability and seasonality has not been investigated in this study. Please reformulate. 
We agree with you. In the revised manuscript, we removed those parts. 
 
l. 51: Where do you show the influence of the distance to the emission sources? 
We don’t show this. We corrected the sentences in the revised manuscript. 
 
l. 58: What is your “modeling strategy”? Do you do any modeling? 
Here we meant the “statistical modeling”. Using one of the geostatistical methods, kriging, we filled the 
gaps between measured data. 
 
l. 61: Why don’t you mention your investigation of the background and wind treatment in the Abstract? 
This is a good idea. In the revised manuscript, we mentioned our background and wind treatment in the 
abstract. 
l. 65: Introduce abbreviations once and then use during the remainder of the manuscript (e.g., GHG). 
Yes, we corrected that in the revised manuscript. 
 
l. 66: Is air-quality important in this study? 
No, but accurate emission estimates will affect “air quality” and its regulation, so this is why we 
mentioned this in the introduction.  
 
l. 69: Check your use of “give rise to”… 
We changed the word to “causes”. 
l. 72: What is the “role of human behavior in altering the emissions”? Do we need to know it for national 
emission estimates? 
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Good points, we don’t need to do know, so we removed this part. 
 
l. 76: What are indirect emissions? 
"Indirect emission" was intended to describe information in emission databases which are inferred or 
extrapolated or given a time dependence that is not directly measured. We will find a more direct way to 
state this in the revised manuscript. 
 
l. 78: Please give an example of a bottom-up inventory using proxy data to achieve fine spatial 
resolution. 
Vulcan inventory CO2 data. (Gurney et al., 2009) 
 
ll. 83-86: What about flux estimates of European cities? 
This a great point. So we added studies for European cities in the revised manuscript: (Peylin et al, 2005; 
Kountouris et al., 2018). 
l. 94: What do you mean with “those efforts reach general agreement on emission inventories across 
the cities”? 
We rephrased It in the revised manuscript. "While those efforts reach general agreement on emission 
inventories across the cities" will be changed to "Since current emission inventories do not consider 
individual characteristics of each city, they have limitations…". 
l. 106: Supplementary Material 
We reworded it. 
 
l. 108: Do you really mean “uniform vertical mixing”, or maybe “uniform distribution of trace gases”? 
We reworded it. “uniform vertical mixing” will be changed to "uniform distribution of trace gases with 
altitude within the PBL and with time". 
 
l. 110: Does this sentence (“These studies…”) apply to the first or second category, or maybe both?? 
These studies apply to the first category. 
 
l. 112: Does the “single-screen multi-transect method” really depend on constant wind speed? You could 
also use average wind at each transect or even raw wind at each measurement point. 
Correct. The original sentence was based on the implementation of the method and the assumptions 
used by Karion et al. (2015). We will clarify this in the revised manuscript and then draw the comparison 
to our data set which contains in situ wind measurements, allowing the calculation you suggest (which is 
now included in the new Table 3). 
 
 
l. 119: The cylinder pattern should be “around” a source and not only “near”. 
You’re right. We corrected it in the revised manuscript. 
 
l. 126: Why are the additional point sources considered sources of uncertainty? 
If there are not included inside the oval, any uncounted point sources could be considered additional 
“unknown” sources of GHGs that should have been included in our urban-scale study. "Uncertainty" was 
probably not the best word to use, and we will fix or omit this sentence in the revised manuscript.  
  
l. 131: I think we all got the concept of three-dimensional space (delete the parentheses). 
Yes, we deleted the parentheses. 
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l. 134: The PBLH is not hard to measure. It is relatively easily determined from a vertical profile of 
temperature and humidity as you have done in this study. You even stated that the different approaches 
you used led to similar results. So what is difficult with respect to the PBLH? It is certainly difficult to 
model correctly, as you stated that substantial differences exist between models and reanalysis data. 
Also consider the large diurnal variability of PBLH. 
We removed “that is hard to measure”. 
l. 135: Please don’t use “observed” in connection with models. This might confuse. 
Yes, we corrected it into “exist in both models and reanalysus data”. 
l. 139: Do you really think the execution of flights is a goal of the study? Or is it merely necessary for the 
other goals? 
One of the goals of this study is to test the flux estimate when using the cylindrical flight pattern. To 
reduce the confusion, we removed the word “execute” in the revised manuscript. 
l. 145: Which “value”? 
We changed it into “mixing ratios” in the revised manuscript.  
l. 153: Describe the three flights here and mention figure 1. It is not mentioned at all in the text. 
Yes, we did it. 
l. 154: How many whole-air standards do you use for calibration? 
The CO2 and CH4 instrument (Picarro Inc., model 2301-m) is calibrated before each flight using two 
whole-air standards from the National Oceanic and Atmospheric Administration's Earth System Research 
Laboratory (NOAA/ESRL; CO2 = 416.267 and 393.319 ppmv; CH4 =1.98569 and 1.84362 ppmv). In 
addition, a set of secondary, synthetic standards was used to verify the linearity of the instrument across 
a wider range of concentrations. We included this information in the revised manuscript. 
 
l. 159: Take off time is not sufficient. Please give the total flight times in UTC. Using Pacific Standard 
Time and Pacific Daylight Time here needs more explanation on why you give take-off times in different 
ways. 
One flight was executed in the winter and one during Daylight Savings Time. We will re-write this section 
more clearly: Sampling occurred 21:10 – 22:00 UTC for the November flight (local standard time is UTC 
minus 8 h, 13:10 – 14:00 PST) and 20:55 – 21:45 UTC for the June flight. We included this in the revised 
manuscript.  
 
Sect. 2.2: Review order of sections: I would first discuss the interpolation method and then the 
extrapolation. 
We will consider this suggestion when constructing the revised manuscript. The significant restructuring 
we plan to do (shown above) may benefit from discussing the interpolation first, but we can't judge 
which is best until we invest the time in restructuring and re-ordering the figures.  
 
l. 163: Reformulate: “Because the lowest flight level was typically between 250 m and 380 m above the 
surface …” 
We corrected it as suggested.  
l. 165: Sentence needs restructuring: The “unmeasured values” lead to uncertainty whether or not a 
“well-mixed layer assumption” is made. Split sentence!  
Yes, we worked on that.  
l.168: Refer to Figure 2 here. There is no reference to it in the text. 
We did that. 
 l. 169: What do you mean by “elevated” plume? Is it lifted of the ground or are there large 
enhancements of the concentration? 



19 

 

We mean the former: lifted off the ground. 
 
l. 170: How exactly do you derive the background level? What is the “lowest flight measurement”? Has it 
got anything to do with the “lowest flight level” which you use in the formula? Is the background only 
determined from the lowest flight level? Why are you talking about background at this point? It is a 
section on extrapolation to the ground. Do you also extrapolate the background values? What do X and t 
stand for? 
 
We apologize for the wording in the original manuscript at line 170. Our description of the "constant" 
method was unnecessarily confusing. The blue curves in Figure 2 show what we were trying to describe: 
at all altitudes below the yellow diamond (lowest flight level), the mixing ratio was presumed to be 
exactly equal to the value measured at the lowest flight level. Please also see the new figure below in 
supplementary materials. The bottom left panel shows more clearly how the values measured along the 
lowest flight level are assigned to all grid cells below the measurement altitude. 
 
X is the given trace gas concentration, and t is the single parameter representing each point on the 
ellipse (eccentric anomaly) 
 
l. 172: Do you mean that the details of the method are described in Gordon et al. (2015)? 
Yes, that is what we mean.  
 
l. 173: How is the Gaussian distribution of the plume dispersion calculated? 
 
The Gaussian fit method is similar to the exponential fit method, except that the surface-sourced plume 
dispersion follows a Gaussian distribution function. For a given set of (x: height, f(x): GHG) pairs, we get 
the rate of change and the mixing ration at the surface (Csuf(s)) at each given s parameter from the 
gaussian function, 

 2 2( ) ( ) ( ( ) ( ))*exp( / 2 )top suf topf x C s C s C s x s      

The detailed calculation method is based on Gordon et al. (2015), so we did not include this equation in 

the revised manuscript. 

Sect. 2.3: Consider renaming the section to “Measurement interpolation”. 
Thank you. That is a nice suggestion.  
 
ll.176-186: Should this be a separate section called: Projection of data to cylinder surface? 
Yes, we wrestled with that. It is a bit too small to stand alone, but it might make sense to do that in the 
revised structure. 
 
l. 182: What is Y? 
(X(t), Y(t)) is the each point on the ellipse represented by a single parameter (t, eccentric anomaly). So X 
refers to the longitude and Y refers to the latitude.  
 
l. 190: Refer to Fig. S4 as you show these differences there. Consider over plotting the measurements on 
the kriged and interpolated fields for better assessment of your result that kriging better captures 
individual plume features. What altitude range do the elliptical cylinder plots cover? Ground to PBLH? 
Please state in the figure caption. 
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Thank you for the good suggestion. To better explain the different interpolation methods, we will 
incorporate Fig. S4 with Fig. 2 in the revised manuscript. We plot up to the highest measurement altitude 
for the elliptical cylinder plots. However, for computing the actual fluxes, we only integrate the fluxes 
from the surface (z=0) to the top of the PBLH. We will state this clearly in the figure caption in the revised 
main and supplementary material. 
 
ll. 214-227: Consider a separate section on uncertainties. 
This is a good idea. We will make this as a separate section. See our new outline for the revised 
manuscript (page 1-2).  
 
l. 216: Not only downwind interpolated values induce uncertainty. Upwind values as well. 
You’re right. We removed “downwind” from the sentence. 
l. 226: Add “observations” behind “direction”. 
Yes, we added this in the revised manuscript. 
 l. 229: Remove “to the choice of background value and” because this is not the topic of this section. You 
do not investigate the wind characteristics but the treatment of wind measurements. 
We removed it in the revised manuscript.  
l. 230: Remove “In one” 
We corrected it. 
 
l. 231: What is “measured points”? How did you measure them? 
We meant the discrete measurement locations (lon, lat, height) at a given time obtained by aircraft. We 
will endeavor to find better wording in the revised version. 
 
l. 233: Stick to one tense (averaged, equaled). 
We were careful in using tense in the revised manuscript.  
 
l. 233: “By assuming non-divergence, mass can be balanced.” This is correct, but is this really what you 
need here? 
This is important. Because this is not divergent, the inflow and outflow are the same, and we can apply 
the mass-balance idea to our flux calculation. 
 
l. 242: Do you assume PBLH to be constant during your flights? At what time during the flight did you 
measure the profile? 
Yes, we assume that PBLH is constant throughout our flights. Sampling profiles occurred 21:10 – 22:00 
UTC for the November flight (local standard time is UTC minus 8 h, 13:10 – 14:00 PST) and 20:55 – 21:45 
UTC for the June flight.  
 
l. 243: Is the boundary layer “growing” during your flights? How do you know? 
No, we assumed that there is not sufficient time for change in the PBLH during our flights (less than 1.5 
hours) We think the confusion comes from the word that we used. We will change it from "boundary 
layer growth" to "boundary layer height" in the revised manuscript.  
 
l. 248: How is C(t,z) determined? How can one point surround the top of the cylinder? How is the 
background defined here? 
We apologize for the grammar error. The sentence should have read "C(t,z) is the CO2 concentration (g 
m-3) at each point around the top of the cylinder (where z=h), and Cbg(h)…" 
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We used this formulation for each method (sensitivity test) of defining the background. 
 
l. 252: Is the entrainment calculated from the kriged data? 
Yes. 
 
l. 263: Flux is defined through a surface. Thus it cannot be “inside” the cylinder. 
You are right. Flux is defined through a surface. We will fix the grammar in this section in the revised 
manuscript. 
 
 
ll. 265-280: See my comment in the General Comments section on the use of a background value with 
the Gaussian divergence theorem. If you consider inflow and outflow, you do not need a background. In 
your formula, the result should be invariant to the value of background mixing ratio chosen if you 
consider positive contributions as outflow and negative contributions as inflow. 
Thank you for elaborating on this. This is also why we used the mass-balanced mean wind, so that influx 
mass and outflux mass are the same and the total flux estimate is not dependent on having an 
understanding of background mixing ratios. We will mention it in the revised manuscript.  
 
l. 291: Use present tense. 
We changed it in the revised manuscript.  
l. 295: Remove “concentration”. 
We removed it in the revised manuscript.  
 
l. 299: How is the kriged estimate less arbitrary in an area far away from measured values? What 
assumptions is it based on? Is the state of the PBL (stable/unstable) taken into account? 
We believe kriging is less arbitrary because we have more constraints for formulating a kriged estimate. 
When we calculate fluxes based only on the measured data, without filling in the gaps between flight 
levels, the total flux estimate will obviously be much smaller than when we account for the entire surface 
of the cylinder using interpolated data. With an urban-scale cylinder (with a circumference on the order 
of 100 km), it is impossible to map out the entire surface (~100 km2) with dense measurements.  
Although kriging cannot be better than actual observations, it can be a good alternative to “mimic” 
actual data. We disagree with the reviewer's opinion that we solely rely on the kriging without an 
understanding of the data. We carefully performed the variogram analysis, and carefully chose the 
kriging parameters (sill, range, and nugget) based on the experimental and theoretical variogram 
obtained from the actual data we measured. 
In contrast, other methods are solely based on general assumptions without the actual inspection of the 
existing spatial dataset.  
 
l. 300: You don not mention the Gaussian fit method depicted in Figure 2 at all. 
We mentioned it in section 2.2 (Line 172) in the original manuscript.   The Gaussian fit method is similar 
to the exponential fit method, except that the surface-sourced plume dispersion follows a Gaussian 
distribution. See the explanation above. We will mention it more clearly in the revised manuscript. 
 
Sect. 3.1: What is the influence of the different choice of interpolation and extrapolation on the flux 
estimate? Here a table similar to Table one would be great. 
Thank you for a good comment. However, what we focus in this study is the impact of treatment of wind 
measurement and background on the flux estimate, not comparing different interpolation methods 



22 

 

(although we mentioned these for completeness using Fig. 2). Furthermore, although we did show 
different GHG mixing ratio assumptions below the lowest flight level, we do not consider how to treat the 
wind below the lowest flight level. We may assume a constant wind speed and compute the flux for each 
of the extrapolation methods, but we are not sure how to interpret those values and we believe this will 
gives us additional challenges, leading to additional uncertainty in total flux estimates without 
understanding the physical meaning of the calculated values. Furthermore, we already mentioned that 
the difference of CO2 estimate below lowest flight level could lead to the change of GHG concentration 
up to 20%.  
 
l. 304: Remove “gap of the”. 
We removed it in the revised manuscript.  
ll. 314-320: Please mark all the locations mentioned in the text on a map so the reader can confirm your 
statement. 
We marked it in the revised manuscript.  
l. 325: Present tense. 
Yes, we used consistent verb tense. 
 l. 327: Please check “a farther”. 
We changed it to “far”. 
l. 330: Maybe use the last sentence of this paragraph as its first. Good introduction. 
This is a good advice, but we restructured the paragraph and changed sentences in the revised 
manuscript. We placed it in section 3.1.(~ Line 280 - 282) in the revised manuscript. 
 
l. 350: The PBLH you determine from the vertical profile might have an uncertainty of <1%, but is this 
value representative for the whole measurement area with this accuracy? What about changes over 
time and with the location? How does a less defined PBLH influence the uncertainty? 
We assumed that PBLH does not change during our 1.5 hour flight. The urban-scale area studied is 
approximately 20 km x 40 km with pretty uniform topography, thus we expect the PBLH to be the same 
throughout the sampled domain. However, we do acknowledge that a different estimate of PBLH can 
increase the uncertainty. Please see the response below.  
 
Fig. S6: Looking at your method of estimating PBLH there seems to be a possible error of more than 1 % 
as well. In Fig. S6d it becomes clear, that you use the 50 m averaged values for checking the gradients. 
Then you place it at the top of the layer with the highest gradient. Here it is visible, that this point is 
easily 40 m above the layer where a 20 m averaged profile would see the gradient. Thus your 
uncertainty is around 50 m, which would be almost 10 % for a PBLH of 600 m. 
That is a very good point. As you pointed out, the uncertainty of the PBLH can be up to 10% if we 
determine the PBLH based on the largest gradient of the vertical profile of the potential temperature. We 
will consider the uncertainty of the PBLH estimate and include it in the total uncertainty estimate in the 
revised manuscript. Based on our 3 measurements, the uncertainty due to PBLH estimate for urban scale 
is about ~10%, but the uncertainty due to PBLH estimate for the local-scale is about 1-5 % so that the 
change of PBLH does not affect the total flux estimate. As seen in Fig. S6, the vertical range of the largest 
gradient of potential temperature is very small, compared to the urban-scale. This leads us to another 
important message: the uncertainty gets larger when we deal with urban-scale flux estimate. We will 
include the uncertainty due to the estimate of PBLH in the total flux uncertainty estimate in the revised 
manuscript.  
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l. 355 ff: See my comment on the treatment of “mass-balanced wind” in the General Comments section. 
We made new tables for the comparison as you suggested. Please see the tables (page 2-3). 
 
Sect. 3.3: Please already refer to your Table 1 when naming the results. 
Yes, we did so.  
 
l.267: Where is an “actual” location of the rice field? Pleas show locations on a map rather than just 
giving coordinates. This is very hard to visualize for a reader. 
The labels in Figure S8 are awfully hard to read, and for that we apologize. We will improve them in the 
revised version 
 
l. 370: “the local emissions are attributed to these high flux estimates”. Did you mean: “The high flux 
estimates are attributed to the local emissions”? 
Yes. Thank you for pointing this out. We will fix it in the revised manuscript. 
 
l. 374: Formulation: “mean wind vector at the dominant wind direction (positive and one direction) and 
speed”. How is this calculated? 
Many previous studies use the mean wind averaged over the PBLH. Karion et al. (2015) estimate the 
total CH4 emission in the flight region (curtain flight) using a mass balance approach. According to their 
study, when the mean horizontal wind speed and direction are steady during the transit of an air mass 
across an area, the resulting calculated horizontal flux is equal to the surface emission between the 
background location and the downwind measurement. This calculation required the assumption of 
steady horizontal wind direction, a well-developed convective PBL, and measurements sufficiently 
downwind of the emission source such that the emissions are vertically distributed throughout the PBL.  
 
l. 381: There is no Table 2. 
We fixed this. 
 l. 387: Raw wind is displayed in the bottom two lines. 
We fixed it in the revised manuscript. 
 ll. 390-391: This sentence is incomplete and not logical. 
We changed it in the revised manuscript.  
 
l. 394: Table 1 shows a range of 3.68 - 26.58 Mt CO2 yr-1 for the whole city. 
Thank you for catching that. It must have been a hold-over from an earlier draft. We decided to use the 
emission estimate from the base case experiment, so we put the one estimate here.  
 
l. 396 ff: Here you investigate the difference between using the complete ellipse and only the 
downwind part. This should be a separate section, and the results should be presented in another table. 
Yes, we presented it in a new table (Table 3) in the revised manuscript. 
 
l. 399: Change “From this study,…” to “According to these calculations…” 
Thank you for catching that. It must have been a hold-over from an earlier draft. 
 
l. 401: Table 1 gives a range of 13-92 Mt CO2 yr-1 for Nov. 18, 2015. 
We corrected it in the revised manuscript. We decided to use the emission estimate from the base case 
experiment, so we put the one estimate here.  
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l. 402: Please indicate “Region-3” on a map. 

 
These figures are from the study led by Jeung et al. (2016), and region 3 refers to the Sacramento valley.  
Each number represents the region classification based on California Air Basins 
(https://www.arb.ca.gov/ei/maps/statemap/abmap.htm).  
Thus, this covers much larger area than we actually measured for the flux calculation for this study. We 
will explain this better in the revised version.  
 
l. 405: Is vi) the same as i)? 
Yes, so we corrected that.  
l. 405: Which of these does “This” refer to? 
Good point. We changed this to “Consideration of these factors “ in the revised manuscript. (Line 397 in 
the revised manuscript) 
ll. 415-422: “Note … Table 2).” All this is repetition to before and not about the topic of this section 
which is “vertical mass transfer”. 
We agree with that. We removed  this part in the revised manuscript.  
 
l. 428: Remove “First,”  
We removed this in the revised manuscript.  
 
l. 431: Specify: “different flux calculation methods” 
We removed it.  
 
l. 453: There is a contradiction here “the final flux estimates become similar”, because the beginning of 
the sentence states that the background value is a major source of uncertainty. 
As you pointed out, background concentration is not important for the cylindrical flight, and we actually 
showed that the total flux is insensitive to the choice of background concentration when we used the 
mass-balanced mean wind. We stated that background value is a major source of uncertainty when we 
do not use mass-balanced wind for cylindrical flights. We will rewrite this more clearly in the revised 
manuscript.  
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l. 459: Insert “that” after “suggesting”.  
We removed that part in the revised manuscript.  
 
ll. 460-468: This section is a general overview of the flight results and should be placed earlier in the 
Conclusions. 
We slightly changed the paragraph and moved them to the earlier in the conclusions.  
 
l. 463: An overview of wind conditions should also be placed in the Results section. 
This is a good point and we mentioned it in the earlier in the conclusion in the revised manuscript.  
 
l. 464: This result (isolated high concentrations of CO2) has not been shown in the Results section either. 
We showed a high concentration of CO2. This is shown in Fig. 4(c) and Fig. 5(a, d) in the original 
manuscript. We will more clearly discuss these plots in the revised manuscript. 
 
l.470: Why did you expect sources to be concentrated on the downwind side? 
We didn’t mean that we expect sources to be on the downwind side. What we tried to state is that 
horizontal flux is transported to the downwind side. We think this confusion comes from the unclear 
wording. We are sorry for the confusion and we will be more clear in the revised manuscript. 
 
l. 471: “Furthermore” does not fit here. 
We removed this in the revised manuscript. 
 
l. 471: Wind variability definitely influences the flux estimates, not only during different times of the 
year. So this seems logical. It would be much more interesting how large the uncertainty due to this is 
assumed to be. 
We agree with that. We were interested in the influence of the wind treatment on the final flux estimate. 
However, we only used the measured wind, not any other source of wind data. It would be interesting to 
understand the magnitude of the uncertainty of the total flux estimate depending on the source and 
treatment of the wind data (e.g. measured wind vs. modeled wind with different temporal and spatial 
resolutions), but this is beyond the scope of this study and will be a topic of the future study.  
 
l. 475: The size of the ellipse is another factor that appears here for the first time in the manuscript. 
There is no data given on how large your ellipses were and what the influence is in the Results section. 
We analyzed two flight data at different size – urban scale (~ 20 x ~40 km) and local scale (< 3km). We 
mentioned the scale in the introduction (Line 144 in the original manuscript), and it sounds like we should 
reiterate it in the new Section 2.1.  
 
l. 480 and 481: Remove two of the three “further”. 
We removed this in the revised manuscript.  
l. 482: Do you really want to assess: “seasonality of sensitivity of emission estimates”? Just start with the 
seasonality of emissions first. 
Good point. No, we changed it into “seasonality of emission estimates” in the revised manuscript. 
 l. 484: Where do you show the sensitivity of emission estimate uncertainty to temperature and 
potential temperature? 
We removed the sentences.  
ll. 490-491: This sentence needs some revision and focus. 
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We worked on them in the revised manuscript.  
 
Figures 
Fig. 1: There is no shading visible in Fig. 1c. 
By shading we meant “color fill” in Fig. 1c. The blue color represents inflow (airflow passing through the 
cylinder, negative sign) and red color represents outflow (airflow passing out from the cylinder, positive 
sign), respectively.   
 
Fig. 2: What is the “altitude of the lowest flight data”? Please indicate the location of these 
measurements on a map, giving coordinates is not very helpful. 
The altitude of the lowest flight can be shown in the time series plots (shown in the response to reviewer 
#1). We will include this in the revised manuscript. We will also indicate the location of the measurement 
in the map. 
 
Fig. 3d: Is the ellipse shown from the ground to the highest flight level or which altitude range? 
Yes, the ellipse is shown from the ground to the highest flight measurement level (~ 1000 m). This is the 
same as shown in the time series plots (shown in response to reviewer #1). 
 
Fig. 4: Please provide headings with the date of the flight for the left and the right column. 
We removed the Nov. 17, 2015 case, and the date was shown in the figure caption.  

 
Fig. 5: Why is the mean wind kriged? This has not been mentioned in the text. 
We first kriged the measured wind and then computed the mean wind (averaged the kriged wind) at 
each level. We tested levels of 100m, 200m, 500m, 1000m thickness, as well as the whole cylinder.  
 
Fig. 7: Why is there this large space between the two sets of bars? What is “area-mean”? 
This just means “mass-balanced wind (whole vertical layer)”. We were careful and consistent with our 
terminology in the revised manuscript. 
 
Table 1: Tables normally have their description above not below them. 
Thanks for reminding us of that. We modified them in the revised manuscript accordingly.  
 
Supplementary Material: 
There appear to be bits and pieces of text strewn throughout the Supplement. Please give them a 
heading and a number so it becomes clear where they belong, and you then may also refer to them 
from the main manuscript. 
Fig. S1: Figure b color bar label is missing. 
We will correct it. 
 
l. 7: I am not sure if you can say that emissions are “accumulated” downwind. They are transported 
downwind, but accumulation would mean that there is very slow wind only. 
We agree with you. We used the wording carefully in the revised manuscript. 
 
ll. 11-12: This is not true. With a curtain flight it is also possible to detect emissions from more than one 
point source within the city, throughout the city and downwind. It gets problematic if there are sources 
further upwind of the city that gets mixed with the city plume and cannot be separated from it. 
We will correct them in the revised manuscript. 
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ll. 15: You mention three types of flight patterns in the main manuscript but only show two of them here. 
We showed two flight in the revised manuscript. 
 
Fig S2: Reformulate “throughout the altitude”. Color bar labels are missing. 
We removed the plot in the revised manuscript.  
 
l. 25: “accumulated” s.a. 
We will work on them in the revised manuscript.  
 
l. 28: Why is air at lower wind speeds less dispersive? 
We removed November 17, 2015 case, so we removed these parts. 
 
l. 28 ff: Reformulate sentence “Both flights …” 
We removed November 17, 2015 case, so we removed these parts. 
 
l. 30: Who uses continental scale wind for flux estimates? 
We removed the wind rose plots. 
 
Fig. S3: This figure is not mentioned in the main manuscript. Please add flight dates to the left of the 
plots. 
We mentioned this figure in the section 1 in the revised manuscript. 
  
l. 36: Consider “falling”. For methane the dashed line is blue. Remove “observation”. 
We changed it into “corresponding”. And we removed “observation” in the revised manuscript.  
 
Fig. S4: Why are there “boxes” or vertical cuts visible in (d)? Does this have to do with gridding? What is 
the grid size? Could you plot the measurements on top of the interpolated fields? This way it is easier to 
assess your statement “kriging reflects the individual plume characteristics better”. Could you show the 
extrapolated fields to the ground as well? Which step is performed first: interpolation or extrapolation? 
Is this described in the text? 
Also: Use the same color bar range for all plots. 
Yes, the boxes (vertical columns) are related to the bin size for the interpolation and fit. Above the lowest 
flight level, we can use interpolation, but below the flight level, we need to do extrapolation. The white 
boxes represents no result due to the lack of the number of data used.  
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Figure: (a) Observed CO2 over the Sacramento loop on November 18, 2013. (b) The vertical profiles of calculated 
CO2 mixing ratios around 38.75º N, 121.27º W. The yellow diamond indicates the altitude of the lowest flight 
data. The kriged values (magenta), interpolated values with exponential weighting function and extrapolated 
values using constant (cyan), gaussian fit (green), and exponential fit (red) are compared., The CO2 mixing ratio 
obtained from (c) the gaussian fit, (d) exponential fit, (e) exponential weighting function with constant, (f) 
kriging method. The empirical fits were generated based on the approach by Gordon et al. (2015). In panels (c) 
and (d), the white boxes result from no fit due to the lack of the data points. (Fig. 3 in the revised manuscript) 

 
The figures above show the CO2 field extrapolated to the ground. We do both interpolation and 
extrapolation in one process. We applied a formula for gaussian fit and exponential fit (Gordon et al., 
2015) based on the lowest flight level data). For the interpolation, we used the exponential weighting 
function for the data above lowest flight level (for the interpolation), and then a constant value for the 
locations below the lowest flight level (for the extrapolation). Yes, we will use the same color bar range 
for all panels. The black dashed line represents an approximate lowest flight line. For more information, 
please see Fig. 3 in the revised manuscript. 
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l. 57: Don’t (b) and (d) also show only the subset of the ellipse? Could you change the direction of these 
plots? Then this arrow would not be necessary. 
The horizontal range is much larger than the vertical range. So, it is very hard to see the actual difference 
if you try to compare the whole ellipse. That is why we just try to show only a subset of the ellipse for 
comparison. But as you see in the plots above, there is still a noticeable difference between kriging and 
interpolation with an exponential weighting function. Yes, we changed the direction of this plot. The 
modified plot is below.  

 
 

Figure: (a) Kriged CO2 mixing ratio, (b) Measured CO2 mixing ratio, (c) CO2 mixing ratio using kriging 
interpolation method, (d) interpolated CO2 mixing ratio using a conventional exponential weighting function 
along a subset of the ellipse around Sacramento on November 18, 2013. This portion of the perimeter 
corresponds to the red box of the elliptical cylinder shown in panel a.  The vertical extent of the elliptical and 2-D 
plots is set to the highest measurement altitude. (Fig. S3 in the supplementary material). 

 
 
l. 82: Remove the sentence: “The CH4 enhancement was localized near the landfill.” This is obvious. 
We removed it in the revised manuscript. 
 l. 83: Also remove “…, and we … case.” This is also obvious. 
We removed it in the revised manuscript. 
Fig. S7: This figure is not mentioned in the main manuscript. 
We incorporate the Fig. S7 into Fig. 7 in the revised manuscript and removed the rose plot.   
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Abstract 

 Emission estimates of carbon dioxide (CO2) and methane (CH4) and the meteorological factors affecting them 

are investigated over Sacramento, California, using an aircraft equipped with a cavity ring–down greenhouse gas 

sensor as part of the Alpha Jet Atmospheric eXperiment (AJAX) project. To better constrain the emissions fluxes, 45 

we designed flights in a cylindrical pattern and computed the emission fluxes from three two flights using a kriging 

method and Gauss’s divergence theorem.  

The CO2 and CH4 mixing ratios at the downwind side of Sacramento show relatively consistent patterns across 

the three flights, but the fluxes vary - as a function of different wind patterns on a given flight day. The wind 

variability, seasonality, and assumptions about background concentrations affect the emissions estimates, by a factor 50 

of 1.5 to 8. The uncertainty is also impacted by meteorological conditions and distance from the emissions sources. 

The largest CH4 mixing ratio was found over a local landfill.  

Differences in wind treatment and assumptions about background concentrations affect the emissions estimates 

by a factor of 1.5 to 7. The uncertainty is also impacted by meteorological conditions and distance from the 

emissions sources. The largest CH4 mixing ratio was found over a local landfill. The vertical layer averaging affects 55 

the flux estimate, but the choice of raw wind or mass-balanced wind is more important than the thickness of the 

vertical averaging for mass-balanced wind for both urban- and local-scale. 

        The importance of vertical mass transfer for flux estimates is examined, but and the difference in the total 

emission estimate with and without vertical mass transfer is found to be small, especially at the local scale. The total 

flux estimates accounting for the entire circumference are larger than those based solely on measurements made in 60 

the downwind region. This indicates that a closed-shape flight profile can better contain total emissions relative to a 

one-sided curtain flight because most cities have more than one point source and wind direction can change with 

time and altitude. To reduce the uncertainty of the emissions estimate, it is important that the sampling and modeling 

strategy account not only for known source locations but also possible unidentified sources around the city. Our 

results highlight that aircraft-based measurements using a closed- shape flight pattern are an efficient and useful 65 

strategy for identifying emission sources and estimating local and city-scale greenhouse gas emission fluxes. 

Formatted: Font color: Auto



3 

 

 

1. Introduction  

  The ability to obtain accurate emissions estimates of greenhouse gases (GHG)es has been highlighted as an 70 

important issue for many decades, not only for regulating local air quality but also for assessing national-scale air 

quality and greenhouse gas emissions. In particular, urban emissions need to be well-understood because 

approximately 70 % of anthropogenic greenhouse gas emissions originate from urban areas (International Energy 

Agency, 2008; Gurney et al., 2009, 2015). This often gives rise tocauses urban domes with higher greenhouse gas 

(GHG) mixing ratios than surrounding areas (Oke, 1982; Idso et al., 1998, 2002; Koerner and Klopatek, 2002; 75 

Grimmond et al., 2004; Pataki et al., 2007; Andrews, 2008; Kennedy et al., 2009; Strong et al., 201 1). Therefore, 

estimating greenhouse gas emissions at regional to national scales requires an improved understanding of urban 

GHG emissions and the role of human behavior in altering these emissions (Rosenzweig et al., 2010; Wofsy et al., 

2010a, b).       

The commonly used bottom–up inventories derive estimates of direct and indirect emissions of greenhouse 80 

gases based on an understanding of emission factors from the constituent sectors (Andres et al., 1999; Marland et al., 

1985; Boden et al., 2010; California Air Resources Board, 2015; US EPA, 2016). These estimates rely on monthly 

or quarterly statistical averages of emission activities and often time-invariant emission factors, which mask 

behavioral patterns. However, rRecent bottom–up inventory data have improved from coarse estimates by using 

proxy data to produce fine spatial resolution estimates using specific activity data and emission factors 85 

corresponding to each emission source. In contrast, top–down methods (or inverse modeling), in which observed 

mixing ratios are partitioned into their sources, have also been used for constraining or cross-checking bottom-up 

emissions (Huo et al., 2009; Zhang et al., 2009; Cohen and Wang, 2014; Fischer et al., 2016; Miller and Michalak, 

2017).  

Efforts to understand urban-scale emissions using direct observation have been undertaken in several large 90 

urban areas cities including the nNortheastern U.S. (Boston, Baltimore/Washington D.C., He et al., 2013; Dickerson 

et al., 2016), the U.S. Mountain West (Salt Lake City, Strong et al., 2011), Indianapolis (Mays et al. 2009; Turnbull 

et al., 2015; Lamb et al., 2016; Lauvaux et al., 2016), and the sSouthwestern U.S., especially the Los Angeles basin 

(Duren et al., 2011; Kort et al., 2012) and European cities (Peylin et al, 2005; Kountouris et al., 2018). There are 

several methods to quantify emissions: in-situ measurements and flask collection through surface tower systems, 95 

space-based satellite retrievals, airborne in-situ measurements, mesoscale models, and Large Eddy Simulation (LES) 

modeling. As part of the Indianapolis Flux Experiment (INFLUX) project, airborne and tower measurements have 

been collected throughout Indianapolis to generate an extensive database. Over the western U.S., a legacy dataset 

network over Salt Lake City has collected measurements of CO2 using surface tower systems for more than one a 

decade (Pataki et al., 2005, 2007; Strong et al., 2011). Results from this extensive dataset have included seasonal 100 

variability over years and source apportionment into anthropogenic and biogenic sources. Since current emission 

inventories do not consider individual characteristics of each city While those efforts reach general agreement on 

emission inventories across the cities, they have limitations due to their geographical differences in topography, 
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climatology, different source attributions (such as types of industry and agriculture), as well as differences in the 

measurement and analysis methods.  105 

One approach for estimating CO2 and CH4 fluxes over cities is the use of an aircraft-based mass balance 

method. Several studies have demonstrated the utility of this approach (Kalthoff et al., 2002; Mays et al., 2009; 

Turnbull et al., 2011; Karion et al., 2013, 2015; Cambaliza et al. 2014; Gordon et al., 2015; Tadić et al., 2017). Mass 

balance methods utilize many length scales and patterns. The flights target mostly local scales (< 3 km) and areas 

around the point sources (Nathan et al., 2015; Conley et al., 2017), but they also characterize urban-scales (e.g. 25 x 110 

10 km for Gordon et al. (2015), 4 x 9 km for Tadić et al. (2017)) and the large-scalelarger-scales (40 km up to 175 

km, especially for a downwind curtain flight (Mays et al., 2009; Turnbull et al., 2011; Karion et al., 2015)).  

        The flight patterns can be classified into three different categories: 1) single-height transect flight, 2) single 

screen ("curtain") flight with multiple transects, and 3) enclosed shapes (box, cylinder) (see Fig. S1 in 

Supplementary Appendix Material). Commonly, there are assumptions made in these airborne sampling approaches. 115 

First, the single-height transect approach assumes a well-mixed boundary layer. Karion et al. (2013) measured CO2 

and CH4 along a single-height transect with an assumption of uniform vertical mixingdistribution of trace gases with 

altitude within the PBL and with time. Turnbull et al. (2011) performed a flux estimate by incorporating detailed 

meteorological information and transecting an emission plume with an aircraft. These studies also assumed that 

emissions originate from point sources such as pipes and smokestacks, and travel downwind so that all pollution is 120 

reflected on the downwind “curtain” with constant wind speed. Second, the single-screen multi-transect method 

does not assume a uniformly mixed boundary layer condition but is dependent upon a constant wind speed. Without 

a well-mixed boundary layer assumption, Cambaliza et al. (2014) measured CH4 along multiple height transects 

downwind of the city of Indianapolis (See Fig. S1a in Supplementary Material). However, they assumed that winds 

at the time of measurement were the same as at the time of emission (i.e., winds after the methane release were time-125 

invariant). Third, the enclosed 3-D shape flights do not presuppose any of the assumptions described above. Gordon 

et al. (2015) measured various GHG with a stacked box flight pattern, to capture the vertical variation in mixing 

ratio both upwind and downwind. Tadić et al. (2017) and Conley et al. (2017) accomplished emission estimates by 

flying a cylinder pattern near around an emission source to measure GHG both upwind and downwind for analysis 

based on the divergence theorem. More recently, Baray et al. (2017) used both a screen flight and box flight 130 

approach around oil sands facilities and showed that each flight pattern could be preferred, depending on the types 

of emissions and spatial characteristics, of a particular situation.  

While these assumptions may be valid in certain conditions, they do not always hold. Most cities include 

multiple sectors, including industry, agriculture, and residential areas, and can have daily variability in wind that 

influences flux patterns. For example, a local landfill, various highways and several airports around Sacramento are 135 

significant sources of emissions and of uncertainty. To minimize uncertainty in flux estimates, these sources must be 

taken into consideration. The method of extrapolation to unsampled areas can also be a large source of uncertainty. 

For example, Gordon et al. (2015) demonstrated the significant impact of extrapolation methods over the 

unsampled, near-surface region on the final emission estimate, unlike Cambaliza et al. (2014) who assumed that the 

city plume is rarely observed in a transect between the surface and the lowest altitude flight measurement. 140 
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Assumptions can break down when wind direction and speed vary with time and three dimensional space (e.g. 

longitude, latitude and altitude; (see Fig. 2S); incorrect use of wind data can result in increased uncertainty and 

reduction of accuracy. Flux estimates also require an estimate of the planetary boundary layer height (PBLH), an 

important physical parameter that is hard to measure. State-of-the-art atmospheric models and reanalysis products 

often estimate the PBLH, but substantial differences have been observed in existing in both models and reanalysis 145 

data (Wang et al. 2014). In addition, entrainment from the free troposphere into the planetary boundary layer (PBL) 

and fluxes from the surface have been ignored in most previous studies. Thus, more careful consideration and 

understanding of these factors are required for determining emission estimates using any of the three mass balance 

flight patterns.  

       The primary goals of this study are: i) to design and execute the cylindrical flight patterns for greenhouse gas 150 

observations for an urban domains (Fig. S1b in Supplementary Material) and to assess the impact of different 

interpolation and extrapolation methods on the emission estimate, ii) to test the sensitivity of emission estimates to a 

variety of factors such as wind, background mixing ratios, and different flux estimation methods, and finally iii) to 

examine the importance of vertical mass transfer on the flux estimates. To address these goals, we collect present 

here CO2 and CH4 data during three two research flights over Sacramento (See Fig. 1a, Fig. S23 in Supplementary 155 

Material) for urban (35–60 km) and  local scales (< 3 km), and determine emission fluxes using various treatments 

of wind conditions, background valuemixing ratios, and vertical mass transfer. The data and methodology are 

presented in section 2. Kriging results for the CO2 and CH4 concentrations fluxes for all three flights are shown in 

section 3. The sensitivities of flux estimates to different use of the wind, background value, and vertical mass 

transfer are also investigated. The conclusions of this study are presented in section 4.  160 

2. Data and Methods  

2.1 Data cCollection 

       In situ measurements of CO2 and CH4 were performed as part of the Alpha Jet Atmospheric eXperiment 

(AJAX) project. Sampling occurred 21:10 – 22:00 UTC on November 18, 2013 (local standard time is UTC minus 8 

h, 13:10 – 14:00 PST) and 20:55 – 21:45  UTC  on June 29, 2015. The CO2 and CH4 instrument (Picarro Inc., model 165 

2301-m) is calibrated before each flight using two whole-air standards (high and low) from the National Oceanic 

and Atmospheric Administration's Earth System Research Laboratory (NOAA/ESRL). In addition, we used these 

whole air standards to put accurate numbers onto secondary, synthetic standards, of which we have 5 or more of 

varying ranges. Thus, they give us a good handle on the linearity of the instrument, across varying concentration 

ranges. Water vapor corrections using Chen et al. (2010) were applied to calculate the dry mixing ratios of CO2 used 170 

during this study. The overall uncertainty was determined to be 0.16 ppm for CO2 and 2.2 ppb for CH4 (Tanaka et 

al.,2016; Tadić et al., 2014).  

       The Meteorological Measurement System (MMS) measures high-resolution pressure, temperature, and 3-D (u, 

v, and w) winds (Hamill et al., 2016). Take off time from Moffett Field was between 20:30 and 21:00 UTC for each 

flight day discussed here. For the November flights, local time was 13:30-14:00 Pacific Standard Time; for the July 175 
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flight, take off was at 12:37 Pacific Daylight Time. The CO2 and CH4 mixing ratios and horizontal wind speed are 

plotted in Fig. 2.  

2.2 Data gGridding 

        2.2.1 Extrapolation to the sSurface 

Because the lowest flight path level was typically between 250 and –380 m above the surface and there were 180 

no ground-based measurements along the flight tracks, there is always a gap in measurement data between the 

surface and the lowest flight altitude. Many studies adopt a well-mixed layer assumption below the lowest flight 

altitude (Karion et al., 2013)., but theseThe unmeasured values can also lead to a significant bias and large 

uncertainties in estimating GHG mixing ratios and fluxes, depending on interpolation and extrapolation schemes 

(Gordon et al., 2015). Thus, we investigated four methods to extrapolate mixing ratio values to the surface, which 185 

are termed 1) constant, 2) exponential fit, 3) gGaussian fit, and 4) kriged fit (see Fig. 3). The constant method 

assumes an elevated plume with a constant background level. The background constant level level here is derived 

from the lowest flight measurement: X(t, z) = X(t, zL) for z0 < z < zL, where zL is the lowest flight level. The 

exponential-fit method assumes an exponential decay of X(t, z) from zL to z0. The detailed method is based on 

Gordon et al. (2015). The Gaussian fit method is similar to exponential fit method, except that the surface-sourced 190 

plume dispersion follows a Gaussian distribution. The detailed method is based on Gordon et al. (2015). The kriged 

fit was applied down to the surface level, extended from the sampled area above.  

          Figures 3a and 3b show observed and estimated CO2 mixing ratios at several locations over Sacramento on 

November 18, 2013. These results demonstrate that a large source of uncertainty and difference comes from not only 

the interpolation between flight levels but also the extrapolation of the data between the lowest flight level and the 195 

surface. For example, uncertainty in estimated GHG mixing ratios below the lowest flight level (indicated by the 

yellow diamond) can be large (up to ~ 20 %). In the worst cases, CO2 mixing ratios span more than 80 ppm at the 

surface among the methods (Fig. 3b); CH4 ranges > 0.15 ppm. Note that the differences between interpolation 

schemes where data exists (above ~ 250–380 m) are smaller than the differences between various methods below the 

lowest flight data. Without ground-based data, a proper choice of extrapolation schemes requires knowledge or 200 

presumption of the mixing ratio behavior in this region. Gordon et al. (2015) proposed that the case of elevated 

sources beneath the lowest flight level is best suited to constant extrapolation of mixing ratio to the surface (blue 

curve), while a ground-source should be represented with an exponential-fit extrapolation (red).  

The various fits rely on different assumptions; the ordinary kriging method (magenta trace in Figs. 3b and 3f) 

also requires some assumptions (e.g., constant mean, constant variance, second-order stationarity and isotropy, and 205 

validity of the theoretical model), but the method leverages spatial and statistical properties of the observations to 

derive estimates, and seems to be less arbitrary than alternative interpolation/extrapolation methods. We note the 

similarity between the kriged values and the constant extrapolation method for both CO2 and CH4 (not shown). The 

gaussian and the exponential extrapolations produce large values below the measurement level, increasing the 

uncertainty. However, the values above the lowest measurement level are very similar among the different fit 210 

methods. This indicates how sensitive the final flux estimate can be depending on the  given interpolation and 
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extrapolation method and how much care should be taken when selecting the extrapolation methods when no data is 

available.  

 

2.2.2 Elliptical fit and measurement interpolation (Kriging method) 215 

Because the aircraft flew in a cylindrical pattern around the city, the flight paths were transformed into a polar 

coordinate system. The path was projected to the surface first and fit into an ellipse using least squares method to 

minimize the difference between the measured data and the fitted data. Then, we computed each point using the 

major and minor axis of the ellipse and parameter t. Each point on the ellipse was represented by a single parameter 

(t, eccentric anomaly), according to the equations: 220 

 

                                   
0
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( ) cos cos sin sin (1)

( ) cos sin sin cos
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Y t Y a t b t
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where a and b is a radius of the major, minor axis of the ellipse, respectively, φ is the angle between the X-axis and 

the major axis of the ellipse, and the parameter t is obtained from Eqn. (1), varying from 0 to 2π. Then, the data was 225 

gridded into a two-dimensional plane [t, height].  

In order to assess the strengths of a kriging approach to quantifying emissions, two interpolation methods were 

assessed: interpolation using kriging and that using an exponential weighting function (see Fig. S4). The exponential 

weighting function at a given point (P) was defined as the weighted average of all the other points where the weights 

decrease exponentially with distance to P. Both approaches captured the general plume pattern (regions with high 230 

and low concentrations of CO2), but the kriging approach did better at capturing individual plume features such as 

the range and magnitude, while interpolation with the exponential weighting function could not resolve such details  

(see Fig. S4 in Supplementary Material). Another benefit of kriging is that it can estimate values at unsampled 

locations using a weighted average of neighboring samples, thus reproducing the characteristics of the observed 

values.  235 

Interpolation was performed by the ordinary kriging method (Chilés and Delfiner, 2012), modified from the 

IDL v8.1 kriging tool to fit an elliptical pattern. We chose ordinary kriging because there is no obvious trend in the 

data we use. Before kriging, we modeled the variograms for all relevant variables. A variogram (or semivariogram) 

is a function describing the degree to which the data are correlated as a function of the separation distance between 

observations. The empirical semivariogram of the data was fit using an exponential variogram model, based upon 240 

visual inspection of the experimental variograms. Three parameters were used to fit the theoretical variogram, 

namely the sill (the expected value of the semivariance between two observations as the lag distance goes to 

infinity), the range (the distance at which the variogram reaches approximately 95% of the sill), and nugget 

(representative of measurement error and amount of microscale variability in the data). Variogram modeling was 

first performed to derive parameters required to obtain ordinary kriged estimates. Various other types of kriging 245 
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exist in the literature on quantifying greenhouse fluxes (Tadić et al., 2017), but examining their differences is 

beyond the scope of this study.  

We kriged the CO2, CH4, wind, temperature, and pressure observations to obtain both the estimate and the 

uncertainty for each variable at each grid point. The individual semivariograms of the variables for each flight were 

produced, and we present them for one flight in Fig. S5 in Supplementary Material. For each flight, the sampled data 250 

were kriged to a grid of maximum height divided by 150 in the vertical dimension; the horizontal dimension was 

kriged from end to end of the flight transect, enclosing the circumference of the entire city, divided by 360 in  the 

horizontal direction. The vertical dimension was interpolated from the ground to the top of the flight measurement, 

but only data up to the estimated planetary boundary layer height (PBLH) was used for computing the flux 

estimates. 255 

The uncertainty in the kriged results was assessed using the variance (and the standard deviation) of the kriged 

estimate at each point, as in Mays et al. (2009) and Nathan et al. (2015). In a statistical sense, the interpolated 

downwind CO2 and CH4 concentration is one of the largest sources of uncertainty in flux error estimates because the 

downwind flux calculation requires interpolated values at unsampled locations. Another well-known significant 

source of uncertainty comes from the wind measurement (Mays et al., 2009; Karion et al., 2015; Tadić et al., 2017). 260 

The grid resolution can also be a source of uncertainty. Nathan et al. (2015) reported that changing the grid 

resolution by a factor of 2 in either direction resulted in a 4  % absolute change in the emission rate, and showed that 

the grid size does not significantly bias the interpolated emission rates for their study. However, emission estimates 

may depend on scales of variability in the measured quantities and the grid resolution, in that the grid resolution has 

to be sufficiently fine to capture the observed scales of variability. They also demonstrated that the selection of the 265 

variogram model they used, such as Gaussian-cosine, linear, exponential, and exponential-bessel variogram, did not 

affect the final emission estimate substantially (the difference is less than 5 %) in their case study. Moreover, 

uncertainties in greenhouse gas mixing ratio measurements, as well as in wind speed and direction, directly 

propagate the emission rates uncertainties. 

3. Flux calculations 270 

Figure 1 shows a map of the AJAX flight tracks on November 18, 2013 and July 29, 2015 over Sacramento 

and the vertical structure of the CO2 mixing ratio on November 18, 2013. A simple illustration of the air flow 

demonstrates the basic idea of this study, Gauss’s divergence theorem, which relates the flow through the surface to 

the volume of the cylinder (Fig. 1c). Mass coming in and out of the cylinder should be conserved if there is no leak 

through the top or the bottom of the cylinder (i.e., the flow into the cylinder balances with the flow out of the 275 

cylinder). More precisely, the surface integral through a closed system is equal to the volume integral of the 

divergence over the region inside the surface. Since the atmosphere has no upper boundary, we assume that vertical 

mass transfer is accomplished through entrainment from the top of the PBL, and surface flux from the bottom of the 

cylinder near the surface. In this way, the oval cylinder we design over the city has a closed surface, and the flux 

inside the cylinder is equal to the sum of the emission flux at the bottom.  280 
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In Section 3.1 we will first describe the "base case" calculation of fluxes, and in Section 3.2 we report the 

sensitivity of the fluxes to variations in several aspects of the method.  

 

3.1 Base case experiment  

       Our base case experiment used the entire gridded, enclosed elliptical data curtain using kriging as both the 285 

interpolation and extrapolation method. We averaged the measured wind in vertical layers 100 m thick so that air 

(mass) coming into the cylinder equaled air leaving the cylinder (which we refer to as “mass–balanced wind”). We 

assigned the background to be the minimum concentration found in each 100 m layer.  PBLH was determined as the 

altitude of the maximum gradient from a vertical profile of potential temperature (Wang et al., 2008) obtained from 

the MMS measurements during each flight. We included entrainment from the top and surface flux from the surface.  290 

The results of this base case are displayed in the top rows of Tables 1 (urban scale) and 2 (local scale). 

       Here we define the entrainment (surface) flux as the turbulent flux of the scalar at the boundary layer height 

(surface) (Faloona et al., 2005). Then we compute the entrainment flux at the top of the cylinder by multiplying the 

area of the top of the cylinder with ( ' ')
h

E w c A   where A is the area of the top of the cylinder, 

' ( ( , ) ( ))bgc C t z C h   , ( , )C t z  is the CO2 (or CH4) mass concentration (g m-3) converted from the CO2 (or CH4) 295 

mixing ratio (ppmv) at a given point, t, along the perimeter of the top of the cylinder at z=h, and ( )bgC h is the 

background concentration of CO2 (or CH4) at the top of the boundary layer. The CO2 (CH4) mass is calculated from 

the CO2 (CH4) mixing ratio (ppmv). Using this, we could make direct observations of the entrainment flux by 

measuring vertical velocity together with the trace gas mixing ratio throughout the boundary layer. The surface flux 

is computed at the surface (z = 0) in a similar manner. 300 

       We determined kriged data for each field from the measured CO2, CH4, wind, temperature, and pressure, and 

then subtracted background values from the trace gas data at each grid point. To convert the volume mixing ratio 

[ppmv] to a mass concentration [g m-3], the number of CO2 or CH4 molecules were computed based on the ideal gas 

law using the kriged temperature and pressure. Then, the net mass flow [g m -2 s-1] was integrated in the horizontal 

and vertical directions from the surface up to the top of the cylinder. 305 

                                           

                                         ( , )sin( ) ( ( , ) ) (2)bgF U z C z C Ld dz       

where L is the difference between two points on the ellipse, ( , )U z  is the wind speed,  is the angle of the wind 

velocity relative to the flux surface, C is the concentration (g m-3), and bgC is the background concentration at each 

level z. The component of the wind perpendicular to the flux surface was used in the flux calculation. 310 

Figure 4 shows the measured methane over Sacramento, CA, for November 18, 2013, the projection to the 

ground, and the computed “flux surface”. The kriged CH4 not only captures the measured CH4 mixing ratio, but also 
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fills the unsampled area based on the observed data characteristics. Maximum values were found at 38.73º N, 121.2º 

W to 38.68º N, 121.45º W at 300 m. The high CH4 region corresponds with highways, landfills and dairy farms.  

For the same flight, Fig. 5 shows the observed and kriged CO2 mixing ratio, and kriging uncertainty at each 315 

grid point. The kriged CO2 field captures the main features of the observed CO2 plume well. The CO2 mixing ratios 

were much larger (up to 25 ppm higher at most spots) on the downwind side than the upwind side. The observations 

in Figs. 5(b–e) suggests that the vast majority of the emission sampled by the flights originates in the region 

identified as traffic regions (Roseville), airports, metropolitan areas (Arden-Arcade, Roseville, North Highlands, 

Fair Oaks) (see the map in Fig. 5a). Uncertainties of CO2 were large near the surface, small from 200–900 m, and 320 

grew larger near the top of the sampled domain.  

The vertical stretching pattern of CO2 mixing ratios in Fig. 5(d) appears to be due to the large scale difference 

between the horizontal length (> 120 km) and the vertical length (< 1 km). When we applied our method to the local 

scale (horizontal scale < 3 km, see Fig. 7), or took a small horizontal portion of the large oval (see Fig. S3 in 

Supplementary Material), the vertical stretching pattern disappeared.  325 

        As shown in the top row of Table 1, we determined urban-scale flux values of 25.6 ± 2.6 Mt CO2 yr-1 and 87.1 

± 8.7 Gg CH4 yr-1 for this base case experiment. Note that we do not consider the uptake of CO2 by vegetation, but 

the biological impact on CO2 flux will be important especially during summer. 

 

3.1.1 Wind treatment 330 

To test the sensitivity of fluxes to the choice of the background value and the wind characteristics, we applied the 

measured high-resolution (1 Hz) in-situ wind data to the flux calculation in two different ways. In one we used the 

measured wind at specific measured points without any correction (hereafter we refer to it as “raw wind”). In this 

case, inflow and outflow are not balanced within a cylinder. Alternatively, we averaged horizontal wind at each 

vertical level, so that air (mass) coming into the cylinder equaled air leaving the cylinder. By assuming non-335 

divergence, mass can be balanced (here we refer to it as “mass–balanced mean wind”). 3.1.2 Background mixing 

ratios 

Figure 1a shows a map of the three AJAX flight tracks over Sacramento and the vertical structure of the CO2 

mixing ratio on November 18, 2013, July 29, 2015, and November 17, 2015. A simple illustration of the air flow 

(computed as the pressure divided by the magnitude of the wind vector normal to the cylindrical surface) 340 

demonstrates the basic idea of this study, Gauss’s divergence theorem, which relates the flow through the surface to 

the volume of the cylinder. Mass coming in and out of the cylinder should be conserved if there is no leak 

throughout the top and the bottom of the cylinder (i.e., the flow into the cylinder balances with the flow out of the 

cylinder). More precisely, the outward flux of a vector through a closed system is equal to the volume integral of the 

divergence over the region inside the surface. Since the atmosphere has no upper boundary, we assume that vertical 345 

mass transfer is accomplished through an entrainment from the top of the PBL, and surface flux from the bottom of 

the cylinder near the surface. In this way, the oval cylinder we design over the city has a closed surface, and the flux 

inside the cylinder is equal to the sum of the emission flux at the bottom.  
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Background values are one of the most important factors in obtaining flux estimates. Here we used three 

distinct methods to determine background values and calculate emission fluxes for each gas. First, we used the 350 

minimum value at each vertical level of the data (i.e., from the surface to the top of the PBL). Second, we used the 

average value at each vertical level. Third, we used two different vertically invariant, constant values throughout the 

whole height from the surface to the top of the PBL. 

3.1.3 Planetary Boundary Layer Height (PBLH) and Entrainment 

The potential temperature profile, which indicates atmospheric static stability and which significantly affects 355 

pollutant diffusion, is the most common operational method to determine PBLH. We determined PBLH as the 

altitude of the maximum gradient from a vertical profile of potential temperature (Wang et al., 2008) obtained from 

the MMS measurements. No significant sensitivity was found using several different PBLH detection algorithms, 

such as the parcel method (the interaction between dry adiabatic lapse rate and temperature), rapid decrease in water 

vapor (Wang and Wang, 2014), or Richardson number method (Wang et al. 2008). A simple example is shown in 360 

Supplementary Material Fig. S6.  

The boundary layer growth is determined by the sum of entrainment velocity (w´), and large-scale mean 

vertical velocity (Vilà-Gueru de Arellano et al. 2004, Faloona et al., 2005, Trousdell et al., 2016). Here we define 

the entrainment (surface) flux as the turbulent flux of the scalar at the boundary layer height (surface). Then we 

compute the entrainment flux at the top of the cylinder by multiplying the area of the top of the cylinder 365 

with ( ' ')
h

E w c A   where A is the area of the top of the cylinder, ' ( ( , ) ( ))bgc C t z C h   , ( , )C t z  is the CO2 

mass (g m-3) at a given point surrounding the top of the cylinder at z=h, and ( )bgC h is the background 

concentration of CO2 at the top of the boundary layer. The CO2 mass is calculated from the CO2 mixing ratio 

(ppmv). Using this, we could make direct observations of the entrainment flux by measuring vertical velocity 

together with the trace gas mixing ratio throughout the boundary layer. The surface flux is computed at the surface 370 

(z = 0) in a similar manner. 

3.1.4 “Best conduct” calculated fluxes  

We determined kriged data for each field from the measured CO2, CH4, wind, temperature, and pressure, and 

then estimated the local background concentrations for both trace gases following three different approaches 

described above. Then we subtracted these background values from the trace gas data at each grid point. To convert 375 

the volume mixing ratio [ppmv] to a mass concentration [g m-3], the number of CO2 or CH4 molecules were 

computed based on the ideal gas law using the kriged temperature and pressure. Then, the net mass flow [g m-2 s-1] 

was integrated in the horizontal and vertical directions from the surface up to the top of the cylinder. 

                                           

( , )sin( ) ( ( , ) ) (2)bgF U z C z C Ld dz       380 
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where L is the difference between two points on the ellipse, ( , )U z  is the wind speed,  is the angle of the wind 

velocity relative to the flux surface, C is the concentration (g m-3), and bgC is the background concentration at each 

level z. The component of the wind perpendicular to the flux surface was used in the flux calculation. 

       Estimates of GHG mixing ratios along the cylindrical boundary of the flight pattern are sensitive to the choice 

of interpolation schemes and extrapolation fits, especially at lower altitudes where there are no aircraft data 385 

available.  Figure 2 shows CO2 and CH4 mixing ratios for November 18, 2013 and November 17, 2015 at several 

locations over Sacramento. These results demonstrate that a large source of uncertainty and difference comes from 

not only the interpolation but also the extrapolation of the data between the lowest flight level and the surface. For 

example, uncertainty in estimated GHG mixing ratios below the lowest flight level (indicated by the yellow 

diamond) can be large (up to ~ 20 %). In the worst cases, CO2 mixing ratios span more than 60 ppm at the surface 390 

among the methods; CH4 ranges > 0.15 ppm. Note that the differences between interpolation schemes where data 

exists (above ~ 250–380 m) were smaller than the differences between the values obtained from the various methods 

below the lowest flight data. Without ground-based data, a proper choice of extrapolation schemes requires 

knowledge or presumption of the mixing ratio behavior in this region. Gordon et al. (2015) proposed that the case of 

elevated sources beneath the lowest flight level is best suited to constant extrapolation of mixing ratio to the surface 395 

(blue curve), while a ground-source concentration should be represented with an exponential-fit extrapolation (red).  

The various fits rely on different assumptions; the ordinary kriging method (magenta traces in Figure 2) also 

requires some assumptions (e.g., constant mean, constant variance, second-order stationarity and isotropy, and 

validity of the theoretical model). Ordinary kriging leverages spatial and statistical properties of the observations to 

derive estimates, and seems to be less arbitrary than alternative interpolation/extrapolation methods. We note the 400 

similarity between the kriged values and the constant extrapolation method for both CO2 and CH4.  

Figure 3 shows the measured methane over Sacramento, CA, for November 18, 2013, and the projection to the 

ground (plan-view), the grid in panel (d) shows how we fit the data to compute the “flux surface” using kriging. The 

kriged CH4 not only captures the measured CH4 mixing ratio, but also fills the gap of the unsampled area based on 

the observed data characteristics. Maximum values were found at 38.73º N, 121.2º W to 38.68º N, 121.45º W at 300 405 

m. The high CH4 region corresponds with highways, airports and dairy farms, especially near the surface. Compared 

to the conventional interpolation without considering the individual characteristics of data, kriging can capture the 

most important features of the data (see Fig. S4 in Supplementary Material).  

Figure 4 shows the observed and kriged CO2 mixing ratio, and kriging uncertainty at each grid point on 

November 18, 2013, and November 17, 2015. The kriged CO2 fields capture the main features of the observed CO2 410 

plume well. The centers of the large CO2 plumes differed somewhat in magnitude and width, reflecting the varied 

source characteristics for CO2. The CO2 mixing ratios on November 18, 2013, were much larger (up to 25 ppm 

higher at most spots) than those on November 17, 2015.  

The observations in Figs. 4(a–f) suggest that the vast majority of the emission sampled by the flights originates 

in the region identified as traffic regions (Roseville), airports, metropolitan areas (Arden-Arcade, Roseville, North 415 

Highlands), and dairy farms. On both days, the largest CO2 mixing ratios were seen on the northeast side of the oval, 

which was the downwind side when sampled in 2013 and the upwind side in 2015 (see Fig. S2 in Supplementary 
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Material), indicating that all areas need to be taken into consideration to understand the emission characteristics, 

obtain the actual flux estimates, and reduce uncertainties. The detailed wind direction speed are shown in Fig. S2 in 

Supplementary Material. 420 

The vertical stretching pattern of CO2 mixing ratios in Figs. 4(g-j) appears to be due to the large scale difference 

between the horizontal length (> 120 km) and the vertical length (< 1 km). When we applied our method to the local 

scale (horizontal scale < 3 km, see Fig. 6), or took a small horizontal portion of the large loop (see Fig. S4 in 

Supplementary Material), the vertical stretch pattern disappeared.  

 425 

 

Panels (i, j) show the uncertainty was largest near the ground, in particular over the unmeasured area (e.g., 

November 17, 2015, below ~ 200 m, 38.63º N, 121.11º W ~ 38.81º N, 121.18º W), and when the data were observed 

a farther from the elliptical path. The uncertainty in a narrow region at ~1 km for November 17, 2015, resulted from 

the lack of data when aircraft was entering and exiting the cylinder. Furthermore, there were no measurements on 430 

the ground, so the estimates below 200 m were dependent only on the data around 200 m, which was an additional 

source of the uncertainty. Uncertainties of CO2 were large near the surface, small from 200–900 m, and grew larger 

near the top of the sampled domain.  

By assuming that the errors of each factor are Gaussian in nature and each measurement (e.g. CO2 and wind) is 

independent (no covariance), we estimate the overall uncertainties in the calculated flux by adding the fractional 435 

uncertainties of the kriged CO2, CH4, and winds in quadrature, as in Nathan et al. (2015). The overall uncertainties 

of the CO2 and CH4 mixing ratios (emission estimates) are similar: both of them are less than 2(1) %. When we only 

compute the fluxes for the lateral part of the cylinder using the errors from the CO2 and CH4 mixing ratios and the 

wind measurement (normal component of the flux surface), the overall uncertainty of the emission estimate over the 

urban scales is about 4%, and 14% for both CO2 and CH4 on November 18, 2013 and November 17, 2015. The 440 

uncertainties over the local scales over landfill and rice field for both CO2 and CH4 on July 29, 2015 are about 35% 

and 17%. When we include the entrainment flux at the top and the surface flux at the bottom of the cylinder in 

addition to the flux in the lateral part, the total uncertainty was increased by about less than 1% or remains the same 

for both CO2 and CH4. This appears to be because the contribution of the vertical mass transfer through entrainment 

and the surface flux to the total flux estimates is relatively small, as we will show in section 3.5.  445 

Although we used much more accurate in-situ wind measurements than most past studies for flux calculation, the 

wind was still the most important variable for the uncertainty of flux estimates, consistent with previous studies. 

This probably partially stems from the uncertainty in the wind at interpolated locations or the sparsity of the 

measurements. Cambaliza et al. (2014) estimated the uncertainty of the emission rates from kriging analysis is about 

50 %. Nathan et al. (2015) also estimated the overall statistical uncertainty of the emission rate over a compressor 450 

station in the Barnett Shale as ± 55 %. We did not consider the uncertainty of PBLH here because we used the 

PBLH based on our in-situ meteorological data and estimate its uncertainty to be < 1 %.  

 

3.2 Sensitivity Tests 
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3.2.1 Sensitivity of calculated flux to wind treatment 455 

Wind variability and measurement assumptions can lead to errors in the CO2 and CH4 flux estimates (Mays et 

al., 2009; Cambaliza et al., 2014, 2015; Nathan et al., 2015; Karion et al., 2013, 2015), and the way in which winds 

are estimated and quantified especially matters. For November 18, 2013, the wind was southwesterly at the low 

altitude, but it changed its direction to southeasterly as height increased. Figure 5 demonstrates the clear difference 

in flux estimates when the 2-D raw wind and the mean for each level (mass balanced) wind are used. Note that we 460 

captured high fluxes (panel f) along with high CO2 and CH4 mixing ratio when we used the mass-balanced wind (e), 

while we were less likely to obtain a strong emission signal when using the raw wind data (h), which might be 

attributed to an imbalance of inflow and outflow to the cylinder. The total flux was ~7 times different between wind 

cases: 3.68 Mt CO2 yr-1 and 13.00 Gg CH4 yr-1 calculated with raw wind, and 26.55 Mt CO2 yr-1 and 88.82 Gg CH4 

yr-1 with mean wind using the minimum mixing ratio of each level as the background and including vertical mass 465 

transfer (see Table 1, rows 1 and 3).The difference was much less for the flight in November 2015. 

The importance of wind data on the flux calculation is also seen in local–scale emission calculations (see Fig. 

S8 in Supplementary Material). For the small cylinder over the landfill site on July 29, 2015, Fig. 6 shows the 

observed and kriged CH4 mixing ratio and the flux estimation using either the raw wind (c) or the mass-balanced 

wind (d). As before, the kriged CH4 is a good representation of the local characteristics of the CH4 field. 470 

Reassuringly, the elevated CH4 concentration was reconstructed over 121.19º W, 38.52º N, which was the actual 

location of the landfill (See also Fig. S8 in Supplementary Material). The CH4 fluxes (7 – 10 Gg CH4 yr-1) estimated 

using measured wind (varying with time and space) reflect the strong enhancement of CH4 mixing ratios at local 

scales. Considering light wind conditions (< 2.5 m s-1) and high temperature during July, the local emissions are 

attributed to these high flux estimates. The choice of distinct wind treatments led to a 30% difference in the total 475 

CH4 estimate and 70% in CO2 for this particular case. The CH4 concentration and its flux areis low over the rice 

field on that day (See in Fig. S7-S8 in Supplementary Material). 

Many previous studies estimated CO2 and CH4 fluxes based on the mean wind vector at the dominant wind 

direction (positive and one direction) and speed (Turnbull et al. 2011; Karion et al. 2015), often using simulated 

wind obtained from a coarse resolution model. The mass-balanced area-mean wind of the cylindrical loops in this 480 

study was based on actual measurements, not coarse resolution model data, which enhances the accuracy of our flux 

estimates. To test the sensitivity of fluxes to the treatment of wind, we applied the measured high-resolution (1 Hz) 

in-situ wind data to the flux calculation in two different ways. We averaged horizontal wind on each vertical level 

(100 m for the base case, 500 m (not shown), or the whole cylinder as one layer ), so that air (mass) coming into the 

cylinder equaled air leaving the cylinder. We also evaluated the calculated fluxes when the measured wind was used 485 

without any averaging (hereafter we refer to it as “raw wind”). In this case, inflow and outflow are not required to be 

balanced.  

For November 18, 2013, the wind was southwesterly at the low altitudes, but it changed its direction to 

southeasterly as height increased. Figure 6 demonstrates the clear difference in flux estimates when the 2-D raw 

wind or the mass-balanced wind is used. The right column in Fig. 6 shows that we captured high fluxes when we 490 

used the mass-balanced wind (middle and bottom rows), while we were less likely to obtain a strong emission signal 
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when using the raw wind data (top), which might be attributed to an imbalance of inflow and outflow to the 

cylinder. The total flux was ~7 times different between wind cases: 3.7 Mt CO2 yr-1 and 13.0 Gg CH4 yr-1 calculated 

with raw wind, and 25.6 Mt CO2 yr-1 and 87.1 Gg CH4 yr-1 using mass-balanced wind with 100 m vertical average, 

leading to 86% and 85% difference compared to the base case (see Table 1). 495 

The importance of wind data on the flux calculation is also seen in local–scale emission calculations, but not as 

dramatically as in those for the urban scale (see Table 2). For the small cylinder over the landfill site on July 29, 

2015, Figure 7 shows the observed and kriged CH4 mixing ratio and the flux estimation using the raw wind and 

mass-balanced wind over the landfill site. As before, the kriged CH4 is a good representation of the local 

characteristics of the CH4 field. Reassuringly, the elevated CH4 concentration was reconstructed over 121.19º W, 500 

38.52º N, which was close to the nearby landfill (See also Fig. 4, Fig. S6 in Supplementary Material). Considering 

light wind conditions (< 4 m s-1) and high temperature during July, the high flux estimates are attributed to the local 

emissions. For local-scale, the difference in the flux estimate using raw wind and mass-balanced wind is relatively 

small. For example, even when using raw-wind over the landfill, the difference of the calculated flux from base case 

is ~25 % for CH4, which is about 1/3 smaller than the difference of calculated flux from the base case for urban-505 

scale (~ 85%) for CH4. For CO2, when using raw-wind the difference of calculated flux from base case gets larger, 

but it is still smaller than the difference for urban-scale (See Table 1).  

Another interesting finding here is the importance of vertical averaging effect of wind, which is also shown in 

Figs. 6 and 7. Even when using the mass-balanced wind, the whole-column-averaged wind can underestimate or 

overestimate the final flux estimate depending on the situation. Certainly, care needs to be paid when treating wind 510 

as a mean in both the horizontal and the vertical. Many previous studies estimated CO2 and CH4 fluxes based on the 

mean wind vector at the dominant wind direction (positive and one direction) and speed (Turnbull et al. 2011; 

Karion et al. 2015), often using simulated wind obtained from a coarse resolution model. Even when using high 

resolution measured winds in place of coarse resolution model data, we can see the impact of averaging wind on the 

flux estimate. However, overall, the choice of raw wind or mass-balanced wind is more important than the thickness 515 

of the vertical averaging for mass-balanced wind for flux estimate for both urban- and local-scale. Furthermore, the 

flux estimates using raw wind are more sensitive to the choice of the background for both urban- and local scale. For 

example, when we use raw wind with average background concentration, the flux estimate is about the same as the 

base case flux estimate (See bottom rows in Table 1 and Table 2).  

 520 

3.2.2 Sensitivity of calculated flux to the choice of background concentrations 

Since both CO2 and CH4 mixing ratios vary with altitude, we employed a vertically variant background value 

for each trace gas. Tables 1 and 2 show the calculated CO2 and CH4 emission fluxes using two different wind 

methods and two different background treatments for different flight days. The rows labeled "min" were generated 

using the minimum kriged mixing ratio in each altitude band as the background for all data at that level. The rows in 525 

Table 1 identified by "Bg=avg" used the average mixing ratio on each of the 150 vertical levels as the background 

on that level. 
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The sensitivity of calculated flux to the choice of the background treatment was significant when we used raw 

wind (top two rows in Tables 1). This was true both with the vertical mass transfer (Table 1) and without (not 

shown). In contrast, when we use the mean wind, the emission estimates for both CO2 and CH4 are nearly identical 530 

for either choice of the background treatment. 

Interestingly, emission rate estimates were similar for the case of raw wind with averaged CO2 or CH4 as the 

background values and both cases using mass-balanced (mean) wind. To satisfy mass conservation, we also 

computed the entrainment flux from the top (z=h) and the surface flux from the bottom of the cylinder (z=0). The 

data from Table 1 is also shown in Figure 7 as the non-hatched bars. 535 

Our city-wide estimate of 15-28 Mt CO2 yr-1 is higher than the result by Turnbull et al. (2011), who reported 

3.5 Mt CO2 yr-1 over Sacramento in February 2009. When we examine only the small portion of the ellipse which 

shows the highest CO2 mixing ratio (e.g. 121.45–121.20° W and 38.65–38.76° N in 2013), CO2 fluxes calculated 

using spatially varying wind with minimum values for the background were 4.2 Mt yr-1 in 2013 and 5.5 Mt yr-1 in 

2015. When calculating fluxes using mean wind with average values for background, the "downwind side" emission 540 

rates were about 4.4 and 3.5 Mt yr-1. From this study, the fluxes from the downwind portion of the cylinder were 

responsible for only ~15–23 % of the total emissions.  

Our city-wide estimate of 89-95 Gg CH4 yr-1 on November 18, 2013 corresponds to 53-57% of the 167 Gg CH4 

yr-1 (about 140–220 Gg yr-1). Rreported by Jeong et al. (2016) over Region-3 (San Joaquin Valley area including 

Sacramento). On November 17, 2015, we calculated a significantly smaller emission rate (8 – 11 Gg yr-1). Direct 545 

comparison between different flux estimates is challenging due to various factors, such as i) differences in the areas 

covered, ii) differences between bottom-up inventory and top-down estimates, iii) the variance of measurement 

methods (tower, aircraft, and model), iv) underestimation of the emissions from known sources, v) seasonal and 

interannual variability, vi) different spatial coverages, and vii) lack of understanding of unidentified sources. This 

will be one of the most important areas for improvement for establishing better emission estimate databases in the 550 

future.  

Background values are one of the most important factors in obtaining flux estimates, and theoretically, the 

background values should be cancelled out for the enclosed-shape mass-balance flight. Here we used several distinct 

methods to determine background values and calculate emission fluxes for each gas to assess if our method could 

remove some of the uncertainty due to assigning the background. As in the base case, we used the minimum 555 

concentration over the layer height (e.g., 100 m or whole column averaging). In comparison, we also calculated 

fluxes using the average concentration in each layer as the background. Third, we also tested two different, 

vertically invariant, constant values. 

Tables 1 and 2 show the calculated CO2 and CH4 emission fluxes using two different wind methods and two 

different background treatments. The rows labeled "min" were generated using the minimum kriged mixing ratio in 560 

each altitude band as the background for all data at that level. The rows identified by "avg" used the average mixing 

ratio in each altitude band as the background on that level. 

The bottom two rows of Tables 1 and 2 show the sensitivity of calculated flux to the choice of the background 

treatment was significant when we used raw wind; the estimate using average concentration for the background 
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closely matched the base case, but using the minimum concentration for the background resulted in significantly 565 

different calculated fluxes, as we mentioned earlier. This was true both with the vertical mass transfer (Table 1) and 

without (not shown). In contrast, when we use the mass-balanced wind, the emission estimates for both CO2 and 

CH4 are nearly identical for either choice of background treatment. Interestingly, when an average mixing ratio at a 

given vertical level is used for the background concentration, emission estimates with raw wind are similar to 

emission estimates with mass-balanced wind. To satisfy mass conservation, we also computed the entrainment flux 570 

from the top (z=h) and the surface flux from the bottom of the cylinder (z=0). The data from Table 1 is also shown 

in Fig. 8 as the non-hatched bars. 

 

3.2.3 Sensitivity of calculated flux to vertical mass transfer 

Many previous studies assume that vertical mass transfer can be neglected (Cambaliza et al., 2014; Conley et 575 

al., 2017). To quantify the validity of this assumption, we compare the flux determined when including or neglecting 

the entrainment and surface fluxes. Figure 87 shows the urban-scale emission rate estimates over Sacramento, CA 

using spatially and temporally varying ("raw") wind and the mean ("mass balanced") wind. We chose the 

background values as i) average value of each vertical level, ii) the minimum value of each level, or iii) one of two 

fixed values at all altitudes. The fixed values were chosen in the range between the minimum and median mixing 580 

ratios. Note that the total fluxes using the mean wind were not sensitive to the choice of the background value (< 3 

%, whether background value was minimum, average, or constant values). However, as discussed in Section 3.4, the 

total fluxes using spatially varying wind (u, v) were sensitive to the choice of the background value on both flight 

days for both gases. Like the urban scale analysis, the flux estimates over the landfill and rice field local scale 

cylinders using raw wind with average background were similar to those using mass-balanced mean wind at each 585 

level with either minimum or average values as background (shown in Table 2). The differences in CO2 and CH4 

fluxes with and without (hatched bars in Figure 7) vertical mass transfer were determined to be only 16-17% on the 

urban scale and less important for the local emission estimates (< 10 %). The differences in CO2 and CH4 fluxes 

with and without (hatched bars in Fig. 8) vertical mass transfer were determined to be about 11 % for CO2 and 21 % 

for CH4 on the urban scale and much less important for the local emission estimates (< 8 %). 590 

 

3.2.4 Sensitivity of calculated flux to the the PBLH estimate 

        We also consider sensitivity of calculated flux to the PBLH. We determine the PBLH based on the largest 

gradient of the vertical profile of the potential temperature. Based on this definition, the uncertainty of our three 

measurements due to PBLH estimate for urban scale is about ~10%, and that for the local-scale is about 1-5 % so 595 

that the change of PBLH does not affect the total flux estimate. As seen in Fig. S6, the vertical range of the largest 

gradient of potential temperature is very small, compared to the urban-scale. This leads us to another important 

message: the uncertainty gets larger when we deal with urban-scale flux estimate. We also considered the sensitivity 

of the calculated flux to the PBLH. The potential temperature profile, which indicates atmospheric static stability 

and which significantly affects pollutant diffusion, is one of the most common operational methods to determine 600 
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PBLH. No significant sensitivity was found using several different PBLH detection algorithms, such as the parcel 

method (the interaction between dry adiabatic lapse rate and temperature), rapid decrease in water vapor (Wang and 

Wang, 2014), or Richardson number method (Wang et al. 2008). A simple example is shown in Supplementary 

Material Fig. S5. When we determined the PBLH based on the largest gradient of the vertical profile of the potential 

temperature, the uncertainty due to PBLH estimate for urban scale is about ~10 %, and that for the local-scale is 605 

about 1-5 %, thus the change of PBLH does not affect the total flux estimate, especially for the local-scale. As seen 

in Fig. S5, the vertical range of the largest gradient of potential temperature is very small for the local-scale, 

compared to the urban-scale. This leads us to another important message: the uncertainty can increase when we 

consider urban-scale flux estimates.  

 610 

3.2.5 Sensitivity of calculated flux to the closed shape 

Our city-wide estimate of about 25.6   2.6 Mt CO2 yr-1 (e.g., using the base case of mass-balanced wind with 

minimum background concentration) is higher than the result by Turnbull et al. (2011), who reported 13.6 Mt CO2 

yr-1 (3.5 MtC yr-1) over Sacramento in February 2009 (See Table 3). When we examine only the small downwind 

portion of the ellipse which shows the highest CO2 mixing ratio (e.g. 121.45–121.20° W and 38.65–38.76° N in 615 

2013, See Figs. 5(b, d)), CO2 fluxes calculated using mass-balanced wind with minimum concentration for the 

background were about 17.3   1.7 Mt yr-1 in 2013. When calculating fluxes using mass-balanced wind with 

average concentration for background, the "downwind side" emission estimates were 8.9   0.9 Mt CO2 yr-1. 

According to these calculations, the fluxes from the downwind portion of the cylinder were responsible for only 

~35–68 % of the total emissions. The Turnbull et al. (2011) data were collected in 2009; the value given here was 620 

converted from the mean reported value of 3.5 Mt C yr-1 with a 1.1% yr-1 increase in CO2 flux to adjust to 2013. 

Bottom-up inventory estimates of the annual total emissions from Sacramento County from Vulcan (Gurney et al., 

2009) and the California Air Resources Board CEPAM database (Turnbull et al., 2011) are included for comparison 

in Table 3.  The Vulcan inventory is available only for 2002, and the CEPAM database is available for 2004. We 

applied a 1.1% yr-1 increase in CO2 flux to adjust to 2013. 625 

Our city-wide estimate of 87.1 Gg CH4 yr-1 (e.g., flux estimate using mass-balanced wind, 100 m vertically 

averaged wind) on November 18, 2013 corresponds to 52 % of the 167 Gg CH4 yr-1 (~ 140–220 Gg yr-1) reported by 

Jeong et al. (2016) over Region-3 (San Joaquin Valley area including Sacramento). Direct comparison between 

different flux estimates is challenging due to various factors, such as i) differences in the areas covered, ii) 

differences between bottom-up inventory and top-down estimates, iii) the variance of measurement methods (tower, 630 

aircraft, and model), iv) underestimation of the emissions from known sources, v) seasonal and interannual 

variability, and vi) lack of understanding of unidentified sources.  Consideration of these factors will be one of the 

most important areas for improvement for establishing better emission estimate databases in the future.  

 

 635 

3.1.5 Flux uncertainties 
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The uncertainty in the kriged results was assessed using the variance (and the standard deviation) of the kriged 

estimate at each point, as in Mays et al. (2009) and Nathan et al. (2015). In a statistical sense, the interpolated CO2 

and CH4 concentration is one of the largest sources of uncertainty in flux error estimates because the flux calculation 

requires interpolated values at unsampled locations. Another well-known significant source of uncertainty comes 640 

from wind measurement (Mays et al., 2009; Karion et al., 2015; Tadić et al., 2017). The grid resolution can also be a 

source of uncertainty. Nathan et al. (2015) reported that changing the grid resolution by a factor of 2 in either 

direction resulted in a 4 % absolute change in the emission rate, and showed that the grid size does not significantly 

bias the interpolated emission rates for their study. However, emission estimates may depend on scales of variability 

in the measured quantities and the grid resolution, in that the grid resolution has to be sufficiently fine to capture the 645 

observed scales of variability. They also demonstrated that the selection of the variogram model they used, such as 

gaussian-cosine, linear, exponential, and exponential-bessel variogram, did not affect the final emission estimate 

substantially (the difference is less than 5 %) in their case study. Moreover, uncertainties in greenhouse gas mixing 

ratio measurements, as well as in wind speed and direction observations, directly propagate the emission rates 

uncertainties. 650 

Uncertainties in the individual kriged CO2 values are large near the surface, small from 200–900 m, and grow 

larger near the top of the sampled domain. Figure 5e shows the uncertainty is largest near the ground, in particular 

over the unmeasured area (e.g., November 18, 2013, below ~ 200 m), and when the data were observed far from the 

elliptical path. Furthermore, there were no measurements on the ground, so the estimates below 200 m were 

dependent only on the data around 200 m, which was an additional source of the uncertainty.   655 

By assuming that the errors of each factor are gaussian in nature, each measurement (e.g., CO2 and wind) is 

independent, we estimate the total uncertainties in the calculated flux by adding the fractional uncertainties of the 

individual kriged CO2, CH4, and winds in quadrature (Nathan et al., 2015). We also added the fractional uncertainty 

of the PBLH estimates in quadrature to the uncertainty of the flux; they are about 10% for the unban scale and 1-5% 

for the local scales, so that the change of PBLH does not affect the total flux estimate, especially for the local scale. 660 

Furthermore, when we include the entrainment flux at the top and the surface flux at the bottom of the cylinder in 

addition to the flux in the lateral part, the total uncertainty was increased by about <1% or remained the same for 

both CO2 and CH4. This appears to be because the contribution of the vertical mass transfer through entrainment and 

the surface flux to the total flux estimates is relatively small. By including all these factors, the overall uncertainty of 

the emission flux estimate over the urban scales is about 10% for both CO2 and CH4. The overall uncertainties over 665 

the local scales over landfill and rice field for both CO2 and CH4 on are about 35% and 17%.  

Although we used much more accurate in-situ wind measurements than most past studies for flux calculation, 

the wind was still the most important variable for the uncertainty of flux estimates, consistent with previous studies. 

This partially stems from the uncertainty in the wind at interpolated locations or the sparsity of the measurements. 

Cambaliza et al. (2014) estimated the uncertainty of the emission rates from kriging analysis is about 50%. Nathan 670 

et al. (2015) also estimated the overall statistical uncertainty of the emission rate over a compressor station in the 

Barnett Shale as ± 55%.  
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4. Conclusions  

We have estimated CO2 and CH4 fluxes over Sacramento, California, on three days using an airborne in-situ 675 

dataset from the Alpha Jet Atmospheric eXperiment (AJAX) project and have tested the sensitivity of emission 

estimates to a variety of factors. First, we deployed cylindrical flight patterns of two sizes that differ from common 

curtain flights to estimate the total flux at urban and local scales. We also applied a kriging interpolation method to 

the data, capturing the characteristics of the data at both observed and unsampled locations. Second, we tested the 

sensitivity of flux estimates to the wind, background concentrations, and different flux calculation methods. We 680 

found that the way in which winds are estimated and how background values were chosen were the dominant factors 

in determining the total flux estimate. Third, we took into account not only the inflow and the outflow through the 

cylinder around the city, but also the vertical mass transport (e.g., entrainment and surface flux) and tested the 

sensitivity of the total flux estimate to the vertical mass transfer for both urban and local scales. We deployed 

cylindrical flight patterns of two sizes that differ from common curtain flights to estimate the total flux at urban and 685 

local scales. We also applied a kriging interpolation method to the data, capturing the characteristics of the data at 

both observed and unsampled locations. Then, we tested the sensitivity of flux estimates to the wind treatments 

(either raw wind or mass-balanced wind) and background concentrations and found these two factors were the 

dominant factors in determining the total flux uncertainty. When we used the mass-balanced wind for flux 

calculation, the sensitivity of the emission estimate to the choice of background was minimal (Table 1). Raw wind 690 

produced similar flux estimates when the background mixing ratio was set to the average value on each vertical 

layer. In contrast, choosing the background as the minimum value observed on each level led to calculated fluxes 

that were substantially different. 

Additionally, we took into account not only the inflow and the outflow through the cylinder around the city, 

but also the vertical mass transport (e.g., entrainment and surface flux) and tested the sensitivity of the total flux 695 

estimate to the vertical mass transfer for both urban and local scales. The winds observed on November 18, 2013 

came from the southeast, showing high concentrations of CO2 downwind of industrial facilities. CH4 over a rice 

field showed lower emission rates than those over the landfill, and this may be due to the relatively high wind, no 

particular point source, and reduced CH4 emissions as a result of low humidity. Considering the wind speed was 

much lower in July (especially over the landfill), this indicates that most of the emission was produced from local 700 

sources for the July 29, 2015 case.  

When we used the area-mean wind for flux calculation, the sensitivity of the emission estimate to the choice of 

background was minimal (Table 1). Urban scale CO2 flux was similar in both years sampled (20-27 Mt CO2 yr-1), 

but the calculated CH4 flux was different by ~9x (~90 Gg CH4 yr-1 in 2013 and ~10 Gg CH4 yr-1 for the flight in 

2015). Using measured winds, not averaged, produced similar flux estimates when the background mixing ratio was 705 

set to the average value on each vertical layer. In contrast, choosing the backgroun d as the minimum value observed 

on each level led to calculated fluxes that were substantially lower for the flight in 2013.  

The Planetary Boundary Layer Height (PBLH) was calculated using the vertical profiles of potential 

temperature and was used together with the vertical fluxes for computing the entrainment from the top and the 
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surface flux from the bottom of the cylinder. Neglecting vertical mass transfer can increase the uncertainty of the 710 

total flux estimate by up to 17 % in our cases. 

The advantage of the closed shape (i.e., elliptical in this study) approach over the curtain flight is to make a 

more precise “total” emissions estimate possible by taking into account all unknown sources of emissions. 

Regarding the balanced incoming and outgoing fluxes within a closed volume, we suggest that emission estimates 

using mean measured wind computed over a closed shape can be beneficial for several reasons. First, the flux 715 

estimates calculated using mass-balanced mean -wind reduce the sensitivity to the choice of background. From Fig. 

6 and Table 1 we found that the background value is one of the major sources of uncertainty in both CO2 and CH4 

emission estimates when using raw wind, but when we use as the background value either the minimum value 

(which is often similar to the air away from the source) or the mean value at each vertical level, the final flux 

estimates become similarnot mass-balanced wind. Second, when we analyze only a small portion of the large loop 720 

(e.g., downtown hot spot region) to mimic the curtain flight style, the final flux estimates are highly sensitive to the 

background choice no matter how the measured wind data are treated. These also indicate that the flux estimates for 

the closed elliptical loops over the city would reduce sensitivity to the choice of background values. Vertical 

averaging of wind also affects the flux estimate, but the choice of raw wind or mass-balanced wind is more 

important than the thickness of the vertical averaging for mass-balanced wind on both urban and local scales. 725 

Second, when we analyze only a small portion of the large loop (e.g., downtown hot spot region) to mimic the 

curtain flight style, the final flux estimates are highly sensitive to the background choice no matter how the 

measured wind data are treated. Thus, we propose that the flux estimates for the closed elliptical loops have a 

reduced sensitivity to the choice of background values in comparison to the curtain geometry.  

The spatial variation of CO2 and CH4 observed in the cylindrical flight pattern measured over Sacramento 730 

reveals that there were several local sources throughout the entire city, not only concentrated on the downwind side. 

Furthermore, the variability of wind may contribute to different flux estimates at a similar time of year (e.g., 

November). Our sensitivity study reveals that the unbalanced wind varying with time and space may be a source of 

methodological uncertainty. Thus, use of constant wind speed or unrepresentative coarse resolution of wind (e.g., 

model output) by focusing only on the downwind side may lead to significant uncertainty in the estimation of the 735 

greenhouse gas emission fluxes. The size of the ellipse measuring urban emission appeared to be another factor 

affecting flux estimates. In general, the vertical mass transfer does not significantly contribute to the total emission 

estimate (especially at local scales), but it can modify total emission estimates by up to 11% for CO2 and 21% for 

CH4 urban scales in our cases. For the local scale (~ 3 km), the vertical mass transfer was not important due to the 

small turbulent fluxes. The Planetary Boundary Layer Height (PBLH) was calculated using the vertical profiles of 740 

potential temperature and was used together with the vertical fluxes for computing the entrainment fr om the top and 

the surface flux from the bottom of the cylinder.  

Thus, use of constant wind speed or unrepresentative coarse resolution of wind (e.g., model output with coarse 

resolution) by focusing only on the downwind side may lead to significant uncertainty in the estimation of the 

greenhouse gas emission fluxes. The size of the ellipse measuring urban emission appeared to be another factor 745 

affecting flux estimates. In general, the vertical mass transfer does not significantly contribute to the total emission 
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estimate (especially at local scales), but it can modify total emission estimates by up to 17 % for urban scales in our 

cases. For the local scale (~ 3 km), the vertical mass transfer was not important due to the small turbulent fluxes.  

There are still several issues to be addressed further in future studies. First, further sector-specific emissions 

and their uncertainties for CO2 and CH4 need to be further identified (Miller and Michalak, 2017). Second, the 750 

seasonality of sensitivity of emission estimates to various factors needs to be examined. We expect that the 

biological impact on CO2 flux by the CO2 uptake by vegetation will be important especially during summer. Finally, 

understanding the sources of uncertainties in emission estimates, and how different they can be under various 

meteorological conditions (such as temperature, atmospheric stability) need to be investigated further. We found that 

the uncertainty of the emission estimates can be also sensitive to temperature, and potential temperature (to 755 

determine PBLH). In this sense, the changing climate over California makes it harder to predict future emission 

patterns. The use of aircraft measurements presented here provides the tremendous opportunity to measure the entire 

urban plume. 

This effort is not limited to one particular city. There has been increasing interest in performing inter-city 

comparisons to validate datasets in a more efficient and adequate manner, to create a uniform database that is useful 760 

for emission controls (Urban greenhouse gas measurements workshop, 2016). Given that data are available over 

several cities which have different conditions, we can test how to obtain emission estimates from several cities. 

Differences in the socio-economic, geologic, and industrial characteristics of cities lead to a need to compare 

emission estimates between them, as together they can contribute significantly to the total GHG emission at national 

and global scales. Thorough comparison among datasets and a customized sharing system between different 765 

research groups will lead to reducing the uncertainty of emission estimates.  
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Figure 1:  (a) Map of AJAX flight tracks on November 18, 2013 (orange) and July 29, 2015 (cyan) plotted in Google™ 

Earth. (b) Vertical measurements of CO2 mixing ratio on November 17, 2015, and (c) simple illustration of airflow [Kg m-

2 s-1] passing through cylinder (over Sacramento). The color represents the airmass flux (density [Kg m-3] multiplied by 

wind vector [m s-1]) normal to the cylinder. The blue and red represent inflow and outflow, respectively. The vertical mass 

transfer through the top and bottom are referred to as the entrainment and surface flux, respectively.  

Figure 1:  (a) Map of AJAX flight tracks on November 18, 2013 (orange) and July 29, 2015 (cyan) plotted in Google™ 

Earth. (b) Vertical measurements of CO2 mixing ratio on November 18, 2013, and (c) simple illustration of airflow [kg m-2 

s-1] passing through cylinder (over Sacramento). The color represents the air mass flux (density [kg m-3] multiplied by 

wind vector [m s-1]) normal to the cylinder. The blue and red represent inflow and outflow, respectively. The vertical mass 

transfer through the top and bottom are referred to as the entrainment and surface flux, respectively.  
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Figure 2a. A time series of (black line) CO2, CH4, wind, and (blue line) altitude of the aircraft flight 

track for November 18, 2103 observed over the Sacramento, CA. The red dashed lines represent the time 960 

duration during the flight over the whole Sacramento.  
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Figure 2b: The same as Fig. 2a except for July 29, 2015. The magenta dashed lines indicate the portion of the flight over 965 

the landfill, and the green dashed lines mark the start and end times of the rice field measurements.  
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Figure 2: The CO2 and CH4 mixing ratios for (a, c) November 18, 2013,  around 38.75º N, 121.27º W and for (b, d) 

November 17, 2015, around 38.84ºN 121.27º W for CO2 and 38.58º N, 121.13º W for CH4. The yellow diamond indicates 

the altitude of the lowest flight data. The kriged values (magenta), interpolated values with exponential weighting function 

(blue), and extrapolated values using constant (blue line below diamond), gaussian fit (green), and exponential fit (red) 

are compared. The empirical fits were generated based on the approach by Gordon et al. (2015).  
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Figure 32: (a) Observed CO2 over the Sacramento loop (b) The CO2 and CH4 mixing ratios for (a, c) November 18, 2013,  

around 38.75º N, 121.27º W. and for (b, d) November 17, 2015, around 38.84ºN 121.27º W for CO2 and 38.58º N, 121.13º 

W for CH4. The yellow diamond indicates the altitude of the lowest flight data. The kriged values (magenta), interpolated 

values with exponential weighting function (blue), and extrapolated values using constant (blue line below diamond), 

gaussian fit (green), and exponential fit (red) are compared., (c) The CO2 mixing ratio obtained from (c) the Gaussian fit, 

(d) Exponential fit, (e) Exponential weighting function with constant, (f) kriging method for November 18, 2013. The 

yellow diamond indicates the altitude of the lowest flight data. The kriged values (magenta), interpolated values with 

exponential weighting function (blue), and extrapolated values using constant (blue line below diamond), gaussian fit 

(green), and exponential fit (red) are compared. The empirical fits were generated based on the approach by Gordon et al. 

(2015). In panels (c) and (d), the white boxes result from no fit due to the lack of the data points. 
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Figure 43: (a) Map of AJAX flight tracks colored by CH4 mixing ratio for November 18, 2013, plotted in Google™ Earth. 

(b) The data (red) fitted to an oval (green). The observed CH4 mixing ratios (c) are kriged to generate the cylindrical 

surface (d). The axes of the oval are approximately 50 and 40 km. 
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Figure 54: (a, b, e, f) Measured CO2 mixing ratio, (c, d, g, h) the kriged CO2 mixing ratio, and (i, j) the kriging uncertainty 

at each grid point on (left) November 18, 2013 and (right) November 17, 2015. The yellow arrows represent the dominant 

wind directions and the black dashed lines indicate where the surface is split open. 
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: (a) A map of AJAX flight track overlaid by the CO2 mixing ratio, plotted in Google™ Earth, (b) the kriged CO2 mixing 

ratio, (c) Measured CO2 mixing ratio, (d) the same as (b) except plotted in two dimensions, and (e) the kriging uncertainty 

at each grid point on November 18, 2013. The yellow arrow represents the dominant wind direction, and the black dashed 

lines indicate where the surface is split open. The area enclosed by the magenta dashed lines represents the area we used 

as a downwind portion.  
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Figure 5: (a, d) Kriged CO2 mixing ratio, (b) spatially varying raw measured wind, (e) mass balanced measured wind, (c) 

CO2 flux using raw measured wind, (f) CO2 flux using mass balanced wind on November 18, 2013. In panels (b, e), the 

blue color represents the inflow toward (and red outflow from) the cylinder so that it is defined as negative (positive) 

wind.  The background CO2 was chosen as the minimum mixing ratio at each vertical level.  
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Figure 6: (a) Kriged CO2 mixing ratio, the raw wind, and CO2 flux using the raw wind,  (b) Kriged CO2 mixing ratio, 

100m vertically averaged mass-balanced wind, and CO2 flux using the mass-balanced wind, and (c) Kriged CO2 mixing 

ratio, whole column averaged mass-balanced wind, and CO2 flux using the mass-balanced wind on November 18, 2013. In 

the middle columns, the blue color represents the inflow toward (and red outflow from) the cylinder so that it is defined as 

negative (positive) wind.  The background CO2 was chosen as the minimum mixing ratio at each vertical layer.  
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Figure 6: (a) The observed CH4 mixing ratio, (b) the kriged CH4 mixing ratio, (c) the CH4 flux using raw measured wind, 

(d) the CH4 flux using mass balanced mean wind (for each layer) over the landfill location on July 29, 2015. The fluxes in 

(c, d) are computed based on equation (2). The background value was chosen as the minimum value at each vertical level. 

The approximate diameter of the cylinder is 3 km. 

Figure 7: (a) The map of AJAX flight track with the observed CH4 mixing ratio. (b) the observed CH4 mixing ratio, (c) 

kriged CH4 mixing ratio, (d) CH4 flux using raw wind, (e) CH4 flux the mass-balanced wind with vertically 100m 

averaged wind, and (f) CH4 flux using mass-balanced wind (vertically averaged every 100m) over the landfill location on 

July 29, 2015. The fluxes are computed based on equation (2). The background value was chosen as the minimum value at 

each vertical layer. The approximate diameter of the cylinder is 3 km, and the color scale is capped at 2.2 ppmv in panels 

(b) and (c). 
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Figure 87: Urban-scale (a) CO2 [Mt yr-1] and (b) CH4 [Gg yr-1] emission rate estimates using raw wind and mass balanced 

area-mean wind, with different treatments of background values. Solid bars represent emission estimates with 

entrainment and surface flux (E+S), and hatched bars represent the corresponding emission estimates without 

consideration of entrainment and surface flux (No E+S). Error bars represent the uncertainty of the total emission fluxes. 

The average and minimum values for background are computed at each vertical level (about 7 meter interval), and the 

fixed value alternatives are 395 or 399 ppm for CO2 and 1.90 or 1.94 ppm for CH4 for all altitudes.  
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Tabl

e 1: The calculated CO2 and CH4 emission fluxes using different wind methodology (raw or mean wind) and 

different background values (minimum or average values at each level) for (a) urban scale on two different 1005 

flight (November 18, 2013 and November 17, 2015) and (b) local scale on July 29, 2015. The vertical mass 

transfer (entrainment and surface flux) is taken into account. 

 

Table 1. Urban scale CO2 and CH4 fluxes over Sacramento using different wind treatment (raw wind: “raw”, 

or mass-balanced wind: “mass-balance”) and different background values (minimum or average values) on 1010 

 

 

AJAX flight date 

Urban Scale (large loop) 

November 18, 2013 November 17, 2015 

CO2 

(Mt yr-1) 

CH4 

(Gg yr-1) 

CO2 

(Mt yr-1) 

CH4 

(Gg yr-1) 

Mean 

wind 

Bg

=  min 

26.55±1.

06 

88.82±3.5

5 
20.93±2.93 9.48±1.33 

Mean 

wind 

Bg 

=avg 

26.58±1.

06 

88.99±3.5

6 
20.92±2.93 9.51±1.33 

Raw 

wind 

Bg 

= min 

3.68±0.1

5 

13.00±0.5

2 
14.92±2.10 8.16±1.14 

Raw 

wind 

Bg

=avg 

25.47±1.

02 

91.52±3.6

6 
16.36±2.29 10.90±1.53 

 

AJAX flight date 

Local Scale (small loop): July 29, 2015 

Landfill Rice Field 

CO2 

(Mt yr-1) 

CH4 

(Gg yr-1) 

CO2 

(Mt yr-1) 

CH4 

(Gg yr-1) 

Mean 

wind 

Bg

= min 

0.22±0.0

8 
7.83±2.74 0.25±0.04 2.63±0.45 

Mean 

wind 

Bg

=avg 

0.22±0.0

8 
7.67±2.68 0.25±0.04 2.60±0.44 

Raw 

wind 

Bg

= min 

0.37±0.1

3 

10.26±3.5

9 
0.16±0.03 1.59±0.27 

Raw 

wind 

Bg

= avg 

0.22±0.0

8 
8.13±2.85 0.25±0.04 2.66±0.45 
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November 18, 2013. The vertical mass transfer (entrainment and surface flux) is included in these 

calculations. 
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Table 2. Local scale CO2 and CH4 fluxes over landfill and rice field over Sacramento using different wind 

treatment (raw wind: “raw”, or mass-balanced wind: “mass-balance”) and different background values 

(minimum or average values at each level) on July 29, 2015. The vertical mass transfer (entrainment and 

surface flux) is taken into account. 
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Table 3. Flux estimates for the Sacramento urban area from measurements made on November 18, 2013.  

The two "curtain" rows below used the same wind treatments as the “whole cylinder” rows (mass -balanced 

wind).  

a Turnbull et al. (2011) data was collected in 2009; the value given here was converted from the mean 

reported value of 3.5 Mt C yr-1 with a 1.1% yr-1 increase in CO2 flux to adjust to 2013.  1020 

b Bottom-up inventory estimates of the annual total emissions from Sacramento County from Vulcan (Gurney 

et al., 2009) and the California Air Resources Board CEPAM database (Turnbull et al, 2011) are included for 

comparison.  The Vulcan inventory is available only for 2002, and the CEPAM database is available for 2004. 

We applied a 1.1% yr-1 increase in CO2 flux to adjust to 2013. 

 

 

 


