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Response to Referee #1: 

Thank you to referee #1 for the helpful comments. Our responses are given below in black with the 

comments in blue. The new text in the modified manuscript is given in red (italicized). 

 

Referee #1: 

Major points: 

A) I think the logic of the paper needs to be changed. In its current form the authors develop their cloud 

detection method and then directly apply it for the selection of the ozone measurements. In addition they 

use meteorological observations of cloud properties for the further assessment of the cloud effects on the 

ozone measurements. In my opinion, the first logical step after the development of the cloud classification 

algorithm would, however, be to compare the results of the cloud classification algorithm to independent 

cloud observations (e.g. meteorological observations) in order to validate the new algorithm. After 

successful validation, the algorithm could be applied to the ozone measurements. 

 

Many previous researchers have already validated the methods of using CI and/or O4 to identify clouds. 

The purpose of this work is to adapt those UV-vis cloud identification algorithms to Arctic conditions. 

The only available independent cloud observations for this study were meteorological observations. 

However, the meteorological observations are not an ideal dataset for the type of validation work 

because: 1) the frequency of meteorological observations is low (hourly) and 2) the meteorological 

observations do not include details such as cloud distribution or thickness of clouds. The meteorological 

observations were made based on the manual of surface weather observations MANOBS, published by 

Meteorological Service of Canada (Meteorological Service of Canada, 2015). For example, weather 

conditions are reported based on the amount of cloud covering the dome of the sky. Thus, even for 

cloudy conditions (reported hourly), it is difficult to distinguish if a single zenith-sky spectrum (sampling 

frequency is about 1 min) is contaminated by enhanced scattering in the clouds or not. An example is 

seen in Figure R1.2 (provided in response to other questions from referee #1). In general, to validate a 

cloud-screening algorithm using independent cloud observations, we need to have cloud observations 

with similar temporal frequency and be able to determine the cloud distribution (close to zenith 

direction) and type (e.g., thickness).  

B) The choice of the wavelength pair for the calculation of the CI is not be well justified. The authors 

write ‘The 450/550 pair was found to be the most reliable one for the ZSDOAS instruments used in this 
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work’. It should be made clear in which respect the new choice is better over the other suggested 

wavelength pairs. (and what is meant with ‘reliable’?) In my opinion the new pair is probably even 

problematic, because the measured radiance at 550 nm strongly depends on the ozone content (at high 

SZA). Assuming e.g. an ozone VCD of 300 DU and an AMF of 10, this results in an ozone optical depth 

at 550 nm of about 0.28. This can have a significant effect on the CI and makes the CI dependent on the 

ozone amount. 

 

We selected this pair based on previous studies and the NDACC UV-visible ozone measurement 

recommendations. The wavelength regions were chosen to obtain the largest spectral contrast (Rayleigh 

vs Mie) and also avoid the influence of strong atmospheric absorption features such as ozone. Fig. 2 in 

Hendrick et al. (2011, https://www.atmos-chem-phys.net/11/5975/2011/) shows an example of an 

ozone differential slant column fit. Neither 450 nm nor 550 nm show strong absorption features from 

the fitted species. In fact, 550 nm has been used to calculate the colour index in many published studies 

as cited in the paper. 

In addition, 450 nm and 550 nm are the boundaries of the NDACC-recommended ozone fitting window. 

So, this colour index pair can easily be used by any other NDACC group member.  

We agree with the referee that the ozone content (at large SZA, i.e. SZA > 85°) can affect the colour 

index. But, the “CI value label” used in this study is limited to small SZA conditions. The changes in CI due 

to changes in ozone content are small for SZA < 85°. As an example, the colour index with different 

ozone VCDs is shown in Table R1.1, when cloud optical depth (COD) = 4. The difference caused by a 200 

DU ozone VCD variation will only lead to an increase of CI by 0.04 and 0.12 when SZA = 60° and 80°, 

respectively. On the other hand, if we select any other pair (within the NDACC-recommended ozone 

fitting window), because of the decreased contrast, the relative changes will be larger than for the 

450/550 pair. This information has been added to the manuscript to make this point clearer to readers.  

The 450/550 intensity pair was chosen to obtain the largest spectral contrast (in the NDACC-

recommended ozone retrieval window) and also to avoid the influence of strong atmospheric absorption 

features, such as those of ozone.  
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Table R1.1. Colour index (450 nm/550 nm) values simulated (using SCIATRAN) with different total 

column ozone and SZA values. 

Ozone VCD [DU] 

SZA 

60° 80° 90° 

300 0.97 1.13 1.57 

500 1.01 1.25 2.18 

 

C) The effect of the surface albedo is not discussed. I would expect that it has a systematic influence on 

the CI. At high latitude sites the surface albedo changes strongly over the year. The authors should 

discuss this effect and should explain how they deal with the variability of the surface albedo. 

 

Yes, surface albedo has a systematic effect on the CI. But for Eureka, most measurements with SZA < 80° 

are made in the summer (see Figure R1.1 below). In addition, the CI calibration method used in this 

study finds the bottom of the “cloudy envelope” by using the smallest simulated CIs. The simulations 

have different surface albedos to represent summer (0.06, typical of soil and water) and spring/autumn 

(0.95, typical of snow) conditions. Increased surface albedo will increase the CI at a given SZA. To further 

quantify the impact of changing albedo, the simulated CIs are shown in Table R1.2 below. For example, 

when SZA = 80°, changing the albedo from 0.06 to 0.95 will only change the CI by 0.04. In general, this 

surface albedo effect has a smaller impact on CI values than changes in the ozone column. However, 

neither the albedo nor the column ozone dependence will make a fundamental difference to the 

proposed CI calibration method. More details regarding the effects of changes in TCO and albedo on the 

CI have been included in a new Appendix A.  
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Figure R1.1. Histogram of zenith-sky measurements at Eureka made with SZA < 80° over the period 2010 

to 2017. 

Table R1.2. Colour index (450 nm/550 nm) values simulated with different surface albedo and SZA 

values. 

Surface 

albedo 

SZA 

60° 80° 90° 

0.06 0.97 1.13 1.57 

0.95 1.02 1.17 1.69 

 

D) The SZA dependence (e.g. in Fig. 2) of the model simulations and the measurements is very different 

(especially for the minimum values). The authors should discuss possible reasons for these differences 

(maybe related to change of albedo during the year)? Also information on the input for the model 

simulations should be given, especially the ozone VDD and the surface albedo used for the simulations. 

In Fig. 1 several jumps are seen for the simulation results. What is the reason for these jumps? They seem 

to be not realistic. 

 

Following Wagner et al. (2016), the minimum CI values are not from a single simulation. They are 

defined by the lowest CIs that have been simulated. We think the SZA dependence referred to by the 

referee is the structure of the density plot (i.e. the cloudy branch; the dots with density > 0.5). However, 
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this structure is a general pattern of CIs in cloudy conditions; the median values of the cloudy CIs. Thus 

we are not expecting them (median and minimum values) to have similar SZA dependence. The details 

were described in Section 3.1. Information on the inputs for the model simulations are included in the 

Fig. 1 caption.  

Figure 1. Colour index as a function of solar zenith angle. The measurements are from the UT-GBS in 

2011, colour-coded by the normalized density of the points. Colour lines are examples of radiative 

transfer model CI simulations, using a surface albedo of 0.06 and the MPIC climatology ozone profile 

(total column ozone = 425 DU). Cloud height and cloud optical density (COD) indicated in the legend.  

 

The jumps in Fig. 1 are due to increased errors in the RTM when simulating large COD and large SZA. We 

noticed this issue, but it does not affect our calibration algorithm. This is because the simulations for 

large CODs were used to find the lower limit (lower boundary) of the “cloudy envelope”. Thus, the 

artificially increased CI values (for very large CODs) are not used in the algorithm (we also removed 

some lines for very large CODs, i.e. COD > 12).  

 

E) In Fig. 1 it is seen that high clouds can have very similar CI as clear sky observations. The authors 

should check if this result is reasonable. If this simulation results are correct, I have some doubts about 

the ability of the algorithm to detect high clouds. These clouds might have a considerable effect on the 

ozone measurements. 

 

High clouds can have similar CI as clear sky obervations at large SZAs (i.e. > 85°). At large SZAs, the cloud 

index has a complicated dependence on cloud height. The CI has even been used to detect polar 

stratospheric clouds (Sarkissian et al., 1991). However, the strong height dependence is only relevant for 

SZA > 85°. For example, comparing the two purple lines in Figure 1, one for 1-3km, COD=1 and the other 

for 6-8km, COD=1, they are on top of each other. So for small SZA, clouds at 1-3km and 6-8km have 

almost the same CI. These two lines are different from the clear sky CI (the green line). For large SZA, as 

discussed in response to previous questions, because of the TCO, albedo, and cloud height effects, the CI 

value is not used for cloud identification. This information was provided in Section 3.1 and 3.4. 

Additional details about RTM simulations are included in Appendix A.  
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F) The authors skip individual measurements, which are indicated as cloudy. I am not sure if this is a 

good procedure, because it leads to a variable selection of measurements (different numbers, different 

SZAs), which can have a systematic effect on the derived average ozone results. Also, if only a small 

number of measurements remains, the total uncertainty might increase. The authors should investigate 

how the selection of measurements affects the derived average O3 VCD. What is the minimum number of 

required measurements in a sequence? There is another, related point: it is written, that in some cases the 

SZA range of the selected measurements is shifted from the standard range (86-91°). How large is the 

maximum shift of the SZA range? For which situations is a shift applied? How does the shift affect the 

ozone results? 

 

The selection of measurements in a sequence and the quality control applied to the Langley plots were 

previously described in the manuscript (Sections 3.3 and 3.4): 

In this work, for each twilight, ozone dSCDs in the NDACC-recommended SZA range (86 to 91) were 

selected, when those dSCDs were available. Otherwise, to adapt to the high-latitude condition, the 

nearest available 5 SZA range was used (Adams, 2012). For quality control purposes, any fit with less 

than eight measurements or with a coefficient of determination (R2) less than 0.9 was discarded. 

When cloud-affected spectra have been removed, the same criteria are applied to the cloud-screened 

Langley plot as apply for the conventional Langley plot (e.g., requires nine data points and R2 >0.9). 

In general, the same quality control criteria are applied to both the conventional Langley plot and the 

cloud-screened Langley plot. The minimum number of measurements and R2 requirements (to make a 

Langley plot) are based on Fraser (2008) and Adams (2012). These common quality control criteria, 

which are shared between the conventional Langley plot and the cloud-screened Langley plot, can 

ensure good quality for the derived ozone. In fact, those cloud contaminated data (ozone dSCDs) in the 

Langley plot will introduce more uncertainty. Figure R1.2 shows an example of the Langley fit results 

with and without using cloud-contaminated data; by removing the cloud contaminated data, the R2, the 

estimated RCD (the intercept of the fit), and the estimated errors of the slope are all improved. The 

Langley fits for the morning have an RCD of -2.4e19 (for both the conventional Langley plot and the 

cloud-screened Langley plot), while the cloud-screened evening RCD (-2.1e19) is 5% lower than the 

unscreened RCD. Theoretically, the morning and evening RCDs should be the same (from the same 

reference spectrum). The unscreened morning and evening ozone from UT-GBS are 288 DU and 300 DU, 

respectively. The corresponding cloud-screened values are 290 DU and 299 DU. The same day Brewer 
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morning and evening averaged measurements were 298 DU and 299 DU, respectively. The weather 

record for this day provided by the Eureka Weather Station was “Mainly Clear” from 2:00 to 23:00.  

 

Figure R1.2. Langley plots for measurements made on August 17, 2010 (p.m.). Red symbols show the 

data without using the cloud-screen algorithm. Blue symbols show the data with the cloud-screen 

algorithm applied.  

The shifting of the SZA fitting window is necessary to produce summer measurements at Eureka. The 

Langley plots in Figure R1.2 were made using the nearest available 5 SZA range (81-86°). Figure R1.3 

below shows the year-round SZA in Eureka. If the NDACC-recommended SZA window (86-91°) is strictly 

applied in the Langley plot, ozone measurements would only be available for about two months per year 

at Eureka. Fitting with a lower SZA range will increase the errors due to slant column fitting, but reduce 

the errors from the AMF calculation (Hendrick et al., 2011). We expect this SZA shift may create some 

systematic changes in the retrieved ozone, however, the UV-visible TCO dataset has been evaluated 

through comparisons with satellite and ground-based measurements (e.g., Fraser et al., 2008, Adams et 
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al., 2012). For example, they show good agreement with Eureka Brewer TCO (mean bias relative to 

Brewer within 1%).  

 

Figure R1.3. Maximum (red) and minimum (blue) SZAs in Eureka throughout the year, calculated from 

2007. The grey shaded region indicates polar night, when the sun does not rise above the horizon, while 

the yellow shaded area indicates the time of year when the sun is continuously above the horizon. The 

horizontal dotted lines indicate 86° and 91°, the NDACC-recommended range of SZAs in the calculation 

of VCDs. Figure from Fraser (2008). 

 

G) The effect of instrument degradation should be addressed. The authors write that in particular the 

differences in the calibration for the GBS instrument might be related to instrumental changes. The 

occurrence and strength of changes in the instrumental properties should be stated. Also gradual long term 

degradation should be investigated. 

 

We think the referee is asking two questions: the first one is about the instrument changes, and the 

second one is about the long-term instrument degradation. The major changes to the instrument 

(including FOV changes and integration of a solar-tracking system) are described in Section 2.1. The 

details of instrument changes and history are available and summarized in Zhao (2017). The following 

information has been added to the manuscript (Section 2.1 and Section 3.1):  
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The details of instrument changes and history are summarized in Zhao (2017). 

The shifting of the calibration factor in 2013 is due to the fact that a 10 m slit-to-spot fibre bundle 

replaced the old 1 m single fibre. The shift in 2017 is due to a 200-grit UV diffuser that was used to 

attenuate the light signal (to enable MAX-DOAS measurements). Details about all instrument upgrades 

are provided in Zhao (2017). 

The performance of the instruments is evaluated every year by performing laboratory calibration and 

tests, including dark current, stray light, polarization, and instrument effects measured yearly and 

corrected. These tests and the results are documented in Farahani  (2006), Fraser (2008), Adams (2012), 

and Zhao (Zhao, 2017). The GBS ozone data have been used in multiple satellite validation studies 

(Fraser et al., 2008; Adams et al., 2012; Bognar et al., 2018), and no obvious data degradation has been 

found in those comparisons.  

 

Minor points: 

1) Can the authors explain, for which atmospheric conditions measurements fall into the category 

‘intermediate’? 

 

The “intermediate” category follows the idea proposed by Gielen et al. (2014).  The CI label is used to 

detect changes in the visibility, and the “intermediate” category represents sky conditions with slightly 

decreased visibility. For the Arctic, where aerosol pollution is rare, the “intermediate” category applies 

to sky conditions with thin clouds or moderate aerosol. This information has been added in Section 3.1: 

Following Gielen et al. (2014), we also categorize the calibrated CI values into three regimes as shown in 

Figure 2b: (1) cloudy, when CIcal(SZA) < CICOD=1.5, (2) clear, when  CIcal(SZA) > CIvisibility=50km, and (3) 

intermediate, when CICOD=1.5(SZA) < CIcal(SZA) < CIvisibility=50km(SZA), which represents sky conditions with 

slightly decreased visibility, typically due to thin clouds or moderate aerosol. 

2) In several parts of the paper, the cloud effects are referred to as ‘random’, e.g. in the abstract. In 

other parts, e.g. on page 3, line 17 it is stated that ‘This leads to a random uncertainty of 3.3% for 

TCO calculated using the NDACC ozone AMF LUT between 86-91_ SZA.’ Then in the next 

sentence it is written ‘In fact, clouds are the largest source of random uncertainty in ZS TCO.’ In 

my opinion, cloud effects are systematic. Of course, depending on the cloud type, they might 
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have different effects on the derived O3 VCD. Thus they can indeed introduce a random 

component. The authors should discuss these aspects in more detail. 

 

This work uses the NDACC ozone AMF LUT to retrieve ozone total column. Thus, to avoid confusion, we 

followed Hendrick et al. (2011) who categorize the uncertainty due to clouds as random uncertainty. 

The NDACC UV-visible total column ozone error budget is provided in Table 4 of Hendrick et al. (2011). 

Clouds are not accounted for in the NDACC ozone AMF LUT calculations. Due to their varying cloud 

properties (height, COD, ice or water content), their impact on the retrieved total column has random 

behaviour. For example, although COD = 3 and COD = 6 clouds can both lead to a bias in the retrieved 

TCO, the magnitude of the shift is different. In general, unless the clouds can be differentiated into a few 

categories (e.g., based on their impact on TCO), it is difficult to quantify the systematic uncertainties due 

to clouds. We think the uncertainty categories used in Hendrick et al. (2011) are reasonable in the 

context of this work.  

 

3) In Fig. 3 the fitted curve seems to be not a pure Gaussian. Please provide details of the applied fit 

function. 

The fitting was done using a MATLAB Gaussian model: 

https://www.mathworks.com/help/curvefit/gaussian.html 

The model provided by MATLAB can be used for multi-peak fitting, but here we only used one peak. For 

example for SAOZ 2013 data, the fitting function and results are: 

     General model Gauss1: 

     f_gaus(x) =  a1*exp(-((x-b1)/c1)^2) 

       a1 =       37.35   

       b1 =       0.846   

       c1 =      0.1475  

Some typos in the text and Figure 3 caption have been corrected. 

 

4) Fig. 3: which SZA are included in these results? 

 

https://www.mathworks.com/help/curvefit/gaussian.html
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These results are from measurements made with SZA < 85°. This information was previously provided in 

the caption of Fig. 3: 

Note that any measurements with solar zenith angle (SZA) > 85° have been removed in this calibration 

process. 

 

5) Title: maybe add ‘ground based’ between ‘on’ and ‘UV’? 

 

Done. 

6) Introduction: on page 3, lines 9-10, also the following reference might be included: Erle F., 

Pfeilsticker K., Platt U, On the influence of tropospheric clouds on zenith scattered light 

measurements of stratospheric species, Geophys. Res. Lett., 22 , 2725- 2728, 1995. 

 

This reference has been added. 

7) On page 5 it is written: ‘Due to the decreased resolution at the edge of CCD, the ozone 

differential slant column densities (dSCDs) were retrieved in the 450-545 nm window, instead of 

the NDACC recommended 450-550 nm window.’ The Chappuis ozone absorption has no fine 

spectral structures. Is a high spectral resolution really needed for the ozone analysis in the visible? 

Maybe the NDACC window can still be used? 

 

Because of the design of the spectrometer (there is a 10° angle between the detector normal axis and 

the main optical axis of the focusing mirror), the resolution of spectra is not uniform across the CCD 

(more details can be found in Figure 2.4 of Zhao, 2017). The resolution decreases from 0.9 nm across the 

centre of the CCD to 1.2 nm at the edge. Although there is no fine structure from 545 to 550 nm, the 

DOAS fitting will be affected by this poor resolution on the CCD edge, which will reduce the quality of 

the dSCDs.  

 

8) Fig. 2: Why have measurements for SZA > 85° been removed? 

 

This figure is intended to illustrate the CI calibration. The CI absolute value calibration is done by using 

data with SZA < 85°. For any measurements made with SZA > 85°, the cloudy CI and clear-sky CI are 
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difficult to separate. Since measurements with SZA > 85° were not used in the calibration, they were 

removed from the figure. This information is provided on page 8, lines 27-30 (AMTD version). The 

caption has been modified to make this point clearer to the reader. 

Note that any measurements with solar zenith angle (SZA) > 85 have been removed in this calibration 

process, and are not shown here. 

 

9) Section 3.2: How do the results based on the temporal variation agree with the results derived 

from the CI threshold method? 

 

These two methods were used to identify the sky conditions. In general, the CI remains stable for clear 

sky, aerosol, and full cloud cover conditions. However, in the presence of broken clouds, the CI can 

decrease when a cloud passes over, due to enhanced Mie scattering (Wagner et al., 2016). The temporal 

variation method is used to detect scattered (broken) clouds (for all available SZAs), while the CI 

threshold method is used to detect clear sky and full cloud cover (only for SZA<85°). These two methods 

could not be compared directly.  

 

 

10) Section 3.3: It is written that ‘The inclusion of ozonesonde data in the AMF calculations 

improves the results, especially under vortex conditions (Bassford et al., 2001).’ This statement is 

unclear to me. Is the use of ozone sonde data an addition to the existing NDACC LUT? Is the 

original NDACC LUT used in this study or and updated LUT? 

 

The NDACC AMF LUT was produced using climatological ozone profiles (based the on TOMS v8.0 

dataset), with total ozone columns from 125 to 575 DU (with a step of 50 DU). Thus, the NDACC LUT 

requires ozone total column input for each day to better interpolate the stored AMFs for the station. 

This approach is important for the polar regions when measurements were made under vortex 

conditions. The Eureka ozonesonde data are used to construct the “Day_SZA_O3_col.dat” file, which 

provides the total column information, as described in Van Roozendael et al. (2009). Some of the details 

about the use of NDACC LUT are provided below (from Roozendael et al., 2009): 

“An interpolation routine has been developed to extract appropriately parameterized O3 AMFs for the 

different NDACC stations. Compared to version 1.0, the new version 2.0 of the routine allows AMFs to be 
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interpolated on a yearly basis.The user has also to define the name of the file with day numbers, SZAs 

and corresponding O3 columns (here called ‘Day_SZA_O3_col.dat’; maximum number of lines in this file: 

500000) and to give a value to the flag for the interpolation on the O3 column (fixed to 1 if the O3 

columns in ‘Day_SZA_O3_col.dat’ are vertical columns in DU and to 2 if O3 columns are slant columns in 

molec/cm2 ).” 

In short, the use of ozonesonde data is to improve the interpolation of the stored NDACC AMFs for the 

station in the polar regions. In this work, we used the original NDACC LUT, and followed the original 

NDACC recommendation.  This information has been added in Section 3.3: 

 

Following the NDACC recommendation (Van Roozendael et al., 2009), the Eureka ozonesonde profiles are 

integrated to generate TCO values that are used to create the “Day_SZA_O3_col.dat” file, which is used 

by the NDACC LUT to interpolate daily AMFs for Eureka. 

 

11) Page 14, line 18: It is written: ‘Theoretically, the cloud-screened TCO datasets (GBSCS and 

SAOZCS) should have lower random uncertainties than the conventional TCO datasets (GBS and 

SAOZ).’ I am not sure about this statement. One general effect of the cloud filter is that it 

removes measurements of a sequence. Thus the information content should be smaller than for a 

complete sequence. Also the selection of measurements becomes variable: e.g. on some days 

measurements for small SZA, and on other days large SZA might be filtered. This will lead to 

different biases and probably to an increased ‘random’ uncertainty. 

 

This question is related to the previous major question (F). Please refer to some of our explanations for 

that question. In short, this cloud-screening Langley plot method shared the same (strict) quality control 

criteria as our traditional Langley plot method. The selection of SZA range, minimum number of 

measurements, and the threshold for correlation coefficient are all the same for the cloud-filtered and 

the traditional datasets. Removing some cloud-contaminated spectra improves the Langley fitting 

results. This is also illustrated in Erle et al.  (1995). 

The shifting of the SZA fitting window is necessary to produce measurements during summer time at 

Eureka. If the NDACC-recommended SZA window (86-91°) is strictly applied in the Langley plot, ozone 

measurements would only be available for about two months per year (See Figure R1.3). The cloud-

screening algorithm shared the same dynamic SZA fitting window method as the traditional algorithm.  
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