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Abstract. We present a ten-year (Jan 2007- Dec 2016) timiessef continuous in situ measurements of
methane (Ch), carbon monoxide (CO) and nitrous oxide@) made by an in situ Fourier transform infra-red
trace gas and isotope analyser (FTIR) operatecwadér, New Zealand (45.04S, 169.68E, 370m AMSLjn@ge
the longest continuous deployed operational FTIResy of this type, we are in an ideal position ¢ofgrm a
practical evaluation of multi-year performance bé tanalyser. The operational methodology, measureme

precision, reproducibility, accuracy and instrumestiability are reported.

We find the FTIR has a measurement repeatabilittheforder of 0.37 ppb (1-sigma standard deviatfon)
CHy, 0.31 ppb for CO and 0.12 ppb foe@ Regular target cylinder measurements providepaoducibility
estimate of 1.19 ppb for GHO.74 ppb for CO and 0.27 ppb fos® FTIR measurements are compared to co-
located ambient air flask samples acquired at Lasoee May 2009, which allows a long-term assessrog
the FTIR data set across annual and seasonal cdimposhanges. Comparing FTIR and co-located flask
measurements show that the bias (FTIR minus fiskTH. of -1.02 ppb + 2.61 and CO of -0.43 ppb + 1.60 are
within the Global Atmospheric Watch (GAW) recommeddcompatibility goals of 2 ppb. The® FTIR flask
bias of -0.01 ppb * 0.77 is within the GAW recommied compatibility goals of 0.1 ppb should be vievasd
serendipitous result due to the large standardatiewi along with known systematic differences ire th
measurement sets. Uncertainty budgets for eachagaslso constructed based upon instrument pracisio
reproducibility and accuracy. In the case ofCsstematic uncertainty dominates whilst for C@ &hO it is

comparable to the random uncertainty component.

The long-term instrument stability, precision esties and flask comparison results indicate the FOHz and
CO time series meet the GAW compatibility recomnadinths across multiple years of operation, (and
instrument changes), and is sufficient to captureual trends and seasonal cycles observed at Latlider
differences between FTIR and flaskONmeasurements need to be reconciled. Trend @malyshe ten-year
time series captures seasonal cycles, the secmeard trend of Chland NO. The CH and CO time series
have the required precision and accuracy at admglugh temporal resolution to be used in inversimalels in

a data sparse region of the world.
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1 Introduction

With the ubiquitous upward trend in anthropogenieeghouse gas emissions (Stocker et al., 2013g tker
increasing environmental and political impetus @éspond. Under Annex 1 of the United Nations Fran&wo
Convention on Climate Change participating govenmisiare required to report annual greenhouse gessiem
inventories. There is an increasing need to vetifg bottom-up emission inventory approach with-dmvn
approaches (Weiss and Prinn, 2016; Leip et al..8R0A top-down approach is achieved by combining
atmospheric greenhouse gas concentration (moléidndaneasurements and numerical atmospheric toaihsp
modeling so that surface flux estimates can berrafe Such top-down approaches have already been
undertaken to quantify national surface flux inweigs of the main greenhouse gasesAGH,, and NO) via
national surface in situ networks as in Peters.€2807), Ganesan et al. (2015) and Henne eR@llg), or pan-
national inventories using international greenhogee monitoring network databases (e.g. Cressait,e2016;
Bergamaschi et al., 2015; Bergamaschi et al. 2848; Pison et al., 2018). There is also a neednieased
coverage in the southern hemisphere (Thompson,&l4; Wells et al., 2015), which is relativelgta sparse

compared to the northern hemisphere.

The National Institute of Water and Atmosphere (MM,auder atmospheric research station was estedali
1961 for photometric observations of aurora airglemission. The site was selected due to its reltiv
cloudless skies unaffected by light pollution aadkl of air pollution. Such conditions also makaritideal site
for clean air trace gas observations. Atmosphesicet gas timeseries measurements started in thi@s198e
current research focuses are on greenhouse gammse aepletion and UV/visible radiation. Lauderais
founding station in the Network for the DetectidnAdmospheric Composition Change (NDACC), Total laar
Column Observing Network (TCCON) and GCOS (Globéim@te Observing System) Reference Upper Air
Network (GRUAN) networks. It is also part of the $8tine Surface Radiation Network (BSRN) and is the
primary New Zealand GAW station (GAW site ID: LAU).

The original reason for the establishment of greesh gas in situ measurements at Lauder were tivdfaist,
with the establishment of a TCCON site at Laude2004 (Wunch et al., 2011; Pollard et al., 201&yas an
initial requirement that sites have co-located tpgécision continuous surface in situ measuremein@®0O, and
CH.. This was to provide a priori surface concentratamnstraints for the TCCON total column dry mole
fraction retrievals and provide an independentnestie of boundary layer GCand CH. Second, it was to
provide a complementary in situ measurement siteabat Baring Head, New Zealand (41.41 S, 17&.835m
AMSL) (Brailsford et al., 2012) as a first stepanNew Zealand carbon monitoring network. Measurégme
from these two sites have been used in a regianaspheric inversion method determining :C&nks and

sources across New Zealand (Steinkamp et al., 2017)

A continuous in situ sampling system based uposedocell Fourier transform mid infra-red spectrgsco
(Griffiths and de Haseth, 2007) was chosen. Theéepyselected was designed and built at the Uniyeodi
Wollongong (UoW) (Griffith et al., 2012; called GXBm now on). The FTIR can measure C@cluding
isotopologues®C-CO, ®C-CO, and *0-CQ, independently), Ck N,O and CO dry mole fractions
simultaneously with precision approaching and/oceexling the GAW recommended compatibility goals
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(GAW,2016). Measurements o8, CO and*C-C(Q,, in addition to CQand CH, have several benefits 8-
CO; and CO provide additional information concerniraghon cycle source and sink attribution (van deldg'e
et al., 2018; Oney et al., 2018).MI measurements in conjunction with £@easurements allow estimation of
surface NO flux emissions (Kelliher et al. 2002; Laubachakf 2016) which is pertinent given New Zealand’s

greenhouse gas emissions profile (MfE, 2017).

The Lauder FTIR was one of the first generatiorswdh UoW FTIR systems using the Bruker IRcube FTIR
spectrometer (Bruker Optics, Germany). The LaudEiRFs of the same vintage as those deployed at the
Darwin TCCON site (Deutscher et al2010a), Cape Gi@niffith et al., 2011), University of Wollongong
(Buchholz et al., 2016) and similar to the systeperated at the University of Heidelberg Institur fu
Umweltphysik (IUP, Hammer et al., 2013a; called Hi@&n now on). In 2013 the UoW FTIR system was
commercialized, in a joint venture between UoW dfmbtech (Australia) and marketed under the name

Spectronus.

Previous work has characterized performance aralqlality of the UoW FTIR systems on time scalesyiag
from short lived field campaigns and up to 4 ye&t$3 provided an extensive performance evaluatiothe
IUP FTIR in laboratory and campaign-based studiesr @ period of 8 months. Comparison of the FTIR
performance to other in situ instrumentation ha® ddeen conducted in Griffith et al. (2011), Hammaeal.
(2013b), Vardag et al. (2014), and Lebegue etall §). CO performance has only been evaluated bfjtGet

al. (2011), with inconclusive results due to valdalCO amounts in the calibration tank resultingpimor
accuracy. In all these studies £hhean differences were within the GAW compatibiligcommendations,
whereas for C@ and NO differences were overall marginally higher th&e trecommendations. Only in
Lebegue et al. (2016) was the FTIR operated fogdorthan a year. The Lauder FTIR was part of a GAW
quality assurance strategy performance audit usaglling standards (Zellweger et al., 2016) inakht was

the only FTIR. The audit results show the FTIR ;Cahd CH measurements to be comparable to other
measurement types {8 and CO were not assessed). Other studies havenghe durability and reliability of
the FTIR during field campaigns (Deutscher et2010b; Laubach et al. 2016; Sonderfeld et al., 2017

Despite this promising work, questions remain comicg FTIR performance and stability over longandi
periods, such as multiple years to decades. Prl@bility over such periods is required if thelRTis to be
deployed as part of long term monitoring netwotksidies by Buchholz et al. (2016) and Té et al1l@Moth
use data from the two FTIRs operated at UoW wittombined duration of 3.3 years. The longest cootiisu
FTIR temporal dataset published to date is 4 yiedength (Vardag et al.,2016).

In this study we investigate the Lauder FTIR/BO and NO precision, repeatability, and accuracy over 10
years of operation. We also comment on the reltghilf the FTIR, looking at more day-to-day opeoatl
issues than previous studies, such as regular em@inte, instrument failures and areas for potential

improvement.
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The FTIR measurements are then compared to coelbdlask air sample measurements, which were iedito
provide a cost effective independent data set. Btigtime series analysis is performed to provéheestimate
of the annual trend and seasonal cycles and tatascé the FTIR can observe such atmospheric ghaon
such time scales. Investigation into the FTIR ,C&hd §°C-CO, measurement performance along with
comparisons to co-located independent,GSteinkamp et al., 2017) ar&®C-CO, measurements will be

reported in a separate study.

In sections 2 and 3 we describe the Lauder atmeosphesearch station and the in situ instrumentatio the
site. Section 4 details the air inlet sampling egstcommon to all in situ sampling instrumentsSktt. 5 we
introduce the FTIR, describe significant upgradethe instrument and issues associated with itsatipa. We
assess the long-term stability of precision andismy, along with calibration methods. Uncertaibtyglgets are
also constructed. In Sect. 6 we detail the Lautdmskfsampling program and then compare the FTIRagk

measurements in Sect. 7. In Sect. 8 we perforrmplsitrend analysis on calibrated FTIR air samglia daken
in so called ‘baseline’ conditions and deduce ahtreads and seasonal cycle for each species. ¢h Sewe

offer a concise summary of the work undertaken.

2. Site location

The Lauder atmospheric research station (45.838%9.684E, 370 MASL) is in Central Otago, South Island
of New Zealand (see Fig. 1). A description of tlegraphy of the site and surrounding region is miire
Steinkamp et al. (2017) and Pollard et al. (20TRg station is located in a broad valley surrouniegastural
farmland with low stock density, with no nearby uisttial emission sources. Clear skies, low viewiogizon
geometry and lack of air pollution were the oridireasons for the site selection. The nearest téMexandra,
is 35 km to the south and has a population of apprately 5300. The climate is considered semi-amdl
continental. Westerly winds dominate the wind flewver the South Island of New Zealand. At Lauder,
predominant moderate breezes (greater thanj ars from the west, whilst nocturnal light breeaes mainly
from the north-east, down valley. Lauder air higtoraps calculated from back trajectory analysigi(kamp,
et al. 2017) show that much of the sampled airiaigs (since last boundary layer contact) from\itest coast
of the South Island, a heavily native forested argiAll these conditions make Lauder an ideal titéake

baseline measurements (baseline conditions aneedefippendix D).

3. Instrumentation

In situ ground level greenhouse gas measuremeantiedtat Lauder in August 2006 with the installatend
commissioning of the FTIR. This was followed bytaiktion of a NDIR Licor-7000 instrument in Jun@(3 to
provide CQ comparison measurements (Steinkamp et al., 2@ 7ask sampling system was added in May
2009. Flask air sample analysis provides cost-tfiedndependent measurements of LCLBO and NO, and
additionally provides another independent in sit0,Gnd 3°C-CQO, data set. It is planned that all three
measurement systems continue to operate in panaltetthe foreseeable future. A description of #ieinlet

system, FTIR and the flask sampling system willgbeen in the next three sections. A set of metemgichl
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sensors were added to the in situ sampling maSeptember 2008 to provide wind, temperature andiditym
measurements at different heights. Prior to thistewrological data from the Lauder NIWA climatetista was
used, located 90 metres from the mast. The inssitapling instruments are housed in a temperaturgaied
building (see Fig. 1b). The 10-metre-high in situnpling mast is located 33 metres to the nortthefluilding

to minimise the impact of southerly wind flow didiance.

4. Air inlet sampling system

A detailed description of the current air inletteys and meteorological sensors can be found in AgigeA of
Steinkamp et al., (2017). The original air samplkygtem consisted of 60 metres of 3/8 inch copytang, 30
metres of which was underground. The inlet on tbfhe sampling mast was connected directly to theRFA
moisture trap was located at the base of the sagptiast. With the installation of the Licor-7000June 2008,
a 4-port manifold and roughing pump were addeds thath instruments use a common sampling line. Wit
system air is drawn from the 10-metre inlet heighta rate of 10-15 Lmih Residence time is approx. 35
seconds. Manifold pressure is typically 40 hPawedtmospheric pressure. Manifold pressure is mogitavith
an analogue mechanical vacuum gauge. Four % iadhlests steel (SS) tubes are welded perpendiocwltret
main body of the manifold providing connection feifor sampling systems, each with a terminatinitjbent
valve. Swagelok components and joins are used dghrout. Short lengths of polytetrafluoroethylen& IFE,
aka Teflon) tubing are used to connect instrumentie manifold to electrically isolate them frohetmast to
minimise potential lightning strike damage. The peptubing was replaced with 3/8 in SS tubing irvélaber
2012. This tubing is all above ground. It shouldnias¢ed that the air inlet delivery system doesdrgtthe air,
this is done on an instrument by instrument basifask sampling system was installed in May 2008th all
three in situ instruments connected to the manifisédtotal maximum draw is 8.1 Lmir(3.5 Lmin® FTIR, 2.6
Lmint Licor-7000 and 2.0 Lmif flask sampling). This combined instrument draweiss than the manifold

flow. Instrument cross sampling is not a concern.

5. FTIR

In this section we outline of how the FTIR worksytine operation, calibration procedures and detattument
upgrades over time. Long term FTIR performance tigdiability, accuracy, precision and repeatabilisy

evaluated.

The Lauder FTIR is based on FTIR systems describe@riffith et al. (2011), G12 and H13. A complete
description can be found in these references. # the second FTIR built at the University of Woljomg
(UoW) chemistry department using the Bruker IRculséh a thermoelectrically cooled mercury cadmium
telluride (HgCdTe)detector. These components supplanted a previolR Bystem based upon a Bomem
MB100 (ABB Bomem, Canada) interferometer and a HBi&detector cooled with liquid nitrogen (Esler kf a
2000). These changes made the FTIR more reliabith l®ss operator intervention, and with greater
measurement precision. Many significant changebataware, data acquisition and spectral procedsavg

happened during instrument deployment at Laudet tlaese are described in detail in the followingtisas.
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5.1 Hardware

The FTIR analyser was originally installed in l&tagust 2006 followed by a 4-month commissioning gghan
which acceptance testing was performed along widlining in instrument operation and data analysis.
Continuous air sample measurements started in Gar@@7. Since installation, the FTIR has undeggon
several improvements in both hardware and softwimee that time. We first describe the original faguration
and those components which have not changed, tlreannental improvements over the 10 years of ojperat
(Jan 2007- Dec 2016).

The unchanging core of the FTIR analyser consita 8ruker IRcube interferometer (Gabeam splitter,
resolution 1.0 cm) coupled to a 3.5 L glass multi-pass White ce -, Infrared Analysis, USA). The IRcube
has an internal globar, mid infrared radiation fratmch passes through the cell traversing an olppiath of 24
metres. A thermoelectrically cooled HgCdTe detei@ledyne Judson Technologies, USA) measures Riid-I
radiation over the wavenumber range 1750-6750.dmterferogram acquisition and spectrum calcufati®
performed through Bruker’s proprietary acquisitgwitware, OPUS, and the analyser’s data acquisstiftware
(described below). The IRcube and cell transfeiceps continually purged with dry nitrogen (100 min?) to

displace the relatively humid room air and prevauitd-up of CO in the optical path outside the cell

The FTIR enclosure is thermostatically controlledth a manual set point at 34Q. Cell temperature was
originally monitored with a LM335 integrated cirt@iensor attached to the outside of the cell (utisal 0.1
°C), later replaced with-an more precise in-catiperature sensors as described further below. gheressure

is measured with a piezo transducer (model sef@®s MKS Instruments, USA, resolution 0.13 hPa). The
measured cell temperature and pressure are useplantitative spectral analysis, and in the subssque

conversion of the retrieved concentrations to nfi@etions.

A schematic of the initial FTIR gas handling systsnpresented in Fig. 2a. The gas handling systelwets
gas to the cell from one of four software-seleaabhlet valves, two of which were passed througtryang
system as described below, and two of which wedzied by the analyser. Originally, there were twairgputs,
the air sample line and a working standard (WS)ctvhis used as part of the calibration procedurd¢arget
cylinder (TC) was later added to provide a meanmtmitor FTIR reproducibility and accuracy. Air sales
passed through the drying system whilst WS andar® &ir remained undried by the analyser (both Wb TC
are dried at the point of collection). Dual stagestific regulators (model 1-SS30-590-D4T, Scotrhih Inc.,
USA) provide a step down from the cylinder pres&fr2000 psig to a stable low side pressure irrdinge of 5-
20 psig.

Electronically actuated solenoid valves (Models 3816014, Burkert, Germany) controlled by the FTdRta
acquisition software allow manipulation of gas flawd delivery. Air samples are dried using a 24riNafion
dryer (model MD-070, Permapure, USA) in series wille chemical desiccant anhydrous magnesium
perchlorate (Mg(Cl®)2). The backflush for the Nafion dryer was providsdthe (dried) sample air exiting from
the measurement cell at reduced pressure. Air gangok dehydrated to less than 20 ppm. Cylinde¥sgasre
not dried. All gases pass through a 7 um partieufdter prior to reaching the White cell. A vacuymamp
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(model MV2NT, Vacuubrand, Germany) at the exit e ttell and Nafion backflush provides the required
pressure gradient to allow gas flow, to evacuatectll for spectrum background measurement andaaide

the Nafion dryer backflush.

Measurements are taken in two modes of operatiiatic snode and flow mode. In static mode, the cell
evacuated then filled with gas to a defined pressiine cell is then closed, and spectral measurisnaea made.
In flow mode, gas is continually drawn through tedl at a set flow rate whilst spectral measuresiané made.
In the initial instrument configuration, in flow e the flow rate was controlled by a manual setlieeealve
located downstream of the cell and the flow rats webnitored by a mass flow meter (model 820 se8e&sra
instruments, USA). In flow mode the cell pressune flow are not independent. Reducing the flow éased
cell pressure and vice versa. The cell pressurealgasproportional to the input delivery pressuneaddition,
the magnesium perchlorate solidifies over time fes desiccant dehumidifies gas reducing both flow an
pressure in the cell. There is a slow constant gdan cell pressure and flow. Due to the air sangpli
configuration at Lauder sample air is measuredaw fmode. Cell pressure is in direct proportionthe inlet
manifold pressure which in turn is proportional aomospheric pressure. Cylinder gas measurements are
conducted in static mode to reduce gas consumpfioa.static mode cell pressure set point is altateggular
intervals to be similar to cell pressure during peavair measurements. This is done to reduce ralsptessure
sensitivity (RPS) (detailed in Sect. 5.6.1).

The data acquisition system is the same as thatided in G12. The entire analyser is controlledt® custom
coded software (‘Oscar’, V9.1.8) developed at th®d\MU Oscar is written in Visual Basic 6. It schedutbe

measurements, gas input selection, operates thehayadling valves, logs instrument parameters (press
temperature, and flow) and interacts with OPUS.aDsdso actuates the spectral retrieval analydtsvare to

perform real time processing after each measurendattils about the spectral retrieval software gven in

Sect. 5.5.

5.2 Significant instrument changes

There have been continual improvements to the FaHR air inlet systems over the working lifetimetbé
instrument at Lauder, some of which have been parated into the current commercial design. Theraghes
have all lead to an improvement in cell temperatanel pressure stability. The main improvements were
replacing the external cell temperature sensor wittigh-resolution sensor located inside the aadlependent
control of cell pressure and flow rate, reroutirffgrdernal tubing so that cylinder gas and air seemare all

treated equally and dried, and lastly, a front-pachp to deliver sample air at a constant pressure.

5.2.1 Monitoring cell temperature

Cell temperature was originally monitored using emsor based upon a generic LM335 integrated circuit
attached to the outside of the cell. It had a rggmi of 0.1 °C. This approach assumes that thereat cell wall
temperature is the same as the gas in the cellttendell wall is unaffected by the temperaturahaf FTIR
enclosure. Alone, the coarse resolution of the LMBR&roduces a non-insignificant uncertainty in th&ieved

N2O dry mole fraction of approx. 0.1 ppb at 320 ppil fypical cell pressure and temperature) but less
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significant for CO (approx. 0.02 ppb at 60 ppb) &td, (approx. 0.6 ppb at 1800 ppb). In September 2810,
PT100 (tolerance class F0.15) resistance thermonustector was inserted into the cell to measure ga
temperature invitro. The PT100 is coupled to a PR4lniversal transmitter (PR Electronics, Denmark)
providing a temperature resolution of 0.002 °C.sTallows a more precise and responsive direct meamsnt

of the gas temperature in the cell.

Figure 3 clearly shows a change in recorded cetiptzature when the sensors were swapped in Septembe
2010. There is a significant bias (approx. 1.3 b€)ween the two temperature measurements. Thistiefn
concern as the bias is systematic and compensatedufing the calibration process. The 1-sigma dsdach
deviation (&) in the PT100 is 0.05 °C compared to 0.3 °C fer tiM335. The PT100 is more stable and less
susceptible to changes to FTIR enclosure temperdliuctuations and more indicative of cell gas terapure.
As part of the April 2013 upgrade the invitro PT28s replaced with a Type-J thermocouple. Evenghdbe

thermocouple has a faster response time, no significhanges in temperature precision were seen.

5.2.2 Independent control of cell pressure and flowate

In the initial instrument configuration, in flow rde cell pressure and gas rate flow are coupletiacatjusting
one affects the other. Control of either was by uahadjustment of the needle valve located dowastref the
cell (Fig. 2a). The cell pressure during samplena@asurements is dependent on the air inlet systanifold
pressure which in turn is proportional to atmosjzth@ressure. As the desiccant solidified it alsosea a
reduction in both cell pressure and flow. Continadjustment was required to keep both cell pressndeflow
within a given range. More importantly, since th&\i¢ measured in static mode, and the cell filked tdefined
pressure, there was always a difference betweeplsaair and calibration gas pressures. Differengeso 50

hPa were common.

The solution to decoupling cell pressure and flad providing cell pressure stability was to repléue needle
valve and mass flow meter with two mass flow cdfére (MFC, Model 3660, Kofloc, Japan). One MFC was
installed upstream of the cell and the other doseash, as shown in Fig. 2b. The upstream MFC contiwd
flow rate through the cell, whilst the downstreanF® is constantly adjusted via a Proportional-Inaégr
Differential control loop to maintain constant cpliessure. The upgrades also correct for the reduit flow
and pressure due to the desiccant solidifying. Pedssure and flow rate can be set independeradf ether.
The upgrade was done in April 2013. The effecthi$ thange is seen in Fig. 4a. Prior to the upgthde
standard deviation in cell pressure and flow wetehBa and 0.03 Lmihrespectively. After the upgrade cell
pressure and flow standard deviations were 0.0Gilar@ 0.005 Lmih. There is also a significant reduction in
sample air cell pressure and calibration gas celgure bias (Fig. 4b). The bias reduces to 0.@2 f&Bulting in

a negligible pressure residual cross sensitivityemion (see Sect. 5.6 for more details).

5.2.3 Inlet port reconfiguration

During the April 2013 upgrade the inlet port linesre reconfigured so that all four inlet lines aggiivalent and
pass through the internal drying system (Fig. 2ljs allows cylinder gas to be dehydrated to allegeial to

that of the air samples. Prior to this change,aswssumed cylinder gas was pre-dried, or an extdrging



10

15

20

25

30

35

system was required. Differences in water contemt introduce measurement bias, such as encountered
Zellweger et al. (2010).

5.2.4 Addition of a front-end pump to provide a stale inlet pressure

A FTIR front-end pump (model N86KNE, KNF Neuberg&ermany) was added in September 2013. It is
placed between the air sampling inlet manifold #rFTIR inlet ports (Fig. 2b). The purpose of tfant-end
pump is two-fold, to provide additional sample defiy pressure stability and to increase cell presabove that
deliverable by the air inlet sampling system. Wkib new front-end system, cell pressure is sefl@®hPa for

air sample measurements (standard operation conslitiill be described in the next section). Opagatvith a
cell pressure above atmospheric pressure proviogtie pressure making leak detection easier ainihises

the effects of any leaks. The signal to noise 8NR) also increases due to increased absorption.

5.3 Standard operating conditions

Overall, routine operation of the FTIR has remaimedy much unchanged since measurements starteitstWh
upgrades have contributed to changes in operatimgedures, the underlying instrument set up has btble.
The FTIR is configured to continuously measuresaimples interspersed with regular cylinder measenésn
for calibration and quality assurance. This is ofithe simplest FTIR configurations the FTIR candeployed

in (other deployment configurations are describeG12).

Air sample measurements are taken in flow modeisAitrawn into the White cell at 0.5 Lmimt the defined
pressure (originally 870 hPa, then 1100 hPa afierApril 2013 upgrades). At a rate of 0.5 Lrhiand with the
White cell volume of 3.5 L, the e-folding time (Wdierlich et al., 2010) is approx. 7 minutes, measi@guential
flow mode sample measurements (10-minute averagesnot completely independent of each other. FTIR

temperature is stabilised at 34.0 °C £ 0.2. Thedraait has a duty cycle of approx. 40%.

The spectra acquisition settings have remainedeanedl over the entire period. Spectra acquisitiomsists of
721 coadded scans averaged over 9.5 minutes. éditrgpare taken with a resolution of 1.0cand with an
aperture of 1.5 mm. The effective field of view2is.7 mrad (full angle). The Happ-Genzel apodizafiorction
is applied to the collected interferogram with artdegphase correction. The spectra also exhibit méatalon
channelling of approx. 0.005% signal strength witheriod of approx. 5 cfa The channelling is stable in both
period and amplitude and is inconsequential, bobted feature that should be diagnosed in each FThie

resulting spectra have an SNR of the order of 1500@0.

Real time quantitative spectral analysis occursradach spectrum collection (details in Sect. 5Ih)s takes
approx. 30 seconds, giving an overall collectiod arnocessing time of just under 10 minutes resgiltim144
measurements per day (if no calibrations are peed). Scheduling is organised into 30-minute cydiesice
three 10-minute sample measurements per cycleh &aectrum is saved with a unique filename andehalts
of the spectral analysis are added to a daily sumiiila. The results are also displayed in realetifapdated
every 10 minutes). Whilst the displayed resultshef spectral analysis are not calibrated they arextremely

useful diagnostic.
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Up until February 2014 calibrations were perforndally. The calibration procedure consists of twatqa
background spectrum collection followed by WS measients. WS spectra acquisition parameters ar¢icdén

to that used in sample air measurements. A backdrepectrum is measured after evacuating theaelbprox.

1 hPa, or until 180 seconds has passed, whicheveached first. The background spectrum is theéppstd of
remnant water absorption features (explained ineagix B). During the 9.5-minute background spectrum
acquisition sample air is continuously drawn thiodlge FTIR system via bypass tubing. This flow leépe
sample desiccated and at a stable temperature.addngired background spectrum is subsequently used t

produce both sample and calibration transmissiectsa.

On completion of background spectrum measurembatWS tank is measured in static mode. Static n®de
used to reduce gas consumption as each cell &8 approx. 3.5 L of gas. Prior to WS tank measun¢the cell

is flushed with 200 hPa of WS gas then the cealkisvacuated to 1 hPa and filled to the prescrjizedsure set
point. In this double stage evacuation, the praangle memory effect is less than 0.001%. Fillingetaapprox.
60 seconds. A latency period of 60 seconds aftiéngfiallows the cell pressure and temperaturetabibse
reducing the effects of thermodynamic disequilibriH13) after which spectra are acquired, savedlyaad
and results written to a daily file. A single 10rate WS spectrum is acquired and analysed. Thédtiresdata
are then used in post-processing calibration praesd The entire calibration cycle (background &8

measurements) takes approx. 25 minutes, fittingtim# 30-minute cycle block.

Sample measurements resume after the calibrattom.céll is evacuated, flushed with sample air thilésd to
the prescribed pressure set point and allowed ttte agsing the same procedure as in the WS measutem
Flow mode is then activated, and sample spectraegaired. The first spectrum acquired after catibn is
filtered out of the final processed dataset asvthéer content is greater than normal due to thestéll not

reaching moisture equilibrium.

TC measurements are conducted in the same manki¢s aseasurements, except a background spectruat is n
taken. When daily TC measurements started thereamaesluction in sample collection time by anothér 3
minutes. Overall, in each 24-hour period 1.5 howese used in calibrations activities. Calibratiomere
scheduled to be performed at 2am to avoid interferith daytime sample collection. Under this cadiion
regime it took approx. 1.5 years before the WS B@dtanks reached a pressure of 500 psig. At 509, tisé

tanks are replaced.

The FTIR upgrade in April 2013 allowed significatitanges in the calibration procedure. In Februé&42 a
new calibration procedure was constructed to aflow mode calibration and TC measurements everykwee
The change from daily to weekly calibrations ishiitthe recommendations of H13. Flow mode calibrai
aligns the tank measurement procedure with thairasample measurements. Background spectrum éoauis
remains unaltered, after that the evacuated cethas filled with tank gas to 1100mb over a perad420
seconds. A latency period of 300 seconds followwse @ombined slower fill rate and longer settlingdiallows

cell temperature and pressure to stabilise withgaifecant reduction in thermodynamic disequilibmiu The
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effect of thermodynamic disequilibrium has minimailpact on CH, CO and MO spectral analysis but
significant for CQ. Additionally, on the change from static to flowalibrations there were no statistically
significant differences in CO and® WT measurements. There were statistically sigaifi differences in CH
WT measurements. Tests conducted showed statickilases ranging from -0.3ppb to 0.45ppb. The reagmn
spread in the bias are unknown. We have includeatiditional random uncertainty term of 0.5 ppb pt@Feb
2014 in the CH WT uncertainty budget calculation to account toe fact measurements were taken in flow

mode whilst calibrations were conducted in statomm

Once the cell is filled, tank gas flows at a rat®®& Lmirt* during which spectra measurements are taken. Four
10-minute spectra are collected. The first is re®d) effectively allowing another 10 minutes foe fTIR to
stabilise. The entire calibration process takeshbifrs using approx. 24 L of WS gas which is edeiviausage

to a week of daily static mode calibration measwets Also, collection of three sequential WS tank
measurements (compared to the previous single stadde measurement) allows calibration reprodutykiib

be assessed. TC measurements are also conduetsdveek in flow mode. This takes an additionaldlrh

making a total of 2.5 hours per week for calibnattmd quality assurance checks.

In this configuration the FTIR can operate autonosiy for a week. User intervention is required eaglek to
start the combined WS and TC calibration measurérseimedule, then once completed to restart rowine
sample line measurements. Extended periods of atitmmare possible (such as at remote unmannes) sitth
a different measurement schedule but given thaFTi® is located on-site and accessible, regulacks and

intervention are not an issue. Details on routim@ntenance can be found in appendix E.

5.4 Interferometer performance

There has been no published long-term performavaieiaion of the Bruker IRcube as part of the FEiRtem.
Assessing the quality of the acquired interferograand associated spectra assists in diagnosisswtiinent
issues. Changes in spectral SNR and/or instrumpatdhape (ILS) degradation will propagate throtigh
spectral analysis, hence retrieved cell gas dryerr@lctions. Since changes in the IRcube will dguaifect
both sample and calibration spectra acquisitioa cgiibration procedure will mitigate such effedtst will also
mask them, thus only by looking at the raw datd wi¢ be able to assess instrument spectral acguisit

performance.

For such diagnostic purposes, WS tank interferogaaoh spectra signal levels, SNR and ILS parameters
calculated. These are displayed in Fig. 5. Overlih years of operation, the interferogram zerb géterence
(ZPD) intensity has been dropping, interspersech vpieriods of stepwise gains. The stepwise gains are
associated with laser replacements and resettintneofZPD reference position. The cause of the noati
decline in ZPD intensity is unknown, but to spetrilét could be degradation in the mid infra-redi@yglobar
intensity, internal optic transmittance or Gabeam splitter transmittance. And as expected tsodated
interferogram spectrum mean signal level is alsditiag but does not have piecewise steps as thetispn is

normalised in the Fourier transform. Both SNR ameécsrum signal level vary slowly indicating good
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reproducibility and stability. Considering that thiean signal level decreased over time it is istarg that the

SNR increased indicating that the reduction in@ess greater than signal degradation with caukeawn.

The field of view (FOV) and spectrum phase areeditto monitor of linewidth and asymmetry. The ILS
modulation efficiency is not retrieved. The FOVfited instead, as this gives more consistent amwekf fit
residuals whilst effectively acting as an ILS diagtic, i.e. changes in the fitted FOV are indicatof an ILS
alignment, acquisition or analysis issue. The dittlOV and phase are displayed in Fig. 5c. Theegedsadual
decline in phase, but the overall phase is veryllsfna.01 rad) indicating a stable near symmelti§. The
small step changes in phase are related to a chantfee cell temperature sensor, laser replaceraadt
operation of the FTIR with a different FOV. The dihetical FOV of the IRcube is unvarying at 21.73adr
(apart from brief testing period in mid-2011)—tharsy-deviations-in-the-fitted-FOV-indicate-an-issuspectra
acquisition-or-analysis. Prior to September 20¥l dhlculated FOV was lower than expected but sti#ble.
This was because the background spectra acquisipierture setting (3 mm) differed from the samglecsra
acquisition aperture setting (1.5 mm). The backgdoaperture size was set to 1.5 mm in Septembet. Zffer
this change the fitted FOV agrees well with thegitgl FOV.

A decade of IRcube diagnostics illustrates theiltyalof the interferometer. To date, replacing timternal
metrology laser (detailed in appendix E4) is they sagular maintenance required. The IRcube fadade due
to a burnt-out resistor in the 24 VDC detector posepply rail. Apart from this, no other componehts/e

needed replacing.

5.5 Quantitative spectral analysis

Only a summary of the FTIR quantitative spectrallgsis method is given as a succinct introduct®prbvided
in G12 with detailed descriptions in Griffith (199@nd Griffith et al. (2003). Details specificallglated to the

Lauder FTIR spectral analysis will be covered.

Cell gas column concentrations (mof®yrare calculated from the spectra by iterative hiogar least squares
fitting of the measured spectrum with that of forvanodelled theoretical spectrum. The code usquetéorm
this analysis is called MALT (Multiple Atmospheri@ayer Transmission) (Griffith, 1996). Input paraemstto
MALT include the instrument line shape function $IL. cell optical path length, cell pressure andperature,

an a priori estimate of gas mole fractions and gdigm line parameters sourced from the HITRAN 2004
database (Rothman et al., 2005). On a spectrunpégtrsim basis, all inputs and a priori values to LMIA
remain constant except for cell pressure and temtyper (which are specified, not fitted). Broad smdaegions

of 100-200 crit are analysed. The selected spectral analysismegice optimised per species. The retrieval
strategies used at Lauder are the same as in GiE2retrieved cell gas species concentrations areected to
mole fractions using the ideal gas law (G12 Eqthgn to dry air mole factiorydy) using Eq 2. in G12. All

subsequent analysis is conducted ugingunless otherwise stated.
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Successive versions of MALT (from V5.3 to the cuatr&/5.5) have been used as part of the Lauder FTIR
system. MALT input files are edited to match theutlar FTIR physical parameters (i.e. field of viepgectral
resolution, cell optical path length). There hagerbtwo main changes to the retrieval strategg: rBduction in
CO and NO residual cross sensitivity #6CO; by fitting CO and MO in a different spectral region. This also
has the fortuitous effect of reducing@ nonlinear cross sensitivity to cell pressure, ahdmproved spectral
fitting of water vapour in background spectra. Olstaf these two changes are found in Appendix Al an

Appendix B respectively.

5.6 Residual cross sensitivities

As detailed in G12 and H13 the calculated raw @adibrated) species dry mole fractions have a smatl-
trivial residual dependence on the input paramaisesl in the quantitative spectral analysis. Tlerapirical
residual cross sensitivities (RCS) are attributenhperfections in the measured spectra, systeraatertainties
in the spectroscopic database, the spectral amapysicedure and uncertainties (systematic and rando

temperature and pressure measurements.

For each species the RCS for each parameter llgressure, cell temperature, cell flow and watagpour, as
well as species cross-sensitivity, need to be éxpertally derived. From these experiments a sintiplear
regression is sufficient to parametrise the RCS3jHIhe calculated RCS is then used to calculaierieection
to be applied to the measured dry mole fractiorin &. (1). Whergcs_cor= corrected dry air mole fractioguy
= raw spectra dry mole fraction, RCSresidual cross sensitivity term betwegpn, and parameter Z..Z=
reference parameter amount. In our application,use the most recent calibration parametersashrs all

corrections are relative to the conditions calilorat were taken in.

Xres_corr = Xdry — Z(RCSZ * (Z - Zo))a (1)

Results from extensive tests by H13 (Table 1 in)Hji@e an indication of expected RCS values. Causioould
be taken as such RCS values are not generic anttistialy be applied to FTIR systems of the same ehadd
analysis software. This is because RCSs differ midipg on sensor placement (H13), cell wall effects
introducing water vapour hysteresis and a deperdendhe spectroscopic database used. The LaudierHgb
sufficient differences to that used by H13 to watrthe need for experimental derivation of RCSsalin
instances it is best to minimise RCS correctionsraking sure standard operating conditions ardaddesand

similar as possible across both sample and calilorateasurements.

For the Lauder FTIR, only cell pressure RCS is ugddwater and cell temperature RCS experimentsewe
inconclusive due to the demanding nature of thes tekich could not be resolved. In both cases taitgy in
the results were too large, the main issues b&img lag and water vapour hysteresis. Given incaigturesults
we decided to omit temperature angDHRCS corrections. This is not uncommon, both HA® laebegue et al.
(2013) also found such experiments challenginghWfitict data quality assurance and quality cor(tpal/QA),

based on cell temperature and retrieved water ates@limounts along with the relative difference lestmv
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sample and calibration amounts, the associated &Ti®ctions are minimised (QC/QA filtering detailad
section 5.10). The difference between sample atithradon retrieved HO mole fractions (after QC/QA
filtering) is -0.99 ppm % 0.80. The difference ineasured cell temperature between sample and dalitra
measurements is, prior to cell temperature seregdacement, 0.04 °C + 0.23 and after replacemed8 C +
0.09.

We also decided to neglect flow rate RCS, moreheworetical grounds, as it induces a second ordgpeeature
effect. Changes in flow rate affect the measurdidtemperature if the flowing gas is of a differéamperature
to the cell equilibrium temperature. Temperaturgrdiution in the glass cell is also flow depend@uatbulent
mixing). Prior to the decoupling of the cell pressand flow, the flow was 0.53 + 0.03 LriinAfter the
introduction of the duel MFCs, 0.50 + 0.005 Lmijithus any potential flow RCS correction is minimal

5.6.1 Pressure residual cross sensitivity

Pressure RCS (RGS corrections need to be applied as cell pressurdngl sample and calibration
measurements differ up to 100 hPa prior to cellsguee and flow decoupling (Fig. 4a). Experimental
determination of RGSis performed by taking repeated measurementsyofydinder air (usually the TC or WS)
at different cell pressure, at stepped pressuremnents, spanning the cell pressure operationgkrésee table
1). Other factors such as cell flow rate and celhperature are held as constant as possible. Nultip
measurements per pressure step are taken and edeTdg RCSis the gradient from a simple linear regression
of the retrieved dry mole fraction (response) ® ¢bll pressure (predictor). The linear regressicludes errors

in the measured pressure and dry mole fraction ueasent spread. For example, Fig. Alb displays the
retrieved NO dry mole fraction as a function of cell pressétn@m tests conducted in December 2013, the
resulting RC$is 0.005 +0.0008 ppb hP&rom table 1).

Experiments were repeated to assess long ternlitstabithe RCS in both modes of operation (static and flow)
from 2009 to 2014. Table 1 lists the calculated RIBECH4, CO and NO. The derived values are consistent
over a 5-year time span, over differing pressurgea, sampling modes and pressure sensor calisatide
expected RCsSto remain relatively constant as the pressuressdres not been changed or relocated in the cell.
In any such change, Rg8eeds to be revaluated. Experimentally derived R&8 in good agreement with

H13, accept for CO which are of a magnitude ldss,remains unexplained.

Figure 6a illustrates the calculated R@®8rrections applied to sample air dry mole frawsiovhen using RGS
values of 0.034 ppb hPa0.0009 ppb hPaand 0.005 ppb hPafor CHs;, CO and NO respectively. After the
decoupling of cell pressure and flow in April 20tt® sample and calibration cell pressures are tefédg the
same thus RGScorrections are very small. The RC&rrection uncertainty is calculated by employihg
ubiquitous propagation of error formulas (Ku,1966jing the uncertainty of the calculated RG&#d the
resolution of the pressure sensor. The associateettainties are displayed in Fig. 6b. The domimamponent
in the uncertainty is the RG®incertainty, not the pressure sensor uncertaily.see calculated GHRCS,
correction uncertainty is of an order of magnitudes than the correction factor, but fooONand CO

comparable.
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5.7 Measurement repeatability

As in G12 and H13 we quantify the precision of B¥R in terms of measurement repeatability (GAW, 201
Successive repeatability tests over time are usambserve and assess changes in instrument precich
tests are an indication of measurement short teahilisy. Repeatability, over a given averaging dinis
calculated as the standard deviation of duplicat@surements of a gas sample of unaltering compogiken

under constant conditions (i.e. cell pressure,teatiperature and cell flow rate).

Lauder FTIR repeatability experiments were perfatrbg taking repeated 1-minute measurements of the T
under nominally standard unvarying operating caond#. Spectral analysis was conducted off-line toimmze
redundant time between measurements. The ressip@cies dry mole fraction time series were theryaad
using the Allan variance technique (Allan, 1966¢@aracterise precision over differing temporabes Figure

7 shows an example of the Allan deviations calealdtom a repeatability experiment conducted inr&aty
2015. For all three species, the Allan deviatidre (quare root of the Allan Variance) reduces withsquare

root of averaging time, consistent with being limlitoy Gaussian noise.

The base period for all sample and calibration measents is 10 minutes, hence the 10-minute Al&nadion

is taken as the operational instrument precisidre TO-minute Allan deviation per species from ekpents
conducted over 7 years of operation are listedabld 2. CH and CO 10-minute precision estimates of the
Lauder FTIR are comparable to that reported infi@riet al., (2011) but significantly less precigen that
reported in G12, especially,8. The design and operation of the Lauder FTIR @encomparable to the
instrument used by Griffith et al. (2011) whilsetdata used in G12 was acquired from a FTIR sygtei,
H13) more akin to the newer Spectronus design.prbeision estimates are relatively stable over fioneboth
measurement mode types. £ahd CO precision is well within the GAW recommetdmmpatibility goals
whereas the PO precision is also close but does not meet themewendation. For all three species, the
precision could be increased by extending the auegatime and/or replacement of the mid-IR detegtih a
more sensitive version. In the case of extendiegatreraging time, a balance must be found betwexrtemtial

increase in precision and a small enough averagimgto capture short-term atmospheric variability.

5.8 Accuracy and Calibration

The spectroscopic retrievals and subsequent cdometse dry mole fractions are only as accurate s t
underlying uncertainties associated with retriefab. forward model accuracy, spectroscopic linelis
uncertainties) and inherent uncertainties of meabuparameters (i.e., pressure and temperature rsenso
accuracy). Furthermore, the calculated dry moletifiva is not traceable to an absolute referencle se#ALT
absolute accuracy is estimated to be approx. 2%fifsr 1996). This accuracy is not sufficient toest the
intended purpose. Greater accuracy is achievedgalith mapping of the FTIR mole fractions to aowm
reference scale, by the ubiquitous method of m&aggases of known composition to derive an insenm
response function (IRF). These gases are indep#ndasigned, have high accuracy, and traceabdedefined
international scale. When this method is applikd,dverall accuracy of the FTIR is reliant on thébration gas

uncertainty, whereas precision is inherent in thtRAtself.
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From the measurements of the calibration gas arument response function (IRF) is constructed &prthe
retrieved dry mole fractions to that of the asstgmalue. Such transfer functions are required &mhespecies.
The FTIR has been shown to have a linear respdis8) (thus the IRF can be approximated by a firgirele
(linear) polynomial, as in EQ. (2)yer measiS the calibration gas dry mole fraction measurgdhe FTIR andger
is the assigned calibration gas dry mole fractidre IRF linear coefficients (fand B) are derived using simple

linear regression (using the ordinary least squapgsoach).
Xref_meas = Achef + B, (2)

The air sample can then be calibrated as in Eqw@greyca = calibrated sample amount, ape_coris the air
sample dry mole fraction after cross sensitivityrection. We see that when calculating the caldaatample
uncertainty, uncertainties associated with RCSemions, WS assignment uncertainties, and to @desdent

the derived IRF uncertainty need to be included.

Xcal = (chsfcorr - Bc)/ Acv (3)

The IRF linear coefficients are derived using abcation suite with a minimum of two calibrationntes (of
differing mole fractions), ideally three or moreh€el calibration suite composition should also spenrange of
expected atmospheric compositions. Unfortunatdig, initial deployment of the FTIR at Lauder empldye
single WS and continues to this day. This is sutinmgd, allowing only derivation of either the gradt or the
intercept but not both simultaneously. To procdeds assumed that the IRF intercept)(B zero, and the
gradient (A) is to be calculated. This effectively reduces tR& to a scale factor (. This approach will
introduce a concentration dependent bias, thisgbtkia difference inca calculated using a scale factor (single

point) calibration approach to that calculated gsrfull linear IRF parameterization.

The magnitude of the concentration dependent aasbe estimated by taking measurements of a naulki t
calibration suite. First, the IRF is calculatednfrahe multi tank suite in which both linear coefficts are
calculated. We call this the Complete-IRF. Nexg tRF is derived using a single calibration tanktifim the
multi tank suite). This is called the scale faciGombining Eq. (2) and Eg. (3) we can define coiregion
dependent bias in terms of the air sample dry rfralgtion when calibrated using a single scale faatin Eq.
(4), where the concentration dependent biag-js. xc is the calibrated sample using the complete IRFyaris

the calibrated sample using the scale factor.

AS BC
Xc_Xsf=Xsf(A_Cf_1)_A_cv (4)
Even given this limitation the use of a single sdalctor for calibration still provides sufficieatcuracy when
calibration gas and air sample dry mole fractiores @mparable (as shown in Sect. 5.8.3). The @efides in
using single point calibrations are also encountdne Verhulst et al. (2017) in which concentrataependent

bias is accounted for using a similar, but sligldifferent, methodology called extrapolation unaanty.
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The FTIR WS is dried ambient air collected at Bgridead during prevailing southerly winds, whichois
comparable composition to Lauder baseline conditi@aad et al., 2014). Due to the concentratioreidgnt
bias, only measurements taken in baseline conditéwa currently used. Care should be taken in ubi@glata

in conditions that are vastly different to the Baseconditions, such as night time inversion esent

5.8.1 Working standards

The working standards consumed by the FTIR areagpegband assigned at NIWA's greenhouse gas and

isotopic analysis laboratory (NIWA-Gaslab) at Gretint, Wellington. High pressure 30L aluminiumiongers
(model 150A, Scott Marrin Inc., USA) are filled &mprox. 2000 psig at Baring Head using a modifigdree
compressor. During the filling process the airlgalried (<5 ppb) (Brailsford et al., 2012). WSigament is
then performed, using scale transfer referencesgaise¢he current World Meteorological Organizat{@iMO)

reference scales.

The composition and uncertainty of the WS usedhieyRTIR are listed in Table 3. One limiting factdrFTIR
accuracy is the uncertainty in the WS assignmérg.dssumed that the tanks have a constant cotiggolut in
the majority of Lauder FTIR WSs there is signifitanift in the CO concentration. It is vital thaich drift be
considered when scale factors are calculated.

5.8.2 Scale factor time series

As part of the standard operating conditions the WS measured daily up until February 2014. Aftelboriary
2014 weekly measurements were instigated. Figulis@ays the calculated 7-day running mean scatefdor

each species and associated uncertainties. A Teleyng mean was used to minimise short term deakor

variability and provide a scale factor reprodudipiestimate. The scale factors show that the mmteaccuracy
MALT retrievals prior to calibration are better tha% for CH and 1% for NO, whereas up to 8% for CO.

Changes in the scale factor need to be accounted fstep change is an indication of an acute weidn the
FTIR, FTIR acquisition procedure or a WS changgradual change indicates a change in FTIR perfocenan
WS composition drift. A change in the 7-day runningan scale factor standard deviation indicatesfailisy
issue. A step change in the scale factor can be @@&VS change. This indicates a relative offséivben the
WSs, for example, the CO scale factor step chamgheaend of 2009 (Fig. 8c) indicates a possibls-mi
assignment of the WS and needs to be rectified. siay change should be correlated with an instrtiexent
(vertical dashed grey lines). For example, in ndd-P there was an approximate 3% increase in H#a@ dd¢ale
factor for a short period. This is associated VAHR spectra acquisition using an input aperture8.8imm
instead of 1.5mm. The two significant step charige€Hs and NO in the 2010-2012 period are related the
replacement of the temperature sensor and repladterhthe FTIR internal metrology laser. Therensigcrease
in the CH scale factor variability after 2014. This has be#nibuted to an error in the background spectrum

H2O stripping procedure. This affects both sample ealibration measurements equally hence the cadiira
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sample measurements remain unaffected. Convertbedye was a reduction in Ghscale factor uncertainty
variability after 2014 due to changes in standgrdrating conditions. Longer term gradual scaleofachanges
are harder to diagnose. The reason for the grathedine in the Ckland NO scale factors from 2007 to 2010 is
unclear. Hypothesis include MIR globar intensityetioration, cell wall effects and pressure/tempersensor

drift. The decline spans multiple WSs and instrunsdianges.

Drift in WS CO composition (Novelli et al., 1991;ndrews et al., 2014) is also a cause for conceth an
manifests itself in scale factor drift. If left umtected incorrect calibration of sample measurdsencurs.
Drift can be identified whilst the WS is in currense by a gradual increase in the scale factor,obiyt
confirmed and quantified once the tank is returtethe calibration centre and remeasured. Thual §ample
calibration can only be achieved after WS re-measent, hence in the interim all results are reghrae
provisional. CO drift calculated after tank recadition is listed in Table 3. CO drift is linearlp@mmeterised and
accounted for in the scale factor calculation. Fég8c contrasts the scale factor calculated witlalrift
correction (grey data points) and after drift cotian (black data points). If drift correction i®tntaken into

account, there will be an artificial downward trandhe calibrated sample CO measurements.

The scale factor uncertainty is calculated by caoinigi the standard deviation of the 7-day runningumand the
WS assigned uncertainty in quadrature. These cawidged as the random and systematic components
respectively. The total combined scale factor wadety are the black data points in Fig. 8 b,d,fl ahe
uncertainty associated with WS assignment are #¢dedata points. For GHand CO, the WS assignment
uncertainty is a significant component of the taizdle factor uncertainty. With the instrument @uolgr in April
2013 and changes in standard operating conditionSebruary 2014 there is a substantial reductioth
random uncertainty component resulting in totalantainty being dominated by systematic uncertaivihilst
there is a reduction in the overalb@®l scale factor uncertainty due to the instrumert @alibration procedure
changes, the uncertainty relatedON measurement precision is still comparable to W8 assignment
uncertainty. The spike in the Gldcale factor uncertainty starting in late 2013cmiences with a reduction in
the latency time within the calibration procedufée abrupt uncertainty reduction in early 2014 kew the

weekly flow mode calibration procedure started.

5.8.3 Multi-tank calibration suite measurements

A four-tank travelling set of scale transfer refere gases (collectively known as the Aniwaniwaejuitas
purchased in 2014. The suite composition matrix wasigned with the FTIR in mind. Details on the
Aniwaniwa suite can be found in Appendix C. Prityarthe Aniwaniwa suite is to provide independent
travelling standards for the New Zealand carbonitodng network to assess site to site bias. Hl&® used as
an independent assessment of the FTIR Complete-TRIS. is done by comparing uncalibrated (but cross
sensitivity and water corrected) FTIR measuremehtthe suite against the suite assignments. Framtiie
Complete-IRF can be calculated. Conversely, byocating the suite measurements using the single $aetor

(the same method used to calibrate sample datathandcomparing to the suite assigned values W&daia be
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diagnosed. Aniwaniwa measurements also allows figag®on into the concentration dependent biasiragis

from using a single calibration tank.

The Aniwaniwa suite is intended to be measured atder at regular intervals, so far only twice, omnte

November 2014 (N14) and again in November 2015 [NIbe FTIR measurements are made using the same

procedure as to that of regular WS and TC measuremehe Aniwaniwa suite, WS and TC tanks are measu
each in turn for 10 minutes, in flow mode for 1 hothis is then repeated. Overall, 60 L of gas taek is

consumed.

In addition, in April 2010 a GAW performance audftLauder was conducted by World Calibration Ceaire
the Swiss Federal Laboratories for Materials S@emud Technology (WCC-EMPA, Zellweger et al., 203
part of the audit activity the 6 tank WCC-EMPA tefling standard suite was measured by the FTIR.

Measurements of this additional multi-tank suite atso used to assess the FTIR IRF stability ireantier

period of the FTIR operation prior to the Aniwaniwgaite purchase. The measurements were made with a

similar methodology of that used to measure thev&niwa suite.

Table 4 lists the Complete-IRF coefficients caltedafrom the three-suite measurement sets and9Fspows
the residual fits of the Complete-IRF per specsisce only three multi tank sets have been measoria past
eight years conclusive results cannot be drawngiven the time span, they still offer an indicatiof the FTIR
IRF stability and linearity. Across all speciesg ttoefficients calculated from the N14 and N15 roesmsents
are in close agreement indicating good stabilitgrav year of operation. The coefficients derivedrfithe WCC
measurements in 2010 (W10) are in less agreeménthed N14 and N15 value®ne reason for this difference
is that the W10 measurements were made prior téhié 2013 upgrade. Prior to the upgrade tank\gas not

dried by the FTIR system, hence water vapour vadratdieen tank measurements of up to 20 ppm.

As in the calculation of the WS scale factors, wpeet to see changes in the Complete-IRF with chsungthe
instrumentation. In any implementation of a ComglF in routine sample calibration will still reigel regular
measurements of a multi-tank calibration suiteegitly employing external scale transfer refererasegyites or
a suite of multiple WSs (of differing compositioffjhe latter option is preferable. Also of note, #ssociated
uncertainties in all sets (N14, N15 and W10) areilar, another indication that instrument preciskas not

degraded over time.

In the next application we calibrate the suite measents in the same manner as sample data, byirapal
recent calculated scale factor. Comparing the msdighV10, N14 and N15 suite tank values to the wffee
between the calibrated measurement and assignedsv@Fig. 10) gives an insight to the magnitudehef
concentration dependent bias arising from the fisesingle WS calibration procedure. The dash-dxtlides in
Fig. 10 are the calculated concentration dependiaises for each suite measurement set. For ak $pecies
the calculated concentration dependent bias gradih measurement assigned difference gradientsirariar,
indicating that concentration dependent bias isntlaén cause of the increasing discrepancy betweakirated

measurements and assigned amounts with increasingectration. The offset between the concentration
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dependent bias and the measurement-assigned diféere a result of bias between the FTIR WS andahk
suite assignments. The concentration dependentidbiasnimal for all species over the baseline rafgey
shaded area in Fig. 10) and comparable to GAW cthifity goals at higher mole fractions. The contation
dependent bias is also smaller than the seasonlscgind annual trends seen at Lauder (see Sémt.ti&nd
analysis) so we have confidence that the concémraiependent bias introduced using the scale rfacto

calibration method will not affect baseline datalgsis.

Of more concern is the large positive bias of thidbcated NO FTIR measurements. The probable cause is that
for N2O NIWA-Gaslab use synthetic composition scale fiemsferences gases. A 0.65ppb bias was observed
in WCC-NO travelling standard measurements at NIWA-Gaslatind an audit of the Baring Head GAW
station in 2009 (Scheel, 2012). This is a simili@ashio what is seen in N14 and N15 measuremengn Evhis
offset is taken in account a bias will remain e tegion of 0.35 - 0.7 ppb). This offset will niotroduce a bias
between the FTIR and flask sample measurementstagdhtasets are calibrated using WSs made anghassi

at NIWA-Gaslab. The bias will need to be addredsefdre the Lauder #0 FTIR (and flask) measurements can

be used in conjunction with other institute’s datasapart from trend analysis comparison.

The consistency of the GHmeasurements across all three sets indicate é diaB and consistent WS
assignment. For CO concentration dependent biasidkent, but only significant outside baseline dtads.
N14 and N15 concentration dependent bias have aableagradients, but offset, indicating a smalbtigk
mis-assignment between consecutive FTIR WSs. Tf@ bbncentration dependent bias is relatively small

compared to the overall bias.

5.9 Measurement Reproducibility

The series of repeatability experiments over 200852provide snapshots of instrument short termilitab

Assessing instrument reproducibility over longerdiscales requires a different approach.

Our approach is to take regular measuremefiéstarget cylinder. Theoretically, repeated meaments taken in
the same conditions should give the same resulsasMrement spread allows us to quantify instrument

reproducibility and assist diagnosis of instrumerdnges or faults.

Target cylinders are prepared and assigned at N®dAlab in the same manner as WSs. We found conguosit
assignment advantageous (but not critical) in Weatan also quantify the measurement bias hencgaamccan

also be regularly ascertained. Without knowingabmposition then only the reproducibility can beessed.

Routine TC measurements started in August 2013 spbradic measurements prior to that. A singlei§C
measured in the same manner as that of the WStaRdb1322 days of TC measurements were taken0(201
2017). Daily static mode TC measurements were taieto Feb 2014. When calibrations switched to Week
flow mode measurements so did the TC measurenfégtge 11 shows the difference between the TC drem

fractions measured by the FTIR and that of the $€lgmed values. Vertical dashed lines indicateangé in
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tanks (WS or TC) or major instrument change. Witthiese stable intervals, the standard deviatioth®fTC
measurements is an indication of instrument repritdity whilst inter-interval difference indicatessystematic
bias attributed to the event causing an intervainge. TC measurement bias and standard deviatieadh
interval, and for the total dataset, are listedlable 5. For all three species reproducibility resties are of
greater value then precision estimates indicatintalls changes in standard operating conditions #ffec
measurements. Gthnd CO reproducibility is within the GAW recommexddcompatibility goals, whilst }D is
nearly double. Across all intervals, the measucedssigned differences are remarkably Gaussiaisintdition
given the intra-interval systematic differences.eTéxception is CO, in which interval C, D and Esk&
dominate (Fig.13d) indicating possible issues in #8Signment. In all intervals, for all species,rogjicibility
estimates are within the GAW compatibility recomma&tions and small enough to allow statisticallyngigant

annual trend and seasonal cycle analysis.

The interval TC differences can be used to as$essftects of instrument changes and identify fbssssues
with both TC and WS assignments. For example, af\S change intervals E and F have a CO biaspbap
1.7 ppb, which is greater than the combined repoibdity of both intervals. Given that TC measurertsein
intervals C, D & E are all high, this indicates M& assignment used in these periods need to bhénieed.
Conversely, on the change of the TC over intertal® | the bias is approx. 0.5ppb indicating polesibC
assignment issues. Considering that both the TCVdBdare prepared in the same laboratory, usingainee
method, there should be no systematic differencstsvden tank assignments. Furthermore, WS and TC

compositions are similar as both tanks are handiedsured and analysed the same way on the FTIR.

H13 assessed the reproducibility of the IUP FTIRroa period of 6 months and reported values of P8
0.45 ppb and 0.1 ppb for GHCO and NO respectively. On an interval by interval basis ttauder FTIR
reproducibility is comparable to H13 for CO, buaineélouble that for CHand NO. The greater variance cannot
be explained by WS or TC assignment uncertainth@snalysis is within each interval, and the wvaéspan is
similar in length to the 6-month measurement penoH13. This indicates there still is room for imgement
in the measurements at Lauder, such as mid-IR wet@zetter SNR) and White Cell upgrades (betterrifal

stability and cell gas mixing).

5.10 Data quality assurance and quality control

Very little has been explicitly published on FTIRCRA schemes. At Lauder, two filtering methods ased to
exclude questionable data from the dataset. Therfiethod is an objective diagnostic filtering soleen which
data are rejected based upon spectral processiggatitics and cell state parameters. No filteringerformed
on species dry mole fractions, only®is filtered upon. Table 6 presents the list af thagnostics that are
filtered upon, and threshold limits. The threshéidits are empirically set, based upon standardratpey
conditions at Lauder. The threshold limits haverbset to exclude outliers (approx:).3Acquisition software
upgrades in April 2013 enabled the recording off pedssure, cell flow and cell temperature standkdations
within a single measurement averaging period. These added to the list of diagnostics and alloitsring

upon FTIR stability within a single measuremente Tdifference between successive measurement digzpos
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(rate of change) such as® concentration, cell pressure and cell temperaoeeused to filter out any short-

term instrument changes (e.g. on chemical desiatarige or instrument restart).

Objective filtering cannot capture all instanced ansecond method based upon user defined datejgnieds
to omit data is also used. Such manual filteringubjective and reliant on the operator to idendifi record
these periods. Examples of such, are data takdngdimstrument testing, instrument component failigaks
and external events that could influence measurrsith as farm machinery operating close to thgpkag
inlet (i.e. enhanced CO). An event log is kept apdiated at regular intervals. Changes to FTIR hardw
operating conditions or analysis are recorded. Shgmges in instrument performance or analysis|dhalign

with these recorded events and can be used tg@saaogual filtering to omit data.

Overall, between 2007 to 2017 approx. 423,000 Ifutei atmospheric sample measurements had been taken
88% pass the objective filtering threshold limitsen reducing to 80% after manual filtering (therere 93
specific manual filtering intervals). The main casi®f manual filtering omission are instrument neppdesting
and instrument upgrades. There was a prolonged@€f009.0-2011.2) in which there was increasec dat
rejection (Fig. 12). The reason was incompleténfjllof the cell during the first sample measurenadtear the

daily calibration cycle. A blockage in the chemidakiccant cartridge reduced cell fill rate.

5.11 Calibrated CHs, N20 and CO air sample timeseries

Figure 12 displays the entire filtered time seonésalibrated CH, CO and NO dry mole fractions at Lauder.
Measurements taken in baseline conditions are igigeld in red. From this we see the large enhanotsraze
outside baseline conditions, primarily at night vehduild up is seen in the nocturnal boundary layére

isolated large spikes of CO are due to local fanehlprescribed burns.

The calibrated sample measurement uncertaintyl@sileded by combining the sample measurement pogcis
(Table 2), scale factor uncertainties (Fig. 8) &S, correction uncertainties (Fig. 6a) using standamr
propagation methodology (Ku, 1966) in a manner Igimo that used by Verhulst et al. (2017). Funinere, the
uncertainties can be grouped into systematic (R€&ections, WS uncertainties) and random (scadéof 7-

day running mean standard deviation and sampleure@gnt precision) components.

Figure 13 displays the total, systematic and randiocertainties of the calibrated timeseries forhesecies.
The average uncertainty is approx. 1.5 ppb, 0.6 ppld 0.3 ppb for CiH CO and NO respectively, with
uncertainty proportional with measurement concéiotna(due to error propagation). The short durafange
spikes in uncertainty are related to instancesigii kample measurement concentrations in whichrtaioées
propagate. For two instances in the,Gklcord (at the start of 2007 and 2014) the lamgeedainty is due to a
larger than usual scale factor uncertainty. Theicgdn in CH, random uncertainty after February 2014 is due a
switch from static to flow mode calibrations. Sirbe upgrade in April 2013 RGS$orrections for all species
have been negligible, hence a reduction in assatiancertainty. Overall, the GHotal uncertainty has
remained constant across the time series with totegrtainty dominated by the WS uncertainty. Téauction

in the CH random uncertainty at the end of 2012 is due ¥ee precision estimates, and further reduction in
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random uncertainty post 2014 is due to the comiminaif the April 2013 upgrades and the changedw finode
calibration measurements. For CO, random and sydtermancertainty components are similar in magratud
From 2007 — 2010, there was a small downtrenden® random uncertainty component (approx. 0.1 e o
7 years), which cannot be fully explained by apgilan of revised precision estimates (Table 2),hSwwision
of estimates can explain the stepwise reductiosanty 2015. There is a pronounced seasonal cydkeerCO
systematic uncertainty, more so than for.Gd NO, as there is a approx. 20% seasonal cycle insgthasic
CO observed at Lauder. Foro® up until the April 2013 upgrade, the random comgnt of the total
uncertainty was greater than the systematic comypoinéicating instrument precision was a limitingctor.
After the upgrade, there was a reduction is théede&tor uncertainty with systematic and randomponents

now being comparable in magnitude.

6. Flask sample measurements and analysis

Routine (weekly) in situ flask air sample collectiat Lauder started in May 2009 as a robust praaest-
effective approach to provide independent measunsra CH, CO, NO, CQ and$'*C-CO; for comparison
against FTIR measurements. Flask samples will @dsist in identifying any issues or artefacts aggrom the
air sampling system. TC measurements cannot doWeshave also used FTIR measurements to helpifigent
issues in flask measurement and analysis, hen¢ecsumparisons provide a two-way check. One draliofc
flask sampling is that measurements are not comtiguoffering only a sparse temporal dataset. Wéddd to
only collect air samples in baseline conditionghds is when atmospheric composition is varyingstedhis

assists in reducing concentration differencesragifiom differences in instrument sampling time dodation.

NIWA has a long term in situ flask sampling prograenat Baring Head and Arrival Heights, Antarcti¢ad.82

S, 166.65 E, 220m AMSL) (Lowe et al., 1994). Thengkes collected at Lauder follow the same collettio
methods and laboratory analysis. In brief, airriawh from the air sampling manifold at a rate d¥ 2min’?
through 5 metres of nylon tubing (model N12-04 es2r1200 Ledalon, New Zealand) with a diaphragm pump
(model N86KTE, KNF Neuberger, Germany). An inlinegnesium perchlorate cartridge is used to dry the
sample air (effective dew point of approx. -60.0 tefore reaching two evacuated glass 2.2L samglasis
(Glasscraft Scientific Glass-blowing Limited, Newa&and). These two flasks are attached in pardlted.flasks
are flushed five times with sample air to a pressafr 20 psig, after which the flask is filled to p6ig. Final
filling time is approx. 5-8 minutes. The magnesiyarchlorate cartridge is replenished after 12 sampl
collections. Over the 2009-2017 period there hanb alterations in either the collection procedarr flask

sampling system.

Analysis of the flask air is performed at NIWA-Galsl Gas chromatography (GC) flame ionization dete&C
cold vapor atomic fluorescence spectrometry, andeg@€tron capture detector laboratory techniquesiaed to
determine the dry mole fraction content of flasknpkes for CH, CO and NO respectively. The WMO
reference scale used to assign the FTIR WS andréQsed in the analysis of the flask samples. Tdieeg
flask samples are a quality assurance measure.|&amvjih intra-flask differences greater than tieenbined
uncertainty in each sample pair are rejected Bask difference exceed 2.0 ppb, 1.0 ppb and Obifpp CH;,

CO and NO respectively. These limits are based on the Ginigue measurement uncertainty. Rejected
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samples indicate either a failure in collectionG analysis. The mean value of the flask pair, @laith the

combined individual flask uncertainties, is used@mparisons with FTIR measurements.

7. FTIR flask sample comparison

Comparison between FTIR measurements and flasklsarape conducted on a regular basis. This achiges
objectives, assessing flask data quality and tcclch there is any change in the bias between the t
measurements. Change in bias indicates eitherta(daudrift) in one (or both) of the measurementsich needs

to be investigated and accounted for.

Flask sample filling time is 5-8 minutes, offeriagly a snapshot of atmospheric composition, whettea&TIR
10-minute measurements are continual, with an aiffgltime of approx. 7 mins. Since the FTIR indiadl
measurements are not independent of each othepatorg a single FTIR measurement with a flask sampl
measurement is not straight forward. To minimisehstemporal effects, flask measurements are taken i
baseline conditions and compared to 1-hour FTIRrames, which consists of 6 measurements. This also
provides an estimate of baseline variability. Timegrating effect of the different measurement damplumes,

as applied by Winderlich et al. (2010), has notnbeenployed in this analysis due to minimal baseline
variability. This approach would be needed when gammg the measurements taken in conditions of high

variability (i.e. during nocturnal boundary layexersion events).

Figure 14 displays the FTIR flask comparison resfdt CH,, CO and NO. Table 7 lists measurement dataset
biases along with the results from simple linearession (using the ordinary least squares appyaafctine
FTIR against flaskThe total uncertainty in the FTIR flask differerisghe uncertainty in the flask measurement
added in quadrature with the FTIR measurement taiogy. The recommended GAW compatibility goals are
also displayed to assist in interpretation (and aeédspective) of the differences against an intenal
standard. As illustrated in all time-series (Fig. d, d, g) there is a gap in comparison sampletpdiatween
mid-2009 to mid-2010. This is due to two factorgimly flask samples being taken outside the defiveskline
criteria and, to a lesser extent, flask samplegpassing quality assurance checks. It was onlyidi2010 that
we decided focus on taking all samples during l@selonditions thus the effective comparison peisldetter
defined as mid-2010 through to mid-2015.

The CH: FTIR flask comparison results show good agreerbetween the two measurement datasets with a bias
of -1.02 ppb + 2.61. Differences are not conceitratiependent, show a tight linearity and are meaisenally
dependent. The larger differences seen in the ¢p&@i4.5 to 2015.5 are not accounted for, requifimther
investigation. The Cldbias and standard deviation is comparable to ¢tfiéR comparison activities (Griffith et
al., 2011; Vardag et al., 2014) and comparabletiterocontinuous ClHmeasurement techniques in comparison

to co-located flask measurements (Winderlich e28110; Popa et al., 2010).

The CO FTIR flask comparison results show a tigtedrity and are not seasonally dependent. Thedbiaks43

+ 1.60 ppb indicates an overall good agreement dmtwneasurements and are within the GAW recommended
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compatibility target of 2 ppb. The CO bias and dtad deviation is akin to results from other comtins CO

instruments compared to co-located flask measureni&@hompson et al., 2010; Popa et al., 2010).

For NO, a bias of -0.01 £ 0.77 ppb is within the GAWaemnended compatibility goal of 0.1ppb but this is
more serendipitous when the FTIR flask time sesi@$ correlation scatter plots are viewed (Fig. 14)gAny
comparison of bias to that of the GAW recommendaahatibility goal also must take into considerattba
FTIR and flask measurement uncertainties. In eagh NTIR flask comparison, the uncertainties (errarshin
fig 16 a, d, g) are greater than the GAW recomméncEmpatibility goal of 0.1ppb. Achieving combined
uncertainty estimates less that the compatibilibglgnay be unobtainable given the current FTIR fiask
sampling NO systematic and random uncertainty componentse @Garst also be taken in interpretation as
systematic differences dominate in different tinegi@ds, but as an ensemble, produce statisticaltsethat
could convey a large, but Gaussian spread (Fig. Fir instance, there is an increased bias owertithe
interval 2014.65-2016.08. So far, the causes akeawn. There is no explicit correlation betweea bias with
any FTIR instrument or flask sample events, ang affects NO (not CO or CH). We suspect the issue is with
the FTIR measurement as the elevated level.@f I¥ greater than what simple trend analysis winditate, as
seen in the baseline time series (see Fig. 15@x€eTis also a sudden (step) decrease,6f &t the start of 2016

that is not seen in the:N flask samples.

N.O FTIR comparison measurements carried out by i@riét al., 2011 show much better results. A bifis o
0.12 ppb was also reported but with a standardatiewi of 0.22 ppb. PO FTIR comparisons conducted by
Vardag et al. (2014), also report a much smalkendsrd deviation (0.22 ppb) than our results. Ap@hensive
investigation of five continuous & analysers (including the FTIR) by Lebegue et(2016), showed FTIR
performance comparable to the other instrumentss@fiindings point to a specific but as yet unitiedt issue
with the Lauder FTIR BD measurements—t-alse-highlights-the-need-foapeddent-dataset-validation Internal
FTIR QC/QA did not identify any issues over the 2B5-2016.08 period. Overall, for,®, such independent
validation via flask sampling comparisons may netdf sufficiently low uncertainty or high enoughngoral
resolution to address issues. Comparisons at g&egreanporal resolution, such as another high pi@tiin-situ
continuous system operating in parallel, may assisesolving disparities encountered and reduaebioed

uncertainty estimates.

Flask sampling will continue at Lauder. The nexpsts to collect flask samples outside baselineditioms
allowing an independent check against FTIR measeméstaken in conditions with higher mole fractiamsl
variability, such as during nocturnal boundary tagenditions. Such data will also provide an indefent
dataset to assist in assessment of concentratipandent bias, arising from the use of a single WS f

calibration.

8. FTIR baseline measurement time series analysis

Here we perform and present baseline timeseried waalysis. We focus on baseline measurementegste
representative of the regional atmosphere, minimaffected by local emissions and conditions, senpb

interpret and give a better indication of any instent fault or change. We want to see if the FTIR
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measurements are sufficiently accurate, precishlestand reliable enough to capture annual andosehs
changes. These are the most trying conditions tasare over the longer term. Analysis and commentary

diurnal cycles and night time measurements arddmitee scope of this work.

The trend analysis technique used by Gardiner. §2808) was applied to the FTIR baseline datag&tsidual
resampling (boot strapping) using 5000 iteratioas werformed. A linear fit (a broad simplificaticam)d single
Fourier pair was used in trend analysis forsCEIO and NO. A single Fourier pair was sufficient to capttie
seasonal cycle. There was no substantial reduatidhe goodness of fit with additional Fourier campnts.
Additional Fourier terms also complicate physicttilution interpretation. This simplistic lineané single

Fourier pair approach is sufficient for the objeesi we are trying to achieve in this analysis.

Figure 15 displays the baseline time series ahadle species. Qualitatively, Gldnd NO measurements exhibit
an increase over time, whereas CO shows a mini@eledse. As expected, the baseline flask sampies al
display similar patterns. The detrended seasor@désyare displayed in Fig. 16. Table 8 lists tlemdranalysis
results, peak-to-peak seasonal cycle amplitudesaasaociated uncertainties. The bootstrap bias attneindex
(Efron and Tibshirani, 1993; Gardiner et al., 2008p.47, 0.49 and 0.52 (for CH4, CO and N20 retpely)

indicates the analysis method does not introdwgrfeiant bias.

The annual linear trend in methane of 6.29 ppb¥ysace 2007 is consistent with other southern hehneise
mid latitude in situ measurement studies (Nisbetle2016; Dalsgren et al., 2016.). The obsenesak{io-peak
seasonal cycle amplitude of approx. 29 ppb (peakinwinter time) is dominated by OH oxidation arg i
consistent with current understanding (Dlugokenekyal., 1997). There is greater variability andvated
amounts in the spring-summer time measurementsierge of possible local horticulture and agricetur
emissions and/or seasonal transport of enriched &@Hfrom other regions The explanation of the eauis

outside the scope of this work.

CO has a linear annual trend since 2007 of -0.92 ygar'. The measurements agree with other southern
hemisphere in situ measurements (Zeng et al., 28d8)the observed trend is like that derived fremate
sensing measurements of CO at Lauder (Zeng eR@lL2). The seasonal cycle is also in agreement with
measurements made at Cape Grim, Australia (40.884668 E, 91m AMSL) (Fisher et al., 2015). Thina

surprising as both as sites are in the southerratitddes and described as remote clean air satio

Baseline NO data over the period 2014.65-2016.08 are not useasonal cycle and trend analysis due to
possible FTIR instrument issues (see Sect. 7 ftailde To check, the annual trend calculated wittiusion of

the flagged erroneous data was estimated at 1.06/gar! (+ 0.01) compared to 0.99ppb y2ademonstrating
that inclusion alters the trend estimate by appéé%. The linear annual trend of approx. 1ppb ye€ar3% year

1 is similar to annual growth rates deduced fronasaeements over 2008-2012 made at Baring Head ¢0.17
0.32% yeat) and Cape Grim (0.3 - 0.36% y&a(Ye et al., 2016). The reduction in® concentration in 2009

is thought to be real, not an instrument artefasta decline is also seen in these other site merasuts (Ye et
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al., 2016). The bootstrap analysis technique indgghere is a small but statistically detectaldakpto-peak

seasonal cycle amplitude of 0.52 ppb, approximatelyble that of the instrument reproducibility (D42pb).

9. Summary

Operation of the FTIR over 10 years has shownrnbgument repeatability and reproducibility to ebse over
the long term, even across significant instrument analysis upgrades. The Bruker IRcube has shovibet
reliable with a stable ILS producing spectra withthSNR. Neither ILS stability nor SNR are limitifgctors in
measurement uncertainty. The FTIR is of high rdiigb Component failure is rare. Consumables (dey

nitrogen, desiccant and the metrology HeNe laser)easily replaced. Operator intervention (to penfeests

and upgrades) along with desiccant replacemertharmain causes of data collection interruption.

Changes in the cell temperature sensor placemedttygpe, have increased temperature monitoringigioec
and are now more responsive and representativellofa&s temperature. The instrument upgrades il 2013
decoupled and increased control over cell presantck cell flow rate resulting in a significant retan in
pressure residual cross-sensitivity correctionses$ure residual cross-sensitivity experiments ripgrapprox.
5 years are in good agreement, again indicatingRFfleasurement stability across multiple upgrades

changes.

Introducing a new CO and,® MALT retrieval strategy has significantly reduc8® and NO cross-sensitivity
to 12CQ,. There is also an added benefit in that th® ldressure cross sensitivity can now be represersel
linear function. The addition of the background ctpemn water stripping procedure produces a trarsons
spectrum that can be more realistically modelleduceng retrieval uncertainty (hence an increase

reproducibility).

an

in

Instrument precision experiments spanning multygars are within GAW recommended compatibility goal

for CH, and CO and comparable for,@l Instigation of target cylinder measurementsvedladiagnosis of
medium term (months to years) reproducibly anthéftank has an assigned value, it can be usedéstigate

calibration accuracy.

By using a single WS to calibrate samples, coneéintr dependent bias is introduced but the effect i

minimized when the WS composition is akin to thesample air. A multi tank reference suite withwstom

composition matrix tailored for the FTIR was consted. Annual measurements of the Aniwaniwa saitmg

with the WCC-EMPA audit suite show FTIR instrumeaesponse function is stable and the concentration

dependent bias (arising from single WS calibrafidasminimal. Measurements of the Aniwaniwa suitgoa
allow inference of WS accuracy. This cannot be deduwsolely from the FTIR flask comparisons as FWR
assignments are measured using the same labotatdnyiques and scale transfer standards as thdiudask

analysis.
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An uncertainty budget for calibrated sample meanerdgs was constructed and decomposed into randdm an
systematic constituents. The April 2013 instrumgrdgrades reduced Glandom uncertainty, so that systematic
uncertainty now dominates Ghbtal error. The upgrades also reduced CO aid fdndom uncertainty but are

still comparable to that of systematic uncertainty.

Comparison of FTIR and co-located flask measuresngimbw good agreement for €bhd CO. Whilst the bias
of N2O FTIR flask comparisons is within GAW recommendsmpatibility goals, this is serendipitous and
dominated by systematic differences. A comparissmpaign at Lauder using another high precisionicoatis
N0 in situ instrument would be advantageous. Sittiplizaseline time series trend analysis was coredugith
calculation of linear annual trends and seasonelesy The deduced trends and seasonal cycles waiifin

estimates from other southern hemisphere in sitasomements.

Apart from one inconclusive study, there is a ladkFTIR CO comparison activities with other co-lteh
measurements. Whilst the results of this studycatgi FTIR CO measurements meet GAW reproducilalitst
compatibility recommendations, we recommend additiccomparisons especially against other continuous

situ instruments.

Improvements can be made in many areas of operafipgrading the Mid-IR detector and White cell those
used in the commercially available Spectronus F$yRtems, would increase spectra SNR and cell therma
stability respectively. These two changes will mbiely lead to an overall improvement in measurémen
repeatability (and reproducibility). A more sopliated desiccant replacement system would reduce
measurement down time, or pre-flushing the newfilled trap with dry air or nitrogen from a tank foee
installing it inline. Using multiple WS (of diffeng composition) would eliminate concentration dejsa bias,
hence providing increased accuracy of measurenmrttsde baseline conditions. Multiple WSs wouldoals
allow more timely analysis of drift in tank compiasin (especially CO). Flask samples should alsdaken
outside baseline conditions over a greater compasiibmparison range. This would help diagnoseettient of

the concentration dependent bias, when using sl for calibration.

As the Aniwaniwa and WCC-EMPA measurements shove large positive bias of calibrated
measurements needs to be reconciled before thecdathe used in conjunction with other institutdatasets.
Despite these misgivings, the current FTIR systenpleying single WS calibrations is sufficient toptare

CHi, CO and NO seasonal and annual trends in southern hemisphatdatitude baseline atmospheric
composition within GAW reproducibly guidelines. @ahated and quality controlled Ghdata have already been
submitted to the GAW World Data Centre for GreerdgoGases database (GAW ,2009) and submission of CO

is planned.
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Table 1. CHs, N2O and CO RC$ including values from H13 (I uncertainty in brackets). The date of experimentss

given in the first column. In the second column a the pressure ranges and steps (bracketed) the exjmments were
conducted at. The experiment measurement mode isted in the last column.

Date Pressure range CHs RCS CORCS N2O RCS Mode
Low-High (step) [ppb hP&] [ppb hP&] [ppb hP&]
[hPa]

March 2009 650-950 (50) 0.023 (0.002) 0.004 (0.001) - static
Nov 2011 730-1050 (20) 0.030 (0.001) 0.0013 (0.0008 0.003(0.002) flow
Aug 2012 750-1100 (50) 0.033 (0.001) 0.0006 (0.0001 0.005(0.001) static
Jan 2013 650-1050 (25) 0.030 (0.002) 0.0005 (00002 0.004(0.001) static
Dec 2013 650-1050 (25) 0.030 (0.002) -0.0006 (0100 0.005 (0.0008) flow
Jan 2014 800-1200 (50) 0.034 (0.002) 0.0009(0.0018) 0.008 (0.0013) flow

H13 800-1200 0.031 (0.003) 0.006 (0.002) 0.0070D)0 flow
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Table 2. CHs, CO and NeO 10-minute Allan deviation estimates measured at Lader along with estimates from
Griffith 2011 and G12. The GAW recommend compatibilty goals are also listed for comparative purposeslThe

measurement mode and number of 1-minute data pointfN) used in each Allan Variance analysis experimérare
listed.

Date CH Cco N20 Mode N
[ppb]  [ppb]  [ppb]
Apr 2008 0.64 0.38 0.23 static 440
Apr 2010 0.66 0.35 0.24 flow 440
June 2012 0.23 0.31 0.11 flow 280
Nov 2012 0.28 0.30 0.10 static 1000
Nov 2012 0.19 0.31 0.13 flow 170
Jan 2014 0.25 0.28 0.13 flow 450
Feb 2015 0.40 0.21 0.11 flow 170
Griffith et al. (2011) 0.2 0.2 0.06 flow
G12 0.06 0.08 0.03 flow
GAW compatibility 2.0 2.0 0.1
goals

Table 3. Working standards consumed by the FTIR. WS B4, CO and NO dry mole fraction assignment with I
uncertainty bracketed. Working standard tank date d attachment to the FTIR, tank identifier and calculated CO
drift rates are given. The CHi, CO and N:O assignments are traceable to the WMOx2004A (Dlugencky et al., 2015),
WMOx2014A (Novelli, et al. 1991) & WMO2006A (Hall ¢ al., 2007) reference scales respectively.

WS Date CH Cco CO drift N2O
identifier [ppb] [ppb] [ppb year] [ppb]
REF6026 Jan 2007 1709.81 (1.03) 48.15 (0.55) 0 751@®.17)

REF13416 Apr 2008 1733.28 (1.05) 56.85 (0.60) 0 £190.21)
REF6955 Nov 2008 1751.90 (0.66) 63.01 (0.55) 0 @2(0.10)
REF7193 Apr 2010 1779.72 (0.96) 68.90 (0.23) 042  22.37(0.13)
REF9580 Dec 2012 1752.01 (1.23) 53.67 (0.77) 3.13  23.8 (0.09)
REF12510 Nov 2013 1769.38 (1.08) 58.05 (0.40) 1.85 325.16 (0.16)
REF13009 Sept 2014 1799.81 (1.24) 69.46 (0.21) 1.55 326.73(0.15)
REF13486 June 2016 1797.40 (1.60) 55.50 (0.20) 0.76 328.50 (0.20)

Table 4. The Complete-IRF gradient and intercept codicients for each species calculated from three dei

measurements sets @ uncertainty in brackets). W10 is the WCC-EMPA travdling standard suite measured in 2010.
N14 and N15 are the measurements of the Aniwaniwauige in 2014 and 2015 respectively. The coefficieruf

determination (r?) of each fit is supplied.
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CHs CcO NO
Suite  gradient intercept r2 gradient intercept r2 gradient intercept r2
ID [ppb ppb™] [ppb] [ppb ppb']  [ppb] [ppb ppb'] [ppb]
W10 1.015 (0.002) 12.17 (4.21) 0.999 1.046(0.008) -1.46(1.01) 0.999 1.002 (0.0132.64 (3.92)  0.999
N14 1.021 (0.002) -5.98 (4.04) 0.999 1.057 (0.009)58(0.87)  0.999 1.011 (0.009) -0.82(3.00) 0.999
N15 1.021 (0.002) -7.09 (3.33) 0.999 1.061(0.002)31(0.78) 0.999  1.011(0.011) -1.19(3.80) 0.999

Table 5. For each interval (and total dataset) in §. 11, the measured to assigned TC bias is listechtérval
reproducibility (1 ¢ standard deviation) is bracketed. N = total numbeiof TC measurements per interval.

Interval CH bias CO bias N0 bias N Interval
[Ppb] [Ppb] [Ppb] length (days)
A -0.36 (0.78) 0.10(0.38) -0.07 (0.25) 86 47
B -0.52 (0.60) -0.25(0.81) -0.75(0.24) 9 25
C -0.72(0.41) 1.07 (0.41) -0.53(0.25) 28 116
D -0.95(0.49) 1.28(0.41) -0.58(0.24) 140 44
E -0.77 (1.39) 1.49(0.34) -0.48(0.16) 128 38
F -0.97 (1.44) -0.24(0.36) -0.17 (0.19) 387 108
G -0.12 (0.52) 0.23(0.48) -0.42(0.15) 204 88
H 0.97 (0.57) -0.70(0.41) -0.28(0.21) 56 106
I 0.37 (0.67) -0.24(0.36) -0.14 (0.15) 87 230
J 0.24 (0.92) 0.29(0.40) 0.04(0.17) 129 313
K 0.59 (0.79) 0.11(0.25) -0.15(0.20) 57 207
Allintervals  -0.41 (1.19) 0.26 (0.74)  -0.27 (0.27)1311 1322

Table 6. Objective filtering diagnostics and accompaying threshold limits. T During standard operation conditions
measurement duration is 10 minutes. * Additional dagnostics available after the FTIR upgrade in April2013.

Diagnostic Threshold filtering values
H20 (ppm) X <20

AH>0 — Change in kD between successive measurements (ppm)T X <0.2
Cell pressure (hPa) 850 < X <1105
Cell pressured (hPa)* X<0.1

AP — Change in cell pressure between successivaure@asnts (hPa) X<14

Cell temperature (°C) 31.5<X <345
Cell temperatured. (°C) X <0.02

AT — Change cell temperature between successiveunsgasnts (°C) X <0.27

Cell flow rate (Lmint) 0.43 <X <0.65
Cell flow rate & (Lmin) X <0.015

MALT retrieval root-mean-square error, for spectegjions 1,2,3 & 4 (RMSE)
MALT retrieval spectral abscissa fitted shift, &pectral regions 1,2,3 & 4 (cth

Time difference between sample and closest priliregion

X<0.1,0.03,0.4,0.01
X <0.08,0.12, 0.17, 0.075
X < 8 days
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Table 7. FTIR flask comparison results per species.THR flask dataset biases are listed with the d standard deviation
5 in brackets. Linear regression fitting parameters and uncertainties (bracketed) are listed in the middt columns. The
final column has the Pearson correlation coefficiar(r) of the fitted scatter plot data.

Species Bias Simple linear regression r
[ppb]
gradient [ppb ppb-1] intercept [ppb]
CHa -1.02 (2.61) 0.97 (0.01) 60.96 (24.02) 0.99
CcoO -0.43 (1.60) 1.03 (0.02) -1.91 (1.15) 0.99
N20O -0.01 (0.77) 1.03 (0.05) -8.93 (14.84) 0.93

Table 8. Trend analysis results (N=737) and bootstrafic uncertainties (bracketed) for the period 2007-2017The
10

annual trend expressed as a percentage uses the eéiseries mean dry mole fraction (1768.91 ppb, 55.1@pand 324.29
ppb for CH4, CO and NO respectively).

Species Annual linear trend Peak-to-peak
[opb year] [% yearY] seasonal cycle amplitude
[Ppb]
CHs 6.29 (0.23) 0.36 (0.03) 29.06 (0.86)
co -0.52 (0.29)  -0.94 (0.29) 22.52 (0.71)
N2O 0.99 (0.01) 0.31(0.01) 0.52 (0.04)

Figures and figure captions

15

Figure 1. (a) Location of Lauder, South Island, New 2aland. (b) A westward view of the in situ samplingnast and
the building housing the in situ instrumentation.
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Figure 2. (a) Simplified Lauder FTIR gas schematic pior to upgrades. WS = working standard, TC = targetcylinder,
MFM = mass flow meter. (b) Schematic of FTIR gas hadlling after the September 2013 upgrades. MFC = magtow
controller.
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Figure 3. Cell temperature measurements. From Janug 2007 to September 2010 cell temperature measuremts
were made with an LM335 integrated circuit sensor tiached to the outside of the cell. The invitro PT10@emperature
measurements started in September 2010 and then fdeped with a Type-J thermocouple in April 2013
(measurements outside the range 31-35 °C were filegl out). Box plots provide a statistical summary gor and post
LM335 temperature sensor change. Vertical grey daslidines indicate an event in which changes to FTIRdrdware,
operating conditions or analysis were made (FTIR irtsument events explained in Sect. 5.10).
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2006
Figure 8. (a) CH: 7-day running mean calibration scale factor (A). Black data points are the drift corrected

calibration scale factors. Uncorrected calibrationscale factors are shown as grey data points. The vieal dashed red
line indicates WS replacement and (b), Chiscale factor uncertainty. (c and d) same as (a arg) but for CO. (e and f)

same as (a and b) but for BD.
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minus flask). Error bars are the uncertainty in the flask measurements added in quadrature with the FTIR1-hour

variability. The horizontal dashed line is the GAW recommended compatibility goal. A box plot statistial summary

of the FTIR flask differences is overlaid in red. ( CH4 FTIR flask correlation plot. The simple linear regression line
is over plotted in red. The red dashed lines are th&/orking—Hotelling 90% confidence bands. For referace, the 1:1
correlation line is indicated the black dashed line(c) Histogram of FTIR flask differences. The dashedertical red

line is the mean difference (bias). The red line ia Gaussian fit to the histogram to illustrate the @viation of the

differences from that of a theoretical random Gausisn statistical distribution based upon the given dtaset. (d-f),

same as (a-c) but for CO. (g-i) same as (a-c) budrfN20.
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Appendix A

An updated retrieval strategy for CO and NO

Al. Reduction of CO and NO residual cross sensitivity t02COx.

In the original spectral analysis strategy emplogetlauder three broad spectral regions were a@@d)yR1-R3
in Table Al. H13 found a significant non-linear ssasensitivity between CO and@to 2CO,. To minimize
these cross sensitives an additional spectral megis added; R4: 2097-2242 tnSpectral region absorption
examples are found in G12 Fig. 3. Experiments sttt R4 CO and D retrievals havé’CQ; linear cross
sensitivities of the order -0.002ppb pprand 0.0001 ppb pph respectively, which are relatively
inconsequential. There was no substantial chan@Orand NO precision. An additional benefit is a reduction
in the MALT CO retrieval sensitivity to temperatwad pressure measurement errors (listed in TaB)e For
N.O, pressure sensitivity in R4 retrievals is simitarthat in R1 along with an (undesirable) incre@se
temperature sensitivity. The CO andNretrieval sensitivity to COforward model error (dX/dC£ is also
listed. R4 CO and pO retrievals are far less susceptible to a forwaadiel CQ error, this is more theoretical
than practical as CQs also retrieved but provides an indication @& tieed to fit C@correctly and indicates an
overall robustness of the retrieval strategy. Rfieveals are still required fdfC-CQ,, in which CO and BD are

regarded as interfering species.

Region  Spectral range (chh Retrieved target species Retrieved interferirec®|s

R1 2150-2320 13CO,, 12C0O,, CO and NO H.O, 12C80%0
R2 3001-3150 CH H.O

R3 3520-3775 Co H.O

R4 2097-2242 CO, 10 CQ, H.0

Table A1l. MALT retrieval spectral regions and retrieved species within each region.

CO NO
R1 R4 R1 R4
dX/dT [ppb C] -4.43  0.17 1.65 2.16
dX/dP [ppb hPd] 0.27 -0.07  -0.35 -0.33
dX/dCO, [ppb ppm¥]  -3.30  0.02 -0.24 -0.02

Table A2. MALT CO and N:0 retrieval sensitivity to pressure (dX/dP) and terperature (dX/dT) measurement
errors, in the two spectral regions R1 and R4. The O and N20 retrieval sensitivity to CQ forward model error
(dX/dCOy) is also listed. These were derived in a theoreticMALT study using perturbed pressure (1hPa, 10hPa),
temperature (0.1 °C, 1.0 °C) and C®@ (1ppm, 10ppm) using a typical air sample composiin (COz: 390ppm, CH:
1800ppb, NO: 320ppb and CO: 50ppb) in standard conditions (B 972hPa, T = 32°C).

The entire Lauder FTIR CO and:® dataset was reanalysed with the R4 CO as@ iétrieval strategy and is
now part of routine MALT analysis. Comparing MALTCCretrievals from spectral regions R1 and R4 over a

three-month period gives a bias of 3.6 + 0.38 pgpb ligher). Over the same period there is a biad &f +

53



0.2ppb between MALT PO R1 and R4 retrievals. Such biases are not stgmifias they are cancelled out

during the calibration process.

A2 Elimination of N20 non-linear pressure residual cross sensitivity

A serendipitous consequence of adopting the newdgibn for NO spectral analysis is the elimination of
significant NO RC$S non-linearity observed in R1 spectral retriev&®$. N,O RCS parametrisation required a
2" order polynomial fit. The BO RCS derived from R4 spectral analysis can be approichas a linear
function. An example of pO RCS calculated using spectral regions R1 and R4 arstiibted in Fig. Al. The
difference in the retrieved dry mole fractions ist of concern as calibration procedures will detaarthe

absolute accuracy.
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Figure Al. Retrieved NO dry mole fractions as a function of cell pressurérom tests conducted in December 2013. (a)
Region 1 (2150-2320 c) N20 spectral analysis (with & uncertainty bars). (b) Same as (a) but for Regiod (2097—
2242 cm®) N20 spectral analysis.

Appendix B

Background spectrum water vapour removal

Spectral analysis is performed on transmission tspenot the actual collected raw sample specteanie
transmission spectra are generated by the ratithefmeasured spectra to that of a reference baakdro
spectrum. Reference background spectra are callegteler the same experimental set up as that of
measurements but taken when the cell is evacubigdg transmission spectra rather than raw sangeetsa

eliminates instrument artefacts such as continwawal Icurvature and the spectrometer’s spectrabresp

It was initially observed that retrieved specieg nhole fractions were dependent on the backgropedtsum.
When a transmission spectrum is calculated theirmpgrfect spectral cancellation of residual watlesorption
lines between raw sample spectra and collectedgbagid spectra. Species absorptions of interegt (&0,
CH., CO and NO) which are heavily overlapped by water vapouogttions are most effected. This primarily
effects the retrieval of CQOn the broad spectral region 3520-3775%onhilst retrieved Ch N.O and CO are
mostly unaffected. Water vapour absorption does ‘ratio out’ simply or linearly when calculating a
transmission spectrum, for two reasons, first, beeathe sample and background spectra are recamted
apodised by the FTIR to 1 chbefore being divided to calculate transmissiorcspe in which cancellation is

not complete (this is a consequence of the breakdufvBeer’s law at low resolution (Griffith, 1996)$econd,
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the background water vapour spectrum has two coemienwater vapour at approx. 1hPa (evacuated cell
pressure) and residual water vapour at atmosppeessure (approx. 1300 hPa) in the IRcube trargitics
compartment which is purged with dry nitrogen. ®irtle low-pressure spectral absorption lines areowar,
the spectral line shapes are not identical andalgrovide a clean subtraction of water vapourhia sample
spectrum (approx. 1100 hPa). The result is thattridwesmission spectrum calculated has three watpowr
components, of which there is not full cancellati®o account for this behaviour one method is taaee the

water vapour absorptions from the background spectr

A water-absorption free background spectrum is traoted by fitting a small region of the measured
background spectrum with a 2-layer MALT model, ¢ager at 1 hPa the other at 1300 hPa, to retriezenater
vapour amount in the background spectrum. The cdratéons and ILS parameters from this fit are uasd
input to MALT, in simulation mode, to simulate ttransmission spectrum of water vapour in two laydrehe
levels in the selected background spectrum. Thesaned background spectrum is then divided by thneilsited
water transmission spectrum. The result is a walteprption free background spectrum. This desiccéir so
called stripped) simulated background spectrum seduwhen constructing transmission spectra from air
samples. The retrieved water vapour from samplestréssion spectra is now only that attributed ® whater
vapour in the sample spectra, and the fits arergypegood with very small residuals. As illustrdti Fig. B1,

the stripped background in the R2 and R4 spectgibns are unaffected by the removal of the watspgption

features. C@retrieved in region R3 along withCO, and*3CQ; in region R1 are the most affected.

A similar stripping procedure is used to removedes CQ absorption in the background spectrum due to

incomplete purging of the IRcube and evacuatiothefcell.
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Figure B1. A typical background spectrum (black lire) taken on 8 August 2014 (cell pressure of 1.6 hPand
corresponding background spectrum (red line) with vater absorption spectral features removed. MALT spectl fit
regions are shaded in grey.

Experiments were conducted to investigate and dyahe effect of using stripped background speatr&0O;

retrievals. Sample spectra were taken of a singleient air tank. The tank air was pre-conditionethwariable
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amounts of water vapour (10-250 ppm) prior to daijvto the FTIR. Four background spectra were &lken,
with differing amount of water vapour (spanningX0:00.47 ppm). For each background spectrum, alated
stripped background spectrum was made. Each saspgletra were then ratioed to these eight backgroun
spectra to make transmission spectra. The tranemispectra were then analysed with MALT in thendtd

way.

As illustrated in Fig. B2 there is a G@oncentration dependence on both the amount afrwatpour in the
sample and background spectra water vapour contegrh using unstripped backgrounds (red data poiRts)
stripped backgrounds, all four G@etrievals agree to within 0.5 ppm (for CO;Nand CH the difference was

10 times less than instrument precision). The dégpece of C@ on sample water vapour is reduced by more
than a factor of ten relative to the wet backgraurithese results indicate that it is inaccuratinjtof the
composite water vapour spectrum when using ungtdppackgrounds that leads to the sample water vapou
dependence of CQetrieval. With only sample water vapour to keefi, MALT can do a good fit and there is
little cross-sensitivity. The differences betweba tour stripped backgrounds reflect small chamgéise overall

response of the FTIR spectrometer, with the prababalise being temperature stability.
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Figure B2. Retrievals of CQ dry mole fractions from a standard cylinder that has been preconditioned with water
vapour of differing amounts using unaltered backgrand spectra (red) and stripped background spectrakiue). The
legend displays the amount of retrieved water vapatuin the four background spectra. All background spectra were
taken with the cell evacuated to approx. 1 hPa.

Appendix C

A customized scale transfer reference tank suite

A bespoke FTIR scale transfer reference gas fowk $aite (referred to as tifniwaniwa suite) was designed by
NIWA and prepared at the National Oceanic and Aphesc Administration Earth System Research
Laboratory Global Monitoring Division (NOAA ESRL GB Kitzis, 2017). NOAA ESRL GMD acts as the
WMO-GAW Central Calibration Laboratory for GOCHs, NoO and CO. The suite has a customized trace gas
composition matrix consisting of prescribed £@Hs;, N;O and CO dry mole fractions calibrated on the

respective WMO reference scale. The prescribedntiyle fractions span the typical sample air trace diy
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mole fractions measured at Lauder. BRE-CO, isotopic composition of the Aniwaniwa suite wessigned at

NIWA-Gaslab employing GC isotope ratio mass speséiy using VPDB scale transfer reference gases.

The composition matrix (listed in Table C1) wasigesd to minimize species cross sensitivity/covaréin the
MALT retrieval algorithm. Preference for specie:centration orthogonality is given to species exed in the
same spectral region (for example CO an@®)N There is insignificant covariance between sgecétrievals in
differing spectral region. The MALT retrieval coderforms spectral fitting in four independent spalategions
(listed in appendix A). The original retrieval s&gy only used three spectral regions: R1, R2 a®dTRis was
expanded to four to minimize2M residual cross sensitivity to GO'he Aniwaniwa suite was constructed prior
to the retrieval strategy update change, hencaufie composition matrix is based around minimizépgcies
concentration correlation for each tank based dmexals in spectral regions R1, R2 and R3. Thigiat of

major concern as spectral region R4 has a largéapvevith R1.

Tanks CB09978 and CB10202 have the sam® Mry mole fractions within uncertainty limits (8jGbb
difference). Tanks CB09978 and CB10248 also hawvélai CH, dry mole fractions (9.58ppb difference). For
these species, the effective suite tank span redfroen 4 to 3 tanks, but still important as overahk
composition differs. NOAA ESRL GMD keep a full audiistory of tank preparation and scale propagation
Tank assignment changes and/or reference scalegehaare accessed via the public accessible site:

https://www.esrl.noaa.gov/gmd/ccl/refgas.htill four tanks were delivered with an approx. pressof 2000

psig.

Tank ID CH; [ppb] CO [ppb] N20 [ppb] CO; [ppm] 313C-CO, (%o)
WMOX2004A  WMOx2014 WMO2006A WMOx2007 VPDB
R2 R4 R4 R3 R1
CB09978  1733.24(0.13)  95.90 (0.13) 339.02 (0.11) 12.70 (0.01) -8.774 (0.005)
CB10005  1687.32(0.27)  131.01 (0.03) 320.08 (0.10) 398.51 (0.03) -8.662 (0.004)
CB10248  1742.82(0.22)  51.32(0.28) 307.38 (0.13)  57.88 (0.06) -8.804 (0.005)

CB10202  2019.30 (0.13) 107.77 (0.20)  338.94 (0.15) 380.42 (0.01) -

Table C1. Aniwaniwa suite composition with assignmenuncertainty bracketed (1s). 83C-CO2 was not assigned at
NOAA ESRL GMD, but measured at NIWA-Gaslab. The curret WMO reference scales are given along with the
spectral analysis region retrievals are performedr.

Appendix D

Defining baseline conditions

We define baseline measurements as those takemditions that are representative of a well-mixedrdary
layer devoid of any local source emissions. A samghysical based approach is taken in definingtwhaeline
conditions are at Lauder, this is when the windddeeareater than 5nisbetween 1500-1600 NZST, and there
are more than five samples taken within this h@tis last criterion allows baseline measuremeniatbidity to

be quantified. We also found that wind directionl diot need to be considered for baseline filteri@gch
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filtering is applied to all three species. Due lte tack of consistent local emission sources thieentibaseline
definition is sufficient for our needs. A more sdgiitated approach in defining baseline conditienpossible
(e.g. Stephens et al. 2013, Yuan et al. 2018).tiigerg local emission spikes using methods likatthroposed
by El Yazidi et al. (2018) could also be used.

Figure D1 shows the CtHhourly standard deviation as a function of winéegp and time of day. From these
figures, we see reduced GMariability with higher wind speeds with wind splegreatest (but also with highest
variability) in the mid-afternoon through to eadyening. Greater wind speeds produce more regiohahg
creating a more homogenous atmosphere. Thehodrly standard deviation diurnal cycle is at aimum in
the early to mid-afternoon. Such local afternoomima are also seen in CO,® (not shown) and CO
(Steinkamp et al., 2017). The large variabilityhaght time is due to the formation of a nocturnalibdary layer

during certain meteorological conditions.
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Figure D1. (a) CH: hourly standard deviation (minimum of five sample$ as a function of wind speed, and data
filtered by time of day (red) and full baseline crieria (blue). (b) Box plot statistical summary of lourly wind speed. (c)

Box plot statistical summary of CH: hourly standard deviation. Note, some of the box lpts upper outliers are

truncated.

Appendix E

Routine maintenance

Like all instruments, regular maintenance is reggiiand is essential for optimum performance. Wee Hiaund
that regular maintenance is minimal and have hayl @me component failure over the decade of opemailhe
most common interruption to measurements is regiémi consumables. In this appendix we describ&n®u
maintenance tasks.

E1 Nitrogen purge

Dry nitrogen to purge the IRcube and cell trangfgtics is used at a rate of approx. 100 mL -inhe dry
nitrogen cylinders (2000 psig) last 6-8 weeks. @gir changeover takes less than 5 minutes and €an b
completed without the need to interrupt measuresnelmt the original configuration Nlow was controlled with

a needle valve and monitored with a rotameter (B&2000, Brooks Instrument, USA), giving coarkan
control. An MFC (model 80SD-5, McMillan, USA) walsen installed in February 2015 providing bettemfl
control and gas management.
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E2 Chemical desiccant replenishment

Symptoms of reduced moisture absorption by thecdast is an increase in,@ in the cell and prior to the
decoupling of cell flow and pressure, a reductionbbth flow and pressure as the desiccant solgifia
standard operating conditions®in the cell is less than 10 ppm (Fig. E2a). & 1 S5ppm (or greater) over the
course of a week is indication that the desicca®ds replacing. The chemical desiccant is replavedy 3
months. The initial desiccant cartridge consisteBrierite (calcium sulphate impregnated with catedloride,
60 g) and granular magnesium perchlorate (60 ggiies separated by glass wool. The upstream f2rigds to
provide a visual indicator when to replenish theiceant. We found that the,8 concentration from the
spectral analysis was a considerable better irmticetagnesium perchlorate is now the sole chentdealccant
used and 60 grams is still sufficient. Doubling #meount of desiccant did not increase the cartridgéme as

one of the limiting factors is the cartridge crasstional area.

Changing the desiccant requires removal of theidge from the FTIR. The cartridge is attachedh®e FTIR
via quick release fittings (model QC-4, SwagelokSA). After cartridge replenishment and reinstadiati
moisture levels of 50 ppm (or greater) are predemstto inherent moisture in the replenished cagériftue to
being exposed to humid laboratory air) and assediaibing. It takes approx. 5 days for the celtitg to less
than 10 ppm (Fig. E2b). As the cell dries out Wieffiout data where calibration and sample measemésrhave
a difference in KO content greater than 10 ppm. This is a conggevapproach with approx. 5 days of data
every 3 months not used. As a technical aide, aukhbe noted that the downstream cartridge fitieter
element accumulates powdered magnesium perchiafzdith over time solidifies and reduces flow. Thetsi

element is cleaned each time the cartridge is cegla
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Figure E2. (a) Retrieved HO during air sample measurements. The near-verticaspikes in HO relate to desiccant
cartridge replenishment then subsequent drying ouof the cell. All measurements with HO > 20 ppm are filtered out
prior to calibration and analysis. The elevated levieof H20 (approx. 2 ppm) over 2010-2011 is unexplained. Y@ hree

examples of cell HO after desiccant cartridge replacement. The twice aly small reductions in HO in the Dec2013
data is due to daily calibration and target cylinde measurements.

E3 Pressure sensor calibration

Every 3 months (to coincide with chemical desiccamlenishment) the cell pressure sensor is tested,if
needed it is recalibrated. We found this necesaarguring the initial installation and commissianiperiod
(August - December 2006) the sensor was 3.6 hPaigio Whilst a pressure offset would be commobdth
calibration and sample measurements, and effegtieshcelled out during the calibration processaecurate
cell pressure reading is preferable. Routine chedaksot start until mid-2012; up until then it wasrongly)
assumed that sensor calibration would hold, ang epbradic checks were performed. The routine press
sensor checks show that sensor drift can be upht®a2over a 2-month period, and as high as 4 hkRa,a03-

year period (Fig. E3). We do not know the causthefdrift.
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Figure E3. Difference between the FTIR MKS 902 cellpgssure sensor and external PTB110 pressure sensaigp to
any calibration adjustments. Comparisons are condued at a cell pressure of approx. 960 hPa (atmospfie
pressure).

Both the pressure sensor span and offset are dhedirg independent pressure sensors. To checkTHe
pressure sensor offset a capacitance manometere(n®2PBA Baratron®, MKS instruments, USA) is
connected to the exit port of the cell, then thk iseevacuated to < 1 hPa. The FTIR pressure senféset is
adjusted to get agreement. To check the spancdhes then filled and allowed to equalise at asptreric
pressure. The cell pressure is then compared textarnal independent pressure sensor (model PTB110,
Vaisala, Finland) located next to the FTIR. The Rressure sensor span is adjusted to get agreeBwmtht
external pressure sensors have traceability rectrdhe NIWA metrology standards. For the majority
comparisons, the offset was the only adjustmentired. We recommend that FTIR systems using the MKS

Series 902 pressure sensor are checked regularly.

E4 IRcube metrology laser replacement and internaglobar.

The IRcube has an internal single mode 0.84 mW r#8&3helium—neon (HeNe) laser to provide an accurate
measurement of scanner arm displacement cruciattienferogram acquisition. The HeNe laser is dfaesbas a
consumable as it has a finite lifetime hence reptant is regarded as a routine but infrequent m@aamtce
issue. There have been three laser replacementdtevd0-year period due to laser failure, in OetoB009,
April 2011 and July 2013. In all three cases, thglacement laser was a Melles Griot 05-LHP-211dtler
compatible products could be used (e.g. Lasos L684P, Lumentum 1107P). A proactive approach isipless
by replacing the laser before it fails. This is teeommended approach but must be balanced witintloered

extra expense.
Installation of a new laser is straight forwardséapointing is adjusted to maximise laser sigtraingith whilst
also maximising interferogram signal strength andimmising interferogram asymmetry. Diagnostic tofds

laser alignment are provided as part of the OPUtSvace. Installation and alignment takes less tBdours.

The internal MIR globar (12V, 20W) has a designdtedory life time of approx. 5 years (44,000 hQu¥siter

10 years of continual operation the globar hasheen replaced. The reduction in signal level (B&).could be
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a sign of a diminishing globar output, but as we se degradation in spectra SNR we have decidedonot

replace it.

E5 Air sampling line maintenance.

The air sampling line is checked for leaks everyménths, taking approx. 2 hours. During this time
measurements are suspended. The line is visualheated then capped and pressurised with dry eitrég 300
psig to help locate any leaks. The moisture trahetbase of the mast is emptied (approx. 1-5 Mhe mast is
lowered, and the inlet coarse filter cleaned. Tletemrological sensors are also attended to. Th-énod and
sample line roughing pumps are tested weekly amdppdiaphragms visually inspected every 6 monthsorA

diaphragm is the most common cause of failure.
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