The authors would like to thank Referee #1, François-Marie Bréon, for their comments on our manuscript entitled, “The Impact of Improved Aerosol Priors on Near-Infrared Measurements of Carbon Dioxide.” Below, we have addressed their comments and made the necessary changes in the manuscript.

P1 L15: Is it demonstrated this is the cause?

We conclude that using aerosol height information from models makes the $X_{CO2}$ product worse, but we have not explicitly demonstrated that ingesting accurate height information (e.g. from an aerosol lidar) would improve $X_{CO2}$. Thus, we have updated the wording:

“In general, the use of more intelligent aerosol priors shows promise but may be restricted by the current accuracy of aerosol models.”

P2 L26: I assume this is highly dependent on the aerosol load in the atmosphere

Yes. For theoretical, perfectly clear scenes, a non-scattering retrieval performs as good as or better than a retrieval that includes aerosol scattering.

P3 L3: May also mention that the retrieval aims at a proxy of the effect of aerosol/cloud on light scattering (both in O2 and CO2 band) and not necessarily a true aerosols/cloud parameter

Agreed. We have added the following statement:

“While the goal of parameterizing these scattering effects is to account for light path modifications and not necessarily to retrieve cloud and aerosol properties, it is hypothesized that any improvements will lead to reduced $X_{CO2}$ errors.”

P6 L6: This sentence indicates that the cause for biases are the scattering particles and only those. Is it really the case?

The bias correction is designed to account for several sources of error. We have modified the manuscript to reflect this:

“Thus, a bias correction is typically applied to the final $X_{CO2}$ in an attempt to mitigate retrieval errors caused by remaining scattering effects and other sources of error including imperfect spectroscopy (O’Dell et al., 2018).”

P9 L26: Is it really significant or an indication that, when making many attempts, one ends up giving better result than the reference, just by chance
Excellent point. We recently ran additional tests where we selected a wider range of prior AOD uncertainties and we saw small improvements in additional cases, indicating that the improvements are small but robust.

**P22 L1:** I wonder how these Gaussian profiles are normalized. Are they supposed to yield the same vertical integral?

The vertical integral is designed to equal the desired column AOD. Thus, the exact amplitude of the aerosol Gaussian in this figure is arbitrary.

**P24 L1:** It seems that Black Carbon is never selected. Not surprising. Is it selected as the second largest type?

Black carbon is selected as the second largest type around 1% of the time for our validation datasets, mostly over biomass burning regions.
The authors would like to thank Referee #2 for their comments on our manuscript entitled, “The Impact of Improved Aerosol Priors on Near-Infrared Measurements of Carbon Dioxide.” Below, we have addressed their comments and made the necessary changes in the manuscript.

p.3, l.6 “Often, a constant... aerosol setup”: please give some literature references.

We have added Parker et al. (2011) and O’Dell et al. (2012) as references.

p.5, l.8 “The co-location... Fig. 2.” 1 degree latitude/longitude seems to be quite coarse and this may possibly lead to differences between ground- and satellite observation that are related to spatial representativeness. Did you test a smaller region (e.g. 0.5x0.5 degree) and does this influence one of your findings? (e.g. the relatively poor correlation between AERONET AOD and OCO-2 retrieved AOD, see Fig. 3).

Because CO₂ and aerosols tend to vary slowly in space, this large co-location criteria has been shown to give similar errors to using smaller regions (e.g. 0.5 x 0.5 degrees.) However, because of OCO-2’s narrow path the number of co-located measurements is greatly reduced as the distance thresholds are lowered.

Also on Fig. 3: how can the high correlation (0.74) between the AERONET AOD and the GEOS-5 AOD be understood? Does GEOS-5 rely on assimilated AOD from satellites? If so, then perhaps it is worth to mention this in the paper.

Yes, GEOS-5 ingests MODIS and MISR aerosol data. We mention this on p.7 l.5.

p. 5, l.16 “We co-located... Basu et al., 2013): 9 global carbon models are mentioned, but only 8 references are given. Please check if one is missing.

We have added the final citation (Schuh et al., 2019). Technically it is still in review, but will likely be fully published in the next few weeks.

p.5, l.31 “These filters... (from IDP)”: please specify the threshold values used for the three filters.

The filter threshold values have been added.

p.6, l.1 “Thus, all... are present.”: please specify the threshold used for a thin/thick aerosol layer (e.g. below what AOD a scene is considered ‘clear sky’?)

An exact threshold does not exist, because we generally do not know the true AOD for each OCO-2 measurement. However, in our TCCON validation section we are also
co-located with AERONET and thus can show that our filtering techniques remove any OCO-2 measurement with a co-located AERONET AOD of greater than 0.25. We have added this information to the paper.

p.13, l.24 “So long as... other regions”: it is not clear from this sentence if the authors here refer to “large aerosols” (in size) or “large amounts of aerosols”?

We have modified the text to indicate that we are referring to large amounts of aerosols.
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Abstract.

The Orbiting Carbon Observatory-2 (OCO-2) was launched in 2014 with the goal of measuring the column-averaged dry-air mole fraction of carbon dioxide ($X_{CO_2}$) with sufficient precision and accuracy to infer regional carbon sources and sinks. One of the primary sources of error in near-infrared measurements of $X_{CO_2}$ is the scattering effects of cloud and aerosol layers. In this work, we study the impact of ingesting improved aerosol priors from the Goddard Earth Observing System Model, Version 5 (GEOS-5) into the OCO-2 ACOS V8 retrieval algorithm with the objective of reducing the error in $X_{CO_2}$ from real measurements. Multiple levels of both aerosol setup complexity and uncertainty on the aerosol priors were tested, ranging from a mostly unconstrained aerosol optical depth (AOD) setup to ingesting full aerosol profiles with high confidence. We find that using co-located GEOS-5 aerosol types and AODs with low uncertainty results in a small improvement in the retrieved $X_{CO_2}$ against the Total Carbon Column Observing Network relative to V8. In contrast, attempting to use modeled vertical information in the aerosol prior to improve the $X_{CO_2}$ retrieval generally gives poor results, as aerosol models struggle with the vertical placement of aerosol layers. To assess regional differences in $X_{CO_2}$, we compare our results to a global CO$_2$ model validation suite. We find that the GEOS-5 setup performs better than V8 over Northern Africa and Central Asia, with the standard deviation of the $X_{CO_2}$ error reduced from 2.12 ppm to 1.83 ppm, due to a combination of smaller prior AODs and lower prior uncertainty. In general, the use of more informed aerosol priors shows promise but is currently restricted by the current accuracy of aerosol models.

1 Introduction

Earth’s climate is changing and anthropogenic emissions of greenhouse gases (GHGs) are the primary cause (Stocker et al., 2014). In order to quantify how the climate is changing and what might happen in the future, society needs a reliable method of measuring GHGs. These measurements can then be fed into models to make them more accurate. In 1958, the first regular atmospheric measurements of the most important GHG, carbon dioxide (CO$_2$), were established by Charles David Keeling at the South Pole and in Hawaii on Mauna Loa. Since then, levels of CO$_2$ have been observed by additional ground measurement stations and, more recently, satellites orbiting the earth. These CO$_2$ measurements are then used in carbon flux inversion models to infer regional sources and sinks. Only about half of the carbon dioxide emitted from the burning of fossil fuels
actually remains in the atmosphere. The other half is absorbed by so-called sinks on Earth’s surface. Both the land and ocean are capable of absorbing CO$_2$ but the partitioning between the two surfaces is uncertain, as well as how different land surface types absorb CO$_2$ (Le Quéré et al., 2009). For example, a sandy desert likely absorbs less atmospheric than a cornfield in the growing season. Space-based measurements of CO$_2$ are one of the best methods available to investigate GHGs, their sources and sinks, and how they impact Earth’s climate now and in the future. This is because space-based measurements provide vastly more global coverage than the current network of ground-based measurements and, when ingested into carbon flux inversion models, could help answer these questions (Rayner and O’Brien, 2001; Baker et al., 2010; Chevallier et al., 2007, 2009). However, the precision requirements needed to gain information about the carbon cycle compared to only having ground-based measurements is about 1-2 parts-per-million (ppm) (Miller et al., 2007; Chevallier et al., 2007; Baker et al., 2010). Even a bias of a few tenths of a ppm may be detrimental to carbon flux inversion models (Basu et al., 2013; Chevallier et al., 2014). Because of this, it is important to reduce errors and biases in space-based measurements of CO$_2$.

Currently, there are a small but growing number of satellites in orbit around Earth designed to measure the column-averaged dry-air mole fraction of CO$_2$, or $X_{CO_2}$, using reflected, near-infrared sunlight. They are the Greenhouse Gases Observing Satellite (GOSAT; Yokota et al., 2009), the Orbiting Carbon Observatory-2 (OCO-2; Crisp et al., 2008), and TanSat (Yang et al., 2018). Thermal infrared instruments, such as the Atmospheric Infrared Sounder (Susskind et al., 2003) and the Infrared Atmospheric Sounding Interferometer (Pougatchev et al., 2009), can measure CO$_2$ in certain parts of the atmosphere, but are typically not sensitive near the surface, where the fluctuations in CO$_2$ are greatest. Thus, completely neglecting clouds and aerosols in measurements of $X_{CO_2}$ can result in errors that exceed 1% (around 4 ppm of CO$_2$) and can be much larger for scenes containing significant contamination (O’Brien and Rayner, 2002; Aben et al., 2007; Butz et al., 2009). Even when scenes are heavily screened to remove clouds and aerosols, a non-scattering retrieval performs 20-40% worse than one that includes some way to account for scattering effects (Nelson et al., 2016). Typically, one or more pieces of information about clouds and aerosols are solved for in addition to $X_{CO_2}$. Some common methods include retrieving various optical properties of an aerosol type (Kuang et al., 2002; Yokota et al., 2009; Butz et al., 2011), retrieving vertical aerosol information (Crisp et al., 2010; Parker et al., 2011; Butz et al., 2011; Reuter et al., 2016), retrieving parameters directly related to the photon path length (Oshchepkov et al., 2008), and parameterizing aerosols with a single isotropic scattering layer (Reuter et al., 2017). All these methods are intended to act as proxies to the real scattering effects of clouds and aerosols in the column in order to allow an accurate $X_{CO_2}$ to be retrieved. However, it is not clear that any one method is best. The current operational OCO-2 $X_{CO_2}$ retrieval algorithm, known as Atmospheric Carbon Observations
from Space (ACOS; O’Dell et al., 2012; Crisp et al., 2010) version 8 (V8; O’Dell et al., 2018), includes nine parameters related to clouds and aerosols, which describe an ice cloud, water cloud, and three aerosol types. However, retrieved aerosol optical depths (AODs) from ACOS generally compare poorly to the highly accurate AErosol RObotic NETwork (AERONET, Holben et al., 1998; Nelson et al., 2016). This indicates that the way ACOS handles the scattering effects of clouds and aerosols can potentially be improved. While the goal of parameterizing these scattering effects is to account for light path modifications and not necessarily to retrieve cloud and aerosol properties, it is hypothesized that any improvements will lead to reduced $X_{CO_2}$ errors.

One choice that impacts how well the retrieved cloud and aerosol parameters perform is the use of prior information to constrain the problem. Often, a constant or climatological value with high uncertainty applied to it is used for the aerosol setup (e.g. Parker et al. (2011); O’Dell et al. (2012)). In this work, we test the hypothesis that using more realistic aerosol priors will allow the retrieved aerosol parameters to better represent the scattering of light in the column and thus reduce the error in retrieved $X_{CO_2}$. Specifically, we examine the impact of using co-located modeled aerosols from the Goddard Earth Observing System Model, Version 5 (GEOS-5) as prior information on the retrieved $X_{CO_2}$ from real OCO-2 measurements. Global atmospheric models, such as GEOS-5, are highly sophisticated and contain many layers of complex physics to represent aerosol processes in the atmosphere including aerosol dynamic schemes and size-resolved aerosol microphysics (Mann et al., 2014). However, atmospheric models do not perfectly represent reality. There are still large differences between individual models, which are restricted by uncertainties in aerosol emission source characteristics, knowledge of atmospheric processes, and the meteorological field data used (Dubovik et al., 2008). Despite this, it is hypothesized that these models will still be of use in the $X_{CO_2}$ retrievals. We also examine the uncertainties applied to the aerosol priors in the current OCO-2 $X_{CO_2}$ retrieval algorithm to see if using a lower uncertainty, in conjunction with a more realistic aerosol prior, results in an improvement in $X_{CO_2}$ against multiple validation sources. Finally, we test whether vertical aerosol information from GEOS-5 can be successfully ingested. These results impact not only OCO-2, but $X_{CO_2}$ from GOSAT, TanSat, and several other future space-based GHG missions that will also be significantly influenced by the scattering effects of clouds and aerosols.

Section 2 gives an overview of the OCO-2 ACOS $X_{CO_2}$ retrieval algorithm and the prior information it uses. Section 3 discusses the two validation datasets used in this study along with filtering and bias correction. Section 4 describes our use of instantaneous modeled aerosols as prior information in the retrieval while Sec. 5 presents the results. Section 6 summarizes the study’s results and determines if the use of more realistic modeled aerosols is beneficial in near-infrared retrievals of $X_{CO_2}$.

## $X_{CO_2}$ Retrieval Algorithm

In this section, we will discuss the current OCO-2 retrieval algorithm, ACOS V8, and its cloud and aerosol parameterization. The remote sensing of $CO_2$ using reflected near-infrared sunlight is typically accomplished by measuring absorption in an oxygen line and one or more $CO_2$ lines. For OCO-2, GOSAT, and TanSat, the $O_2$ A-band at 0.76 $\mu$m is used in conjunction with a weak $CO_2$ absorption band at 1.6 $\mu$m and a strong $CO_2$ absorption band at approximately 2.0 $\mu$m. The main purposes of the $O_2$ band are to estimate the path length of the photons detected by the satellite and to filter out clouds and aerosols (by
screening for large variations from the expected path length). As there are only 1.5-2.0 pieces of information about the vertical
distribution of CO\textsubscript{2} from OCO-2 (Connor et al., 2008), the column-averaged dry-air mole fraction of carbon dioxide (\(X_{\text{CO}_2}\))
is reported:

\[
X_{\text{CO}_2} = \frac{\int_0^\infty N_{\text{CO}_2}(z)dz}{\int_0^\infty N_d(z)dz}
\] (1)

where \(N_{\text{CO}_2}(z)\) is the molecular number density of carbon dioxide and \(N_d(z)\) is the molecular dry air number density at
altitude \(z\). An optimal estimation technique (Rodgers, 2000) is used to retrieve carbon dioxide and several other parameters
that the measured radiances are sensitive to. Generally, optimal estimation takes a state vector containing priors with associated
uncertainties, solves a cost function iteratively to find its minimum value, and outputs an optimized state vector with posterior
uncertainties for each variable. A full description of the state vector and retrieval technique of the latest OCO-2 algorithm
(V8) can be found in O’Dell et al., 2018. The state vector contains approximately 60 elements, including
20 vertical levels of CO\textsubscript{2}, surface pressure, band-dependent surface albedo, total column water vapor, a temperature profile
offset, several cloud and aerosol parameters, and others. The aerosol setup contains five particle types: a water cloud, ice cloud,
two aerosol types from a Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2; Rienecker
et al., 2011) climatology, and a stratospheric aerosol type. This MERRA-2 climatology is simply the monthly means for one
year for each of the five MERRA-2 aerosol types (dust, organic carbon, black carbon, sea salt, sulfate). The two types chosen
to be included in the state vector are the two with the highest climatological mean AOD for a given month and location. For
example, if dust and organic carbon are the two largest AODs of the possible five in the month of July for a given location, then
they are selected as the two types to be retrieved for any July OCO-2 sounding for that location. The vertical profile of these
aerosol types are described by Gaussians. The height and magnitude (amplitude) of the Gaussian are retrieved for each of the
two aerosol types, water cloud, and ice cloud. The magnitude of the stratospheric aerosol type is solved for, but the height is
fixed. The widths of the five Gaussian profiles are fixed, as it has been shown that the radiances are not especially sensitive to
the width of a cloud or aerosol layer (Butz et al., 2009; Frankenberg et al., 2012). The prior Gaussian profiles are shown in
Fig. 1, from O’Dell et al., 2018.

Thus, nine parameters are included in the state vector that directly describe the clouds and aerosols in the scene. Additionally,
the natural log of the AOD is the parameter solved for that describes the magnitude of each Gaussian. This is to prevent the
algorithm from attempting to retrieve a negative AOD, which would result in the retrieval crashing due to current algorithmic
limitations. The retrieved height of the Gaussian represents the fraction of the surface pressure. For example, if the surface
pressure is 1000 hPa and the retrieved height parameter is 0.5, the Gaussian profile will be centered at 500 hPa.

3 Data

In this work, we use two datasets to evaluate the quality of the OCO-2 \(X_{\text{CO}_2}\) retrievals in the context of testing the aerosol
parameterization. While we expect the retrieved aerosol parameters to improve with the use of a more accurate prior, the
retrieved aerosols are still only designed to be effective scattering parameters and thus we will not evaluate their quality in this work. The first validation dataset is 32,175 retrievals co-located with 13 Total Carbon Column Observing Network (TCCON; Wunch et al., 2011) and AERONET sites across the globe. The second is a dataset of 30,827 retrievals matched with an ensemble of global CO2 models where we consider the truth the median of the CO2 models in places where they agree to within 1 ppm. These two validation sets complement each other in that TCCON is known to be highly accurate, but with limited spatial coverage. The model validation dataset likely has larger uncertainty than TCCON, but provides excellent spatial coverage.

3.1 TCCON/AERONET Validation Dataset

The TCCON validation dataset contained 32,175 OCO-2 measurements taken from 17 September 2014 to 2 May 2016. We co-located the OCO-2 measurements in time and space with the AERONET and TCCON, which were required to both be present and operational at a given site. The co-location criteria was within 1 degree latitude/longitude and +/- 30 minutes and the sites selected for use are shown in Fig. 2. As TCCON stations are all located on land, only a small fraction of co-located soundings are over water surfaces.

Table 1 lists the TCCON sites used in this study. The soundings were selected from a set of OCO-2 "lite" files (Osterman et al., 2017) that had been pre-filtered (see Sec. 3.3). We then post-processed the retrievals with multiple custom filters in an attempt to remove all scenes contaminated by clouds or aerosols.

3.2 Model Validation Dataset

Besides validation against the highly accurate but sparsely located TCCON, a set of global CO2 models was assembled in order to examine spatial errors. We co-located 30,827 OCO-2 soundings in time and space with a suit of nine global carbon models (Peters et al., 2007; Feng et al., 2011; Baker et al., 2010; Liu et al., 2017; Crowell et al., 2018; Rödenbeck, 2005; Inness et al., 2013; Basu et al., 2013; Schuh et al., 2019). Only points where all the models agreed to within 1 ppm of $X_{CO2}$ were used. Work by O’Dell et al., 2018 has shown that using this methodology produces similar error statistics to that of the TCCON validation. The median $X_{CO2}$ of the nine models for each of the 30,827 soundings was used as the truth metric. The OCO-2 soundings were selected by sorting all the measurements into a 4x4 degree spatial grid and filling all grid boxes with up to 10 soundings. This allowed for excellent global coverage while limiting the demand on the available computational resources needed to run the retrievals.

3.3 Filtering and Bias Correction

As OCO-2 struggles with scenes containing clouds and aerosols, multiple strategies are used to try and filter out any scene that is contaminated by scattering particles. For both validation datasets, the $O_2$ A-band Preprocessor (ABP; Taylor et al., 2016) and Iterative Maximum A-Posteriori Differential Optical Absorption Spectroscopy (IMAP-DOAS) Preprocessor (IDP; Frankenberg et al., 2005) were applied to every measurement before being selected to run through the retrieval. For each validation set, the approximately 30,000 soundings used in this study were those that had successfully passed through the
preprocessors. These soundings were determined to be clear enough to be run through the retrieval. After removing soundings that failed to converge, post-processing filtering techniques were applied to remove additional low-quality retrievals that were not screened out by the preprocessors. These filters included the reduced $\chi^2$ (where $\chi^2$ in all three bands must be less than 2.0), a delta pressure parameter (from ABP $dp_{abp}$ from ABP, where $dp_{abp} < 750$ hPa), and the CO$_2$ and H$_2$O ratios (from IDP). Thus, where $1.00 <$ CO$_2$ ratio $< 1.02$ and $0.88 <$ H$_2$O ratio $< 1.01$. After applying these filters, the remaining OCO-2 measurements had co-located AERONET AODs of less than 0.25 and thus all tests are being done on a mostly clear-sky dataset and conclusions cannot be drawn about how these retrieval modifications impact the results if scenes with thick cloud or aerosol layers are present. Additionally, as the TCCON stations are located on land, the final post-filtered validation dataset only contained land measurements and thus no conclusions can be made about OCO-2 measurements over ocean for the TCCON validation study.

Despite heavy pre- and post-filtering of the dataset to remove cloud and aerosol layers, no atmospheric column is truly free from scattering particles. Thus, a bias correction is typically applied to the final $X_{CO_2}$ in an attempt to mitigate retrieval errors caused by remaining scattering effects and other sources of error including imperfect spectroscopy (O’Dell et al., 2018). In the operational V8 product, considerable effort is put into developing a multi-parameter bias correction that reduces the $X_{CO_2}$ bias against several independent truth metrics. In this work, a single parameter bias correction was selected for each validation dataset for simplicity and to ensure a fair comparison across different setups. Additionally, it is hypothesized that an improved aerosol setup might reduce the need for a complex bias correction. The parameter chosen was that which had the largest correlation with $X_{CO_2}$ error. When comparing to TCCON, the retrieved $X_{CO_2}$ was bias corrected by removing a linear fit between the $X_{CO_2}$ error (retrieved $X_{CO_2}$ - TCCON $X_{CO_2}$) and the difference between the retrieved surface pressure and the prior surface pressure ("$dp$"). This was the most correlated parameter in the majority of our TCCON tests and thus was selected as the bias correction parameter. This parameter is correlated with $X_{CO_2}$ biases because any unparameterized clouds and aerosols in the column can make the retrieval think there is a lower surface pressure than in reality. Thus, bias correcting this mistake out is designed to bring the retrieved surface pressures back to realistic values and can approximately account for the improperly parameterized clouds and aerosols. In the case of the model validation dataset, the bias correction parameter was the solar zenith angle. Physically, this represents the removal of artificial biases induced by longer air masses. The reason why this parameter was selected over $dp$ is that the model dataset has excellent latitudinal coverage and thus the air mass is weighted more than $dp$. TCCON, however, is spatially limited and thus, despite seasonal variations in sun angle, the air mass dependence is not as prevalent when searching for optimal bias correction parameters.

4 Modeled Aerosol Priors

As discussed in section 2, the OCO-2 retrieval algorithm has several aerosol parameters in its state vector. The prior values for most of these parameters in V8 are fixed or taken from a monthly climatology. Here, we discuss several methods in which we test the use of instantaneous, 3D modeled aerosol data as prior information to improve upon the current priors with the hope of increasing the precision and accuracy of the final OCO-2 $X_{CO_2}$ product.
The GEOS-5 Forward Processing for Instrument Teams (GEOS-5 FP-IT; Rienecker et al., 2008) weather forecasting model, created and maintained by the NASA Global Modeling and Assimilation Office, is designed specifically for instrument teams in that the entire period (2000-current) is run using the same GEOS-5 version to maintain consistency and avoid any unwanted biases from updates to the model. For this work, GEOS-5 FP-IT version 5.12.4, hereafter referred to as GEOS-5, was co-located in time and space with the OCO-2 soundings. GEOS-5 is on a 0.625-degree longitude by 0.5-degree latitude horizontal grid with 72 vertical layers extending to 0.01 hPa with a time-step of 3 hours. The model was linearly interpolated in space and the nearest 3-hour model update was chosen in time. For example, if the OCO-2 sounding was taken at 1900 UTC, the 1800 UTC model run was used. The GEOS-5 aerosol scheme contains 15 different types with up to five different size bins for each type, which we aggregate into five unique types: dust, organic carbon, black carbon, sea salt, sulfate. The aggregation process weights by the typical relative amount of optical depth contributed by each type at 760 nm and uses a typical relative humidity value for the hygroscopic types. Each type has a unique optical properties, including the single scatter albedo, extinction coefficient, and refractive index. Further details can be found in Crisp et al., 2010. GEOS-5 ingests Terra Moderate Resolution Imaging Spectroradiometer (MODIS; Kaufman et al., 1997) AOD, Aqua MODIS AOD, and Multi-angle Imaging SpectroRadiometer (MISR; Martonchik et al., 1998) aerosol information. AERONET measurements are not used for this product as the data latency is unacceptably large. Figure 3 shows that GEOS-5 AODs correlate better with AERONET compared to both the climatological MERRA-2 AODs and the corresponding retrieved AOD values from OCO-2 V8. Thus, using the model and assigning it some confidence should result in an improved correlation in retrieved OCO-2 AODs compared to AERONET.

Our primary hypothesis in this work is that using instantaneous modeled aerosol data as prior information will result in smaller $X_{CO_2}$ errors when compared to the current operational setup that uses a monthly climatology. Figure 4 shows the first of the two aerosol types selected when using the MERRA-2 monthly climatology and when using the interpolated GEOS-5 model field. Certain features, such as Saharan dust and biomass burning, are generally realistically placed in the climatology but the day-to-day variations of the atmosphere are not present and thus the climatology is not representative of the true state of the atmosphere for a given OCO-2 sounding location. For example, dust is selected over large portions of the high northern latitudes in the GEOS-5 model field, but rarely in the MERRA-2 monthly climatology.

Three methods of varying complexity were chosen to ingest the instantaneous model data:

- Using the top two aerosol types and their corresponding AODs
- Using the top two aerosol types and fitting a Gaussian to the amplitude, mean, and variance of a Gaussian distribution to the modeled vertical profile of both types
- Using the top two aerosol types and solving for a scale factor on an interpolated 20-layer modeled aerosol profile

The methodology for selecting which two (of the five) aerosol types to be included in the state vector is simply sorting them by AOD at 760 nm and selecting the two largest values. The ice cloud, water cloud, and stratospheric aerosol type were always retrieved. The ice cloud and water cloud characteristics were kept the same as V8, while the stratospheric aerosol’s optical depth prior and corresponding uncertainty were determined by our setups described below.
4.1 Types and Optical Depths

The first method simply takes the top two aerosol types based on sorting by each type’s AOD and uses their corresponding AODs as prior information for each type. This method is the simplest of our tests and does not rely on any modeled vertical aerosol information.

4.2 Types and Gaussian Fits

The second method takes the largest two aerosol types, as before. The 72-layer GEOS-5 aerosol profiles for both types are then interpolated onto the 20-layer OCO-2 vertical grid. A Gaussian is

\[
\text{The amplitude, mean, and variance of a Gaussian curve are}
\]

then fit to that 20-layer profile and the magnitude (optical depth), height, and width of that Gaussian are fed in to the retrieval as prior information. An example is shown in Fig. 5. Occasionally, the fit is a poor representation of the vertical profile. This is often the case with the sulfate type, which can have both a lower tropospheric peak and a stratospheric peak, resulting in a profile that cannot be represented with a single Gaussian. To avoid this issue, the sulfate type, if selected, was fit to below 400 hPa and the stratospheric aerosol type (discussed in Sec. 2) was a separate Gaussian fit for the profile above 400 hPa. This method was chosen to test the hypothesis that ingesting vertical information from the model will lead to an improved parameterization of the scattering and, subsequently, a more accurate $X_{CO_2}$.

4.3 Types and Scale Factors

The third and most complex method takes the largest two aerosol types sorted by AOD, as before. The 72-layer GEOS-5 aerosol profiles for both types are then interpolated onto the 20-layer OCO-2 vertical grid. A scale factor applied to the interpolated profile is then solved for by the retrieval. Because the ACOS retrieval solves for the natural log of the AOD, we solve for an additive scalar which acts as a multiplicative scaling factor when converted to AOD. This means that if the retrieval determines that the scale factor should be 1.5, the GEOS-5 AOD profile magnitude will be multiplied by 1.5. This method is similar to that of Parker et al., 2011, except here we are using a vertical aerosol profile co-located in time and space as the prior, while they use a constant aerosol profile. This method was chosen to test the hypothesis that Gaussian fits are insufficient to realistically parameterize the shapes of true vertical aerosol profiles in the $X_{CO_2}$ retrieval.

4.4 Aerosol Prior Uncertainties

In addition to these three techniques used to modify the aerosol priors, the prior uncertainty must also be considered when using optimal estimation. In the operational ACOS $X_{CO_2}$ retrieval algorithm, the uncertainty on the aerosol parameters is typically very loose. For example, a prior AOD of 0.1 is approximately -2.3 in ln-space. Assigning the V8 uncertainty of 2.0 to ln($\tau$) gives 1-sigma values of -4.3 and -0.3 in ln-space, which equates to about 0.014 and 0.74 in optical depth. This large prior uncertainty is due to the lack of confidence in the monthly climatological priors and because it is believed that the radiances themselves should provide enough information to properly constrain the results. However, using this new instantaneous setup allows us to decrease the prior uncertainty because we have more confidence in the GEOS-5 model compared to the monthly
climatology, as demonstrated by Fig. 3. The three setups chosen to test are using the operational uncertainty ("high uncertainty"), 25% of the operational uncertainty ("low uncertainty"), and fixing the prior aerosol values ("no uncertainty"). For example, using our first method above (Sec. 4.1) with low uncertainty means solving for the AODs of the two selected aerosol types with 25% of the operational uncertainty assigned to the prior values. This means that instead of a 1-sigma uncertainty of 2.0 on \( \ln(\tau) \), we assign a value of 0.5. This equates to a 1-sigma uncertainty range of between 0.06 and 0.16 on a prior AOD of 0.1. Table 2 lists all the test setups and the corresponding uncertainties on the retrieved \( \ln(\tau) \) and, except for the scalar profile tests, the retrieved height. The third method, solving for a 20-layer profile (Sec. 4.3), does not lend itself to assigning single values of uncertainty equivalent to the other two setups. Thus, we assigned layer uncertainties of \( \ln(10) \), 0.5, and 0.001 for each layer to represent the operational, low, and fixed setups. We also ran the operational retrieval with low and no uncertainty on the AODs in an attempt to isolate the impact of only modifying the prior uncertainties. When ingesting vertical information in the second and third methods, we also reduced the uncertainty of the retrieved height. The width was effectively never retrieved, as it was always assigned an uncertainty of 0.001.

After processing all 12 retrieval variants, applying similar post-filtering, and matching soundings to ensure a fair comparison, 19,471 soundings remained in the TCCON validation dataset while 17,355 soundings remained in the model validation dataset. For both datasets and all tests, there were no significant outliers when it came to the percentage of soundings that converged or remained after post-filtering. Typically, the retrievals with \textit{loose—very uncertain} priors had slightly more soundings fail to converge and the more complex retrieval schemes lost more soundings in post-filtering, but only by a few hundred soundings.

5 Results

In this section we discuss the impact of using \textit{more intelligent—better informed} aerosol priors in the OCO-2 \( \text{X}_{\text{CO}_2} \) retrieval by comparing our test setups to both TCCON and an ensemble of global \( \text{X}_{\text{CO}_2} \) models.

5.1 TCCON Validation Results

Figure 6 shows the results of our test setups alongside the operational retrieval variants (top row). Here, we can see the impact that different prior information and different prior uncertainties have on the retrieved \( \text{X}_{\text{CO}_2} \) when compared to TCCON.

For our nine GEOS-5 test setups, when examining the standard deviation of the error (\( \sigma \)), correlation coefficient (\( R \)), and mean absolute error (MAE) versus TCCON, the values are typically best for the setups where only the types and the AODs are ingested (second row). When we apply a Gaussian fit to the modeled profiles and use those heights and widths as priors (third row), we see an increase in the scatter against our validation source along with a worse MAE and R. Finally, when we solve for a scalar on the modeled aerosol profile (bottom row), we see the largest scatter in \( \text{X}_{\text{CO}_2} \) against TCCON, worst correlations, and highest MAEs. It therefore appears that trying to incorporate vertical information from the aerosol model leads to a worse \( \text{X}_{\text{CO}_2} \).

The only GEOS-5 test setup with errors and a correlation coefficient better than the operational retrieval is the middle panel of the second row (green triangles), where the types and AODs were ingested with low uncertainty. This may indicate that it
is reasonable to assign some confidence in the modeled AODs from GEOS-5, rather than leaving it mostly unconstrained. The operational retrieval with low uncertainty (blue triangles) does relatively well, but slightly worse than the original V8 (blue squares).

For all retrieval setups, fixing the aerosol input (right column) results in worse error statistics. This is likely because models are not perfect and by entirely removing the retrieval’s ability to fit for aerosol effects on the radiances it results in large errors in $X_{CO_2}$. Keeping the prior aerosol uncertainty the same as the operational retrieval (left column), however, appears to allow too much freedom and the aerosol parameters revert to the operational values, regardless of what the prior values are. This is because we are assigning almost no confidence to the prior, so all the information comes from the retrieval. This shows the utility of having semi-constrained aerosol priors to guide the $X_{CO_2}$ retrieval algorithm. The only row where the low uncertainty test does better than the high uncertainty test is when we ingest types and AODs. This again indicates that it may be beneficial to use GEOS-5 modeled types and AODs and assign them some level of confidence that is greater than the V8 constraint.

5.2 Model Validation Results

While TCCON gives a robust estimate of the statistical errors for our test setups, it does not allow for regional analysis because of the sparsity of the network. The CO$_2$ model median validation technique, described in Sec. 3.2, allows for an assessment of regional errors in the test setups compared to a truth metric. For this work, the most promising aerosol setup in the TCCON validation study was selected for further analysis. That is, ingesting the GEOS-5 types and AODs with low uncertainty. Figure 7 shows the operational (V8) $X_{CO_2}$ error and the GEOS-5 aerosol prior setup $X_{CO_2}$ error while the top panel of Fig. 8 shows the difference of the absolute value of the $X_{CO_2}$ errors for the two setups.

Here, regional differences can be seen. Over Northern Africa and Central Asia the operational retrieval (top panel of Fig. 7) is often biased high, which results in a large $X_{CO_2}$ scatter in those regions. The GEOS-5 aerosol setup (bottom panel of Fig. 7), however, shows that those high biased bins have mostly been removed. The difference plot (top panel of Fig. 8) demonstrates an improvement in the error of around 1 ppm for many grid cells in Northern Africa and Central Asia. An additional regional difference is in the Southern Ocean, where the GEOS-5 aerosol setup develops a new high bias of 0.4 ppm in many of the bins, compared to V8 which has a bias of nearly zero (+0.1 ppm). Over the remaining land and ocean regions there is minimal change in $X_{CO_2}$ between the two datasets. While of interest, comparing retrieval setups over the Amazon and high latitudes is difficult due to the lack of soundings. This is because these regions are typically cloudy around solar noon or lack the necessary amount of reflected sunlight to make an accurate retrieval, respectively, so they have been filtered out.

Regarding the plots just discussed, three factors could be contributing to the regional changes in $X_{CO_2}$ between V8 and the GEOS-5 aerosol prior setup. First, the decrease in uncertainty to 25% of V8. Second, the two selected aerosol types. Third, the modified AOD priors of the two aerosol types. In order to isolate the first effect, the middle panel of Fig. 8 shows a comparison between V8 and V8 with low uncertainty. Here, we can see that the impact of simply reducing the prior uncertainty on the retrieved AODs is substantial and accounts for a considerable portion of the improvement over Northern Africa and Central Asia, with the standard deviation of the error being reduced from 2.12 ppm to 1.92 ppm. The ocean remains nearly unchanged, along with much of the remaining land surface.
Now that we have isolated the impact of reducing uncertainty, we can compare V8 with low uncertainty to GEOS-5 types & AODs with low uncertainty to determine what impact, if any, using the constrained GEOS-5 aerosol types and priors has on the $X_{\text{CO}_2}$ error. The bottom panel of Fig. 8 shows that this change is beneficial over Central Asia ($\sigma_{X_{\text{CO}_2 \text{ error}}} \text{reduced from 2.07 ppm to 1.94 ppm for measurements over land between latitudes 16 N and 56 N and longitudes 52 E and 152 E}$), has a minimal effect over the Northern Africa ($\sigma_{X_{\text{CO}_2 \text{ error}}} \text{changed from 1.63 ppm to 1.62 ppm for measurements over land between latitudes 6 S and 38 N and longitudes 20 W and 52 E}$), and a detrimental effect over the Southern Ocean ($\sigma_{X_{\text{CO}_2 \text{ error}}} \text{increased from 1.86 ppm to 1.95 ppm and a positive bias of 0.4 ppm for measurements south of 45 S}$). This suggests that the improvement in the scatter of the $X_{\text{CO}_2}$ error against model validation over the Northern Africa was primarily due to the reduction in uncertainty in the prior AODs, and not the co-located GEOS-5 aerosol prior types and values themselves. Over Central Asia, however, the improvement seems to be a combination of reducing the uncertainty and using instantaneous types and/or AODs. Over the Southern Ocean, using GEOS-5 types and prior AODs results in an increase in scatter and a high bias of 0.4 ppm.

Next, we attempt to distinguish between the impact of using GEOS-5 aerosol types and using their corresponding AODs as prior information. The areas of interest are Central Asia, where using instantaneous priors improved the $X_{\text{CO}_2}$ retrieval, and the Southern Ocean, where it worsened the $X_{\text{CO}_2}$ retrieval. The top panel of Fig. 9 shows the binned prior AOD for V8, which is derived from a monthly MERRA-2 climatology (as discussed in Sec. 2), while the bottom panel shows the binned prior AOD for our test setup which uses the co-located GEOS-5 modeled data. In general, slightly more variation is seen in the GEOS-5 priors, which is to be expected, as the monthly climatology is a mean of an entire month and thus removes most synoptic variability. The most prominent change, however, is the significant reduction in prior AOD over Northern Africa and Central Asia. The GEOS-5 aerosol setup has a 30% lower mean prior AOD than V8. This is likely because the MERRA-2 climatology was created by simply averaging an entire month of data together, including all instances where the optical depth was large due to dust storms, pollution events, biomass burning, etc. Those scenes, however, are typically removed by OCO-2’s pre-screeners (ABP and IDP, described in Sec. 3.3) before being processed through the retrieval code and thus the GEOS-5 prior map only includes scenes that were determined to be sufficiently clear to perform retrievals on. This suggests that the MERRA-2 monthly climatology aerosol prior may be artificially high and not entirely appropriate for use in the operational retrieval algorithm. This is also seen in Fig. 3, where there are several MERRA-2 climatology AODs that are significantly high biased against AERONET. Fig. 3, however, is only data from 13 AERONET sites and is thus not representative of the global differences.

In optimal estimation the final, optimized state vector represents a weighted combination of the prior information and the measurement, not just the state of the prior. The top panel of Fig. 10 shows the retrieved AOD for V8 while the bottom panel shows the retrieved AOD for the GEOS-5 aerosol setup. Here, we see an even more dramatic difference in retrieved AODs over the Northern Africa and Central Asia. Over land in these two regions, the retrieved AOD is 52% lower for the GEOS-5 aerosol setup. This is partially due to the reduced uncertainty on the prior AODs for the GEOS-5 aerosol setup, which prevents it from deviating substantially from the prior.
While the differences in $X_{\text{CO}_2}$ over Central Asia correlate with a large difference in the magnitude of the retrieved AOD, the same cannot be said of the $X_{\text{CO}_2}$ differences over the Southern Ocean, as those differences in retrieved AOD are small (8.9% increase in the GEOS-5 test setup over the Southern Ocean). Additionally, the middle panel of Fig. 8 demonstrated that the reduction in uncertainty alone had a minimal impact on this region.

The changing of one or both of the aerosol types when going from the MERRA-2 monthly climatology to the instantaneous GEOS-5 setup could be the explanation for the positive 0.4 ppm bias in $X_{\text{CO}_2}$. Of the 17,355 global soundings remaining after post-filtering, 32% have one or both aerosol types different while only 0.7% have both aerosol types different. To test this hypothesis, we ran an additional set of soundings similar to the GEOS-5 types & AODs with low uncertainty, but not changing the types. Figure 11 demonstrates that changing the types has almost no effect on the Southern Ocean and overall has a small and sporadic effect (note the reduced scale). The mean difference between ingesting GEOS-5 AODs and types and only ingesting GEOS-5 AODs for soundings where the type actually changed is about 0.01 ppm with a standard deviation of about 0.2 ppm. Only a small fraction of soundings had differences larger than 0.5 ppm (2.3% of all soundings). Thus, the selection of an appropriate AOD prior and uncertainty is much more important than the exact aerosol properties in our retrieval parameterization.

After further investigation, the modification to the stratospheric aerosol prior and its corresponding uncertainty is likely the cause of the Southern Ocean 0.4 ppm high bias in the GEOS-5 aerosol setup. As detailed in O’Dell et al., 2018 O’Dell et al. (2018), ACOS V7 contained a high bias over water at high southern latitudes due to both the presence of stratospheric aerosol from the Calbuco eruption in 2015 as well as ice build up on the OCO-2 focal plane arrays. Here, we have unintentionally replicated this issue, as the stratospheric aerosol AOD priors from GEOS-5 are near zero (as opposed to have a median of around 0.003, compared to a global prior value of 0.006 used in V8). Figure 12 demonstrates that when V8 solves for a large stratospheric AOD in the Southern Ocean, GEOS-5 cannot because it starts with a lower prior and is unable to sufficiently increase it. This result in a significant positive bias in $X_{\text{CO}_2}$ (bottom of Fig. 7). When the retrieved V8 stratospheric AOD is greater than 0.012 in the Southern Ocean, the GEOS-5 aerosol setup incurs a positive bias of approximately 1.4 ppm (compared to the positive 0.4 ppm bias for all Southern Ocean retrievals). This indicates that in soundings where large stratospheric AODs are needed to fit the radiances, the lack of AOD usually appears to lead to a high bias in $X_{\text{CO}_2}$.

To further test this hypothesis, we ran a set of soundings where we reverted the stratospheric aerosol prior AOD and prior uncertainty back to V8 values (0.006 and a 1-sigma uncertainty on the ln(AOD) of 1.8). This revealed that the 0.4 ppm bias in the Southern Ocean mostly disappears, as the high bias is reduced back to approximately +0.1 ppm, in agreement with V8.

6 Discussion and Conclusions

In this study we investigated the impact of using more intelligent, better informed aerosol priors in the OCO-2 ACOS $X_{\text{CO}_2}$ retrieval algorithm applied to real measurements. We ingested aerosol information from co-located GEOS-5 model data with varying levels of uncertainty and compared to two validation sources, TCCON and a global CO$_2$ model suite.
We found that ingesting instantaneous AOD information with low uncertainty slightly reduced the standard deviation of the $X_{\text{CO}_2}$ error against TCCON from 1.17 ppm to 1.13 ppm. More interestingly, we found that attempting to ingest vertical information from GEOS-5 produced poor results against TCCON, with mean absolute errors more than 50% larger than V8. We hypothesize that this is because accurate vertical placement of aerosol layers still represents a significant challenge in global aerosol models (Koffi et al., 2016). This is due to the large uncertainty in processes related to how aerosols are distributed vertically, partially because of the lack of constraint by global observations (Kipling et al., 2016). Additionally, fixing the ingested aerosol information also makes the retrieval compare poorly to TCCON. This is, again, because the priors will always be imperfect, so the OCO-2 ACOS $X_{\text{CO}_2}$ retrieval algorithm needs some amount of freedom to adjust the radiances.

A comparison to our model validation dataset reveals an improvement over Northern Africa and Central Asia when using the GEOS-5 types and AODs with low uncertainty compared to V8, with the scatter in $X_{\text{CO}_2}$ error being reduced from 2.12 ppm to 1.83 ppm. Additionally, we see a new high bias in $X_{\text{CO}_2}$ of 0.4 ppm over the Southern Ocean. These regional differences in OCO-2 V8 compared to the GEOS-5 type and AOD low uncertainty prior test setup are likely caused by one of the three modifications. First, reducing the uncertainty on the prior AODs in V8 results in an improvement over Northern Africa and Central Asia. Figure 13 shows that by constraining the prior AODs in V8, we prevent the algorithm from retrieving large AODs. Those soundings that retrieved large AODs in V8 but smaller AODs in the low uncertainty setup generally have smaller $X_{\text{CO}_2}$ errors (blue green pixels in Fig. 13). For soundings where the retrieved V8 AOD is greater than 0.4 over Northern Africa and Central Asia, constraining the prior AODs with low uncertainty reduces the $X_{\text{CO}_2}$ bias against the validation dataset by 0.55 ppm on average. Some soundings are outliers, in that they do worse when constrained (red brown pixels in Fig. 13). Around 8% of the retrievals have an $X_{\text{CO}_2}$ error increase of greater than 0.5 ppm. This may be because those scenes actually contain large AODs and thus constraining the priors is hindering the retrieval’s ability to properly fit the radiances, but further investigation is needed on this topic.

Second, some of the high bias seen in V8 (top panel of Fig. 7) is likely due to the MERRA-2 climatological priors being unrealistically high for the selected OCO-2 soundings. Physically, when there is too much aerosol being retrieved, the CO$_2$ absorption lines are filled in too much because the retrieval thinks those photons are experiencing a shorter path length than they are in reality. The retrieval then must add more CO$_2$ to deepen the absorption lines again to match the measured line depths. This results in the observed high bias in V8 over Central Asia, which is mostly removed when smaller, more appropriate AOD priors are taken from the GEOS-5 dataset (bottom panel of Fig. 8). However, the bottom panel of Fig. 8 also showed that using lower AOD priors alone had no significant net impact on Northern Africa. This difference may be due to Northern Africa having a higher surface albedo than Central Asia. This results in a larger fraction of the signal coming from the surface and less weight placed on any aerosols present. So long as the retrieved aerosol AODs are not very large, as discussed above, the $X_{\text{CO}_2}$ results over Northern Africa may be less sensitive to the aerosol prior than other regions.

Third, the GEOS-5 types & AODs with low uncertainty setup resulted in a new high bias of 0.4 ppm in $X_{\text{CO}_2}$ relative to V8 over the Southern Ocean. It was initially hypothesized that the change in aerosol types may have caused the high bias, but we showed that changing one or both of the aerosol types has a minimal impact on the $X_{\text{CO}_2}$ in this setup. After additional tests, we found that the GEOS-5 stratospheric AODs in the Southern Ocean were too small to be able to account for actual
stratospheric aerosol in the region along with the effects of an ice accumulation artifact in the OCO-2 radiances. Reverting the stratospheric prior and uncertainty back to that of V8 mostly eliminated the high bias in the Southern Ocean. This conclusion highlights the severe impact that even a small amount of aerosols can have on the retrieved $X_{CO_2}$.

This work is relevant for several missions set to launch in the near future, including OCO-3, GOSAT-2, MicroCarb, Tansat-2, and GeoCarb. Algorithm development teams will have to decide how they will account for clouds and aerosols in order to minimize errors in their CO$_2$ measurements. While we have shown the benefits and limitations of using instantaneous modeled aerosol data to inform the OCO-2 $X_{CO_2}$ retrieval, more work is needed to determine the optimal aerosol parameterization for near-infrared measurements of CO$_2$. These results may be of use in guiding development for the next version of the OCO-2 ACOS $X_{CO_2}$ retrieval algorithm.
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Table 1. TCCON stations used in this study.

<table>
<thead>
<tr>
<th>TCCON station</th>
<th>Dates Used</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ascension Island</td>
<td>Sep 2014–Dec 2015</td>
<td>Feist et al. (2014)</td>
</tr>
<tr>
<td>Caltech, Pasadena, CA, USA</td>
<td>Sep 2014–May 2016</td>
<td>Wennberg et al. (2015)</td>
</tr>
<tr>
<td>Darwin, Australia</td>
<td>Sep 2014–May 2016</td>
<td>Griffith et al. (2014)</td>
</tr>
<tr>
<td>Garmisch, Germany</td>
<td>Sep 2014–Nov 2015</td>
<td>Sussmann and Rettinger (2014)</td>
</tr>
<tr>
<td>Karlsruhe, Germany</td>
<td>Sep 2014–May 2016</td>
<td>Hase et al. (2015)</td>
</tr>
<tr>
<td>Lamont, OK, USA</td>
<td>Sep 2014–May 2016</td>
<td>Wennberg et al. (2016)</td>
</tr>
<tr>
<td>Manaus, Brazil</td>
<td>Oct 2014–Jun 2016</td>
<td>Dubey et al. (2014)</td>
</tr>
<tr>
<td>Orléans, France</td>
<td>Sep 2014–Nov 2015</td>
<td>Warneke et al. (2014)</td>
</tr>
<tr>
<td>Paris, France</td>
<td>Sep 2014–Sep 2015</td>
<td>Te et al. (2014)</td>
</tr>
<tr>
<td>Park Falls, WI, USA</td>
<td>Sep 2014–May 2016</td>
<td>Wennberg et al. (2014)</td>
</tr>
<tr>
<td>Saga, Japan</td>
<td>Sep 2014–Feb 2016</td>
<td>Kawakami et al. (2014)</td>
</tr>
<tr>
<td>Sodankylä, Finland</td>
<td>Sep 2014–Apr 2016</td>
<td>Kivi and Heikkinen (2016)</td>
</tr>
</tbody>
</table>

Table 2. Prior uncertainties of retrieved natural log of the optical depth, $\sigma_\tau$, and retrieved Gaussian heights, $\sigma_H$, for all retrieval variants. The first entry (V8 + MERRA-2 Climatological Types & AODs with high uncertainty) is equivalent to the operational ACOS retrieval uncertainties. The prior 1-sigma uncertainties on the natural log of the stratospheric AOD are slightly lower, at 1.8, 0.45, and 0.001 for the three uncertainty levels, respectively.

<table>
<thead>
<tr>
<th>Retrieval Type</th>
<th>High Uncertainty</th>
<th>Low Uncertainty</th>
<th>No Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>V8 + MERRA-2 Climatological Types &amp; AODs</td>
<td>$\sigma_\tau=2.0, \sigma_H=0.2$</td>
<td>$\sigma_\tau=0.5, \sigma_H=0.2$</td>
<td>$\sigma_\tau=0.001, \sigma_H=0.2$</td>
</tr>
<tr>
<td>V8 + GEOS-5 Types &amp; AODs</td>
<td>$\sigma_\tau=2.0, \sigma_H=0.2$</td>
<td>$\sigma_\tau=0.5, \sigma_H=0.2$</td>
<td>$\sigma_\tau=0.001, \sigma_H=0.2$</td>
</tr>
<tr>
<td>V8 + GEOS-5 Types &amp; Gaussian AODs/Heights</td>
<td>$\sigma_\tau=2.0, \sigma_H=0.2$</td>
<td>$\sigma_\tau=0.5, \sigma_H=0.05$</td>
<td>$\sigma_\tau=0.001, \sigma_H=0.0001$</td>
</tr>
<tr>
<td>V8 + GEOS-5 Types &amp; Scalar Profile</td>
<td>$\sigma_\tau, layer=\ln 10$</td>
<td>$\sigma_\tau, layer=0.5$</td>
<td>$\sigma_\tau, layer=0.01$</td>
</tr>
</tbody>
</table>
Figure 1. Prior Gaussian profiles of the lower tropospheric aerosol types (red), water cloud (blue), ice cloud (purple), and stratospheric aerosol (green). The local AOD per unit pressure at 755 nm is plotted as a function of the relative pressure. The lower tropospheric aerosol prior AOD is not fixed as for the other types, but rather is taken from a climatology described in the text. Taken from O’Dell et al., 2018 O’Dell et al. (2018).
Figure 2. **TCCON and AERONET sites** Validation locations used in this study. Every site contained both a TCCON and AERONET station.

Figure 3. Left: MERRA-2 climatological AOD vs. AERONET AOD. Middle: OCO-2 V8 retrieved AOD vs. AERONET AOD. Right: GEOS-5 co-located AOD vs. AERONET AOD. The AERONET AODs are the means of the AODs at 675 nm and 870 nm. Overpass means are plotted. AERONET stations used were those present at the TCCON sites selected for this study, listed in Table 1 and shown in Fig. 2, that had valid data between 17 September 2014 and 2 May 2016.
Figure 4. Top: primary aerosol type selected for the month of July using the MERRA-2 climatology. Bottom: primary GEOS-5 aerosol type selected for 1 July 2016 0Z. Aerosol types are dust (DU), sea salt (SS), black carbon (BC), organic carbon (OC), and sulfate (SU).
Figure 5. Example of fitting Gaussians to the GEOS-5 AOD profiles. Upper row is black carbon (black), dust (yellow), and organic carbon (green). Lower row is sulfate (orange) and sea salt (blue). Dashed grey lines are the Gaussian fits to the profiles.
Figure 6. Retrieved OCO-2 $X_{\text{CO}_2}$ (y-axes) against TCCON $X_{\text{CO}_2}$ (x-axes). Overpass means are plotted. The first row is the operational retrieval (V8). The second row is ingesting GEOS-5 types and AODs, the third row is ingesting GEOS-5 types and Gaussian profile priors, and the fourth row is ingesting GEOS-5 types and solving for a scalar to the prior aerosol profile. The left column is high uncertainty, the middle column is low uncertainty, and the right column is no uncertainty (see Table 2). For each panel, $R$ is the correlation coefficient, $\sigma$ is the standard deviation of the error against TCCON, and MAE is the mean absolute error against TCCON. The TCCON sites used are listed in Table 1, shown in Fig. 2, and were required to have valid data between 17 September 2014 and 2 May 2016.
Figure 7. Top: 4x4 degree binned $X_{\text{CO}_2}$ error against model validation for V8. Bottom: 4x4 degree binned $X_{\text{CO}_2}$ error against model validation for the GEOS-5 types & AODs with low uncertainty setup. Grey bins represent no data.
Figure 8. Top: 4x4 degree binned absolute value of V8 $X_{CO_2}$ error against the model validation minus the absolute value of the GEOS-5 Types & AODs with low uncertainty $X_{CO_2}$ error against the model validation. Middle: 4x4 degree binned absolute value of V8 $X_{CO_2}$ error against the model validation minus the absolute value of V8 with low uncertainty $X_{CO_2}$ error against the model validation. Bottom: 4x4 degree binned absolute value of V8 with low uncertainty $X_{CO_2}$ error against the model validation minus the absolute value of GEOS-5 Types & AODs with low uncertainty $X_{CO_2}$ error against the model validation. Green grid cells represent an improvement relative to the model validation while brown grid cells represent a worse comparison to the model validation. Grey bins represent no data.
**Figure 9.** Top: 4x4 degree binned prior AOD for V8, derived from a MERRA-2 monthly climatology. Bottom: 4x4 degree binned prior AOD for V8 + GEOS-5 Types & AODs with low uncertainty, derived from co-located GEOS-5 AODs. White bins represent no data.
Figure 10. Top: 4x4 degree binned retrieved AOD for V8. Bottom: 4x4 degree binned retrieved AOD for V8 + GEOS-5 Types & AODs with low uncertainty. White bins represent no data.
Figure 11. 4x4 degree binned absolute value of GEOS-5 Types & AODs with low uncertainty $X_{\text{CO}_2}$ error against the model validation minus the absolute value of GEOS-5 AODs with low uncertainty $X_{\text{CO}_2}$ error against the model validation. Green grid cells represent an improvement relative to the model validation while brown grid cells represent a worse comparison to the model validation. Grey bins represent no data.

Figure 12. Retrieved stratospheric AOD from V8 versus retrieved stratospheric AOD from V8 + GEOS-5 Types & AODs with low uncertainty for the Southern Ocean. Color represents the change in the absolute value of the $X_{\text{CO}_2}$ error between the two retrieval types, where **blue** demonstrates an improvement over V8 and **red-brown** represents a worsening.
**Figure 13.** Retrieved AOD from V8 versus retrieved AOD from V8 with low uncertainty for North Africa and Central Asia. Color represents the change in the absolute value of the $X_{CO2}$ error between the two retrieval types, where blue-green demonstrates an improvement over V8 and red-brown represents a worsening.