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Thank you to reviewer 2 for the helpful comments. We have responded to all comments.

Reviewer 2 responses:

1. Page 2, line 8: Typo or possible missing words in "finds that non-linear retrievals
this relatively simple simulation". Response: Added missing word, "However this study
finds that non-linear retrievals using this relatively simple simulation..."

2. Page 2, line 21: Vague antecedent in "these simulated results", do "these" refer to
Connor et al (2016) or the current work? Response: It refers to the current work. Up-
dated wording, "The linear analysis of Connor et al. (2016) does not explain the higher
errors in this work, because the simulations in this work do not include unaccounted
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errors sources."

3. Page 2, lines 26-27, and elsewhere: Suggest making double quotes consistent
throughout the document. Currently they’re a mixture of "quotes" (preferred), ”quotes”
and "quotes". Response: Changed all to ’"’ quotes.

4. Page 3, line 7: Typo, "retrievel" Response: Updated and did spell check throughout
document.

5. Page 3, line 30: The claim that the performance of systems (3) and (4) were com-
parable is a strong one, since (4) includes a lot of complicating effects not in (3). It
seems that the authors compared the two systems to arrive at this conclusion, the
"preliminary studies" referred to here. I would like to see some sort of evidence from
those studies, i.e., why do they think that the performances are comparable? This is
not just idle curiosity; the authors themselves say that their error estimates are larger
than earlier estimates by Hobbs et al (2017) using a surrogate model, which raises the
question of whether choice (3) indeed is sufficient to capture most of the error sources.
Response: The initial runs using the more complicated system have been lost, and
the statement that (3) and (4) are comparable is not supported by any analysis in this
paper. This statement was made weaker, "...because preliminary studies seemed to
find that the performance of systems (3) and (4) were comparable (results not shown)"
Regardless of whether (3) and (4) are comparable, this paper uses system (3). This
paper, using system (3) finds comparable errors to those found with the actual OCO-2
system, and a similar ratio of 2 between actual and predicted errors. We think that the
fact that our errors are larger than Hobbs et al (2017) (which uses the surrogate model,
indicates that the simplified radiative transfer used in Hobbs et al (2017) does not result
in realistic errors.

6. Page 4, line 35: Typo, Sainv ! S..1a Response: Updated this notation. Also, checked
other equations for similar errors.

7. Page 5, equation (5), and page 12, equation (8): Typo, hxCOT 2 ! hT XCO2 or
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something like that, right now it looks like CO2 is the vector that’s being transposed
Response: Agree this was mangled. Updated this here and one other location.

8. Page 6, lines 26-30: It was not clear to me whether the current work used the
newer scheme (which picks the two most likely aerosol types per scene) or the older
one. Response: This work uses the scheme where the same 4 aerosols are always
selected. Updated wording, "In the older L2 algorithm versions (pre B3.5), also used in
this work... "

9. Page 7, lines 1-5: The authors downsample from 24 soundings per second to
1 sounding per second. While I understand this choice from the point of computa-
tional convenience, this has the potential for changing inter-sounding correlations, and
whether errors average down over multiple soundings (e.g., the top part of page 11).
Can the authors comment? Would the conclusions in the top half of page 11 still hold
for real OCO2 retrievals? Response: The measurement error, with this dataset, was
random and reduced as 1/sqrt(N) in this study. The question as to whether it would
average for denser data, likely it would. The caveat was weakened to "The simulated
data does not have the data density of actual OCO-2 data so while averaging in close
proximity would likely behave similarly, there is some uncertainty."

10. Page 7, lines 16-17: Why is a realistic cloud screener necessary for this work,
given that coverage is not the focus of this investigation? Interfering errors from clouds
are important, of course, but cloud screening to throw out soundings prior to retrieval
should not affect the conclusions of this work, right? Response: This work processes
pre-generated simulated radiances consistently to how real data is processed. Part
of the process is cloud screening, which is never 100% accurate, sometimes letting
through cloudy cases and sometimes screening out clear cases. After retrievals, quality
flags are applied, and can result in some true cloudy cases being flagged as good
cases without clouds. So, it is important to test the end-to-end system, and not only
give the system non-cloudy cases. Added text to better explain this to the reader. "It
is important to test the system from end-to-end with radiances containing a variety of
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cloud conditions, because the cloud screening is never 100% accurate, sometimes
letting through cloudy cases, and because quality flags can sometimes flag cloudy
cases being as good quality without clouds. "

11. Page 7, line 26: Define "true" retrieval errors before this sentence. Currently
it’s defined on line 33. Response: Updated wording to define exactly what we are
comparing, "Our goal in this work is to compare linearly predicted vs. actual errors in
XCO2..."

12. Page 8, lines 18-19: Do the biases in table 5 average down with the number of
soundings? Or are they true biases that are independent of the number of sounding
used to calculate them (with variations due to finite sample size)? Response: Table
5 column heading was updated to "Mean bias". This is the bias over all the data and
does not average away. A paragraph and figure were added to Section 2.4 to look at
the spatial distribution of biases. The new paragraph is:

"Correlated biased errors are seen in real OCO-2 data, with correlations in time, e.g.
∼60 days (Kulawik et al., 2019), at small spatial scales, e.g. < 1 degree (Worden et
al., 2016), and at medium spatial scales, e.g. 5-10 degrees (Kulawik et al., 2019).
Although this dataset cannot probe a seasonally dependent bias, as it covers only 1
day of observations, it can be used to probe spatial patterns of the biases. However,
note that probing very small spatial patterns will be difficult to see because of the small
amount of data processed in comparison to real OCO-2. A plot showing the spatial
pattern of retrieved minus true is shown in Fig. 2 panel (a), which shows a high bias
near the equator and a low bias near the poles. Panel (b) of Fig. 2 shows the difference
between true XCO2 and XCO2 with the OCO-2 averaging kernel. The overall spatial
pattern in panel (a) is not affected by the application of the averaging kernel, which
makes sense because the averaging kernel effect is ∼0.2 ppm whereas the differences
are on the order of 0.9 ppm. An analysis of the correlation scale length of (retrieved
minus true) XCO2 finds a correlated error of 0.3 ppm and full-width half-maximum in
the bias of ∼3 degrees, which is similar to the correlated error of 0.4 ppm and scale
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length of∼5-10 degrees found in Kulawik et al., 2019. The simulated data has accurate
meteorology (temperature, winds, etc.) that drive the simulated true states, but the
cloud and aerosol spatial structures are not very accurate, so that the spatial scales
are not expected to be identical between this simulated dataset and real OCO-2 data.
This analysis shows that correlated biases exist in simulated data, and that simulated
data is useful for exploring the characteristics and even more importantly, the cause of
regional biases."

13. Page 9: Define the linear estimate and how it’s calculated before discussing it. For
calculating the linear estimate from equation (1), are the Jacobians/averaging kernels
evaluated at the prior state vector values or the posterior values from the nonlinear
solution? Response: The linear estimate was previously introduced in Section 2.1 but
not referred back in the text on page 9. Text added in Section 2.1 to better introduce the
linear estimate, "The linear estimate describes the response of the retrieval system to
instrument errors and incorrect a priori inputs, based on the strengths of the Jacobians
(representing sensitivity of the radiances to the retrieval state) and constraints (how
much pressure is applied to parameters to stay near the a priori inputs). The linear
estimate in Eq. 1 is used to estimate the errors, and for simulations, where we know
all the inputs, it is useful to test each component of Eq 1." Page 9 now has the updated
text, "To test the system linearity the linear estimate, using Eq. 1, and discussed in
Section 2.1 is compared to the non-linear retrieval result. The inputs to Eq. 1 include
the instrument noise (if on), a priori covariance, and Jacobians at the final retrieved
state."

14. Page 9, line 9: Are the 1.3 and 1.0 ppm figures biases or standard deviations
(random errors)? Response: These are the single-observation errors. I updated to
v8 error estimates from Kulawik et al., 2019 (in prep). The text was updated to, "For
real OCO-2 v8 data, comparisons to TCCON for single-observation land nadir and
ocean glint show errors (including both random and systematic errors) of 1.0 and 0.8
ppm, respectively (Kulawik et al., 2019), meaning that the real errors are comparable
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to these simulated data errors. Real OCO-2 data has location-dependent biases on
the order of 0.5-0.6 ppm (Wunch et al., 2017; Kulawik et al., 2019)..."

15. Page 11, line 27: I’m surprised by the 0.0 ppm bias, is this because there are no
clouds in the true state for this exercise? Response: The 0.0 ppm is the mean bias.
There is still a spatial pattern to the bias, listed as the standard deviation. The spatial
pattern of true_ak minus true is also now shown in Fig. 2 and a discussion was added
about the spatial distribution of biases in Section 2.4.

16. Page 12, lines 1-4: Seasonality of the effect of the averaging kernel is one reason
for applying it to models, another is the possibility of spatial patterns. The data in this
study do not span multiple seasons, but it does span multiple surface types, albedos,
aerosol loading, etc., all of which influence the averaging kernel. Does the impact of
applying the averaging kernel and prior have a spatial pattern? C3 Response: Yes,
the analysis of the spatial pattern of the bias was previously lacking in the paper. The
spatial pattern of the difference between the retrieved and true or retrieved and true
with the averaging kernel applied were very similar. The application of the averaging
kernel did not affect the spatial pattern. This makes sense because the AK application
is a 0.2 ppm effect, and the systematic error is ∼0.6 ppm (Kulawik et al., 2019). The
analysis of the spatial pattern of the differences between retrieved and true, or true_ak
and true was added to Section 2.4 as described above in the answer to #12.

17. Page 12, line 25: What does it mean that there is no predicted relationship but a
strong correlation? Does it mean that the correlation is arising because both variables
are impacted by some common element in the state vector? Response: We have
found that the CO2 Jacobian strength varies with the retrieved water. If the retrieved
water is not the true water it will result in the wrong strength CO2 Jacobian. This will
affect the retrieved CO2 value but will not be predicted to have an effect. A sentence
was added to this section, "This could be explained by the results from Section 3.1,
showing that the XCO2 Jacobian strength varies with the retrieved albedo or retrieved
water, whereas the error analysis assumes that the Jacobian strength does not vary."
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18. Page 13, line 1: Unresolved reference to "Eq xx". Response: Fixed this, refers to
Eq. 5.

19. Page 14, line 4: "gradient", not "curvature" Response: Updated wording to gradi-
ent.

20. Page 16, paragraph 2: Here and elsewhere, it is not clear to me how a bias
correction is done in this OSSE setup. For real OCO2 retrievals, the retrieved XCO2
are compared to any of a set of truth metrics, and linear relationships derived between
the errors and co-retrived parameters. In the OSSE, what supplies the truth metric?
Just the "true" state that is already known (because this is an OSSE)? In that case, is
the bias correction formula applied derived specifically for this OSSE, or is the formula
for real v7 retrievals used? It would seem to be more appropriate to use the former,
but lines 8-9 here suggest that the latter was used. Why is that valid? Response: This
was not worded well. We calculated the bias correction for this simulated dataset. We
compare the bias correction on this simulated dataset to the bias correction found in
v7. We don’t expect the exactly same relationships, but we would expect similarities,
assuming that the biases are caused by the effects studied in this simulated dataset.
Added wording in Section 4, "The bias correction is determined using this simulated
dataset, and then applied to the same dataset, which is somewhat circular, since the
true is both used to determine the bias correction and to check the bias correction, but
it is important to know whether the relationships exist. For example, what causes the
spatial patterns seen in the bias in Fig. 2. " Clarified the wording in section 4.2, "The
bias found in this work for this simulated dataset for the XCO2 bias versus dP is -0.23
for land and 0.15 for ocean. We can compare these to the OCO-2 v7 biases of -0.3 for
land and -0.08 for ocean. "

21. Page 16, lines 12-13: I did not know that the ACOS algorithm kept the number of
O2 molecules fixed. How is this done, is it computed from the surface pressure and
explicitly kept fixed? In that case, how does the surface pressure change during the
retrieval? Purely due to water? And if so, is this change in water (which leads to dP 6=
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0) consistent with the water column in the retrieval? Response: This was not worded
well. The ACOS algorithm keeps the O2 volume mixing ratio fixed not the number of
O2 molecules. The retrieved surface pressure then affects the number of molecules.
Updated wording to, "Also note that the O2 volume mixing ratio (VMR) is fixed and not
retrieved."

Interactive comment on Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2018-368, 2018.
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Figure 2. (a) Spatial pattern of XCO2 retrieved minus true for case (b) from Table 3 (cloudy but no 

measurement error), with quality screening applied. Panel (b) shows the difference between true XCO2 

with the OCO-2 averaging kernel applied minus true XCO2. 15 
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Fig. 1. Added new Figure 2 showing spatial pattern of bias in simulated data
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