
Reply to comments by P. Kuhn (Referee #1) 
 
on the manuscript "Cloud fraction determined by thermal infrared and visible all-sky cameras" 
by Aebi et al., submitted to Atmospheric Measurement Techniques. 
 
We would like to thank the referee for the constructive comments that contributed to the 
improvement of the manuscript. Detailed answers to the comments are given below (bold: 
referee comment, regular font: author’s response, italic: changes in the manuscript). 
 
Summary 
This script is concerned with an interesting and important field of research and should be 
published once major improvements are included. 
 
Major comments: 
1. I somewhat feel that the title could be more concise: Maybe you could add the word 

"comparison" and state the names of the used cameras. 
 
We valued your suggestion, but we think that the title is adequate to the content of the paper. 
We would also prefer to have the title as concise as possible. 
 
2. Please discuss weaknesses / challenges of each studied system. How do the accuracies 

depend on (high) Linke turbidities, (low) solar angles or a "wet" atmosphere? What other 
situations could lead higher deviations? This could be an own section (for each system or 
combined). Please discuss this quantitatively, with plots and figures. 

 
Thanks for this comment. The authors are aware that at certain locations high turbidity 
situations, due to aerosols or water vapour, may lead to problems in analysing/interpreting the 
sky images. However, in Davos, throughout the year we measure rather low integrated water 
vapour (IWV) values (between 2 and 25 mm) and also low AOD values. Thus, for our study we 
cannot analyse the sensitivity of the cameras regarding these conditions. 
Low solar angles can lead to a “whitening” of the images (as discussed in Long et al., 2006). Our 
Mobotix camera in Davos is installed on a solar tracker and the sun is shaded with a shading 
disk (as described on p. 8, l. 14f.). Therefore we do not have any problems with overexposed 
images due to low solar angles. Also with the Schreder camera we do not see any problems in 
situations with low solar angles.  
 
3. Please add another section or at least a distinct paragraph in the introduction focused on the 

discussion of satellite cloud products and ground-based cameras. There is a Himawari-8 
satellite, apparently with a cloud product down to 250 m and a sampling rate down to 2.5 
min. The competition for ground-based cameras may not be human observers, but such 
satellites (see also minor comment 7). Where do you see the application of your cameras? 
What advantages do you see in comparison to satellites? This discussion could include the 
silhouette effect and projection uncertainties relevant to ground-based point-like observers, 
but not present for satellites. 

 
We increased the length of the introduction and extended the paragraph discussing satellite 
measurements (p. 2, l. 6ff.): 



 
An alternative to detect clouds from the ground by human observations is to detect them from 
space. With a temporal resolution of 5 to 15 minutes, Meteosat Second Generation (MSG) 
geostationary satellites are able to detect cloud coverage with a higher time resolution than is 
accomplished by human observers (Ricciardelli et al., 2010; Werkmeister et al., 2015). The 
geostationary satellite Himawari-8 (Da, 2015) even delivers cloud information with a temporal 
resolution of 2.5 to 10 minutes and a spacial resolution of 0.5 to 2 km. However, these 
geostationary satellites cover only a certain region of the globe. Circumpolar satellites (i.e. the 
MODIS satellites Terra and Aqua (Baum B.A., 2006; Ackerman et al., 2008)) determine cloud 
fraction globally, but for a specific region only four times a day. Satellites cover a larger area 
than ground-based instruments and are also able to deliver cloud information from regions 
where few ground-based instruments are available (e.g. in Arctic regions (Heymsfield et al., 
2017) or over oceans). However, due to the large field of view (FOV) of satellites, small clouds 
can be overlooked (Ricciardelli et al., 2010). Another challenge with satellite data is the ability 
to distinguish thin clouds from land (Dybbroe et al., 2005; Ackerman et al., 2008). Furthermore, 
satellites collect information mainly from the highest cloud layer rather than the lower cloud 
layer closer to the earth’s surface. Nowadays satellite data are validated and thus supported by 
ground-based cloud data. Different studies focusing on the comparison of the determined cloud 
fraction from ground and from space were presented by e.g. Fontana et al. (2013); Wacker et 
al. (2015); Calbo et al. (2016); Kotarba (2017). 
 
However, at this point we would like to mention, that the paper focuses on the description of 
a new ground-based instrument that might serve as an alternative to human cloud observations 
(as mentioned on p. 3, l. 33ff.) and does not focus on cloud observations from satellites. 
 
The authors added some more possible applications for the newly developed IRCCAM (p. 3, l. 
35/p. 4, l. 1.): 
 
Thus the IRCCAM could be used for different applications at meteorological stations, at airports 
or at solar power plants. 
 
 
4. The challenges being present regarding human cloud observation are partially addressed. 

However, you might be able to enhance the discussion. What is "not objective" (p1, line 24)? 
What are the differences if several experts evaluate images? You might be able to find such 
figures, which would significantly increase the quality of this argument. There is a reference 
missing on p2, line 1, for "nighttime determinations are difficult" - again, if you could find a 
reference, this would be an improvement. 

 
We extended and changed the paragraph about human cloud observations (p. 1, l. 20ff.):  
 
The most common practice worldwide to determine cloud coverage, cloud base height (CBH) 
and cloud type from the ground are human observations (CIMO, 2014). These long-term series 
of cloud data allow climate studies to be conducted (e.g. Chernokulsky et al., 2017). Cloud 
detection by human observers is carried out several times per day over a long time period 
without the risk of a larger data gap due to a technical failure of an instrument. However, even 
with a reference standard defined by the World Meteorological Organisation (WMO) for human 
observers, the cloud determination is not objective e.g. mainly due to varying degrees of 



experience (Boers et al., 2010). Other disadvantages of human cloud observations are that the 
temporal resolution is coarse and due to visibility issues nighttime determinations are difficult. 
Since clouds are highly variable in space and time, measurements at high spatial and temporal 
resolution with small uncertainties are needed (WMO, 2012). Recent research has therefore 
been conducted to find an automated cloud detection instrument (or a combination of such) to 
replace human observers (Boers et al., 2010; Tapakis and Charalambides, 2013; Huertas-Tato 
et al., 2017; Smith et al., 2017). 
 
5. Similar to major comment 3: If you state that “thin clouds cannot be distinguished from land” 

(p2, l9), you might as well enter into a full scale discussion of the weaknesses of satellites 
(beneficial to the quality of this paper). Please clarify the statement. Similar: “collect mainly 
from the highest cloud levels” (p2, l11) – Can’t satellites, to some extent, differentiate? What 
are these limitations / what is the advantage of ground-based cameras? Same argument hold 
for the next sentence: “in order to retrieve. . .” – these statements are very absolute. How 
good are the cloud products of satellites, having multiple channels / sensors? To my 
knowledge, thin ice clouds can be differentiated from cumulus clouds quite well. 

 
As already mentioned in the answer to major comment 3, we extended the discussion about 
satellite cloud detection (p. 2, l. 6ff.). However, the authors would like to mention here again, 
that the main focus of the paper is on ground-based cloud detection and not on the cloud 
detection from satellites. Therefore, the authors think that it is not needed to go into further 
details about satellite experiments. 
 
6. Maybe, there are more ways to determine cloud coverages, which were not mentioned in 

the introduction. For instance, cloud coverages could be estimated from PV-data or using 
downward-facing cameras (https://doi.org/10.1016/j.solener.2017.05.074, 
https://doi.org/10.5194/asr-15-11-2018 ). 

 
Thanks for this comment, we included some more references in the text (for example p. 3, l. 
13f.). 
 
7. Please provide a cost estimate of all used systems. 
 
From the used camera systems the one from Mobotix is the least expensive. The price of the 
Schreder all-sky camera is in the order of five times as much as the Mobotix camera and the 
IRCCAM in the order of fifty times a Mobotix camera. 
 
8.  P2, l. 28f: I’m not an expert on this, but radars (e.g. those rain radars in airplanes) have a 

“lack of information about the whole sky”? 
 
The authors refer to cloud radar systems as for example described in Boers et al., 2010, which 
have a beam width of 0.3 degrees. Thus the cloud radars do also belong to the column cloud 
detection instruments. 
 
9.  P2, l. 30: Please clarify how a point-like measurement system such as a ceilometer can 

“detect”, “with considerable accuracy”, “a fully covered or cloud-free” situation. Isn’t this just 
an assumption that the small measured cone is representative of the whole sky? Stationary 
clouds outside this cone would not be detected by the ceilometer. 

https://doi.org/10.5194/asr-15-11-2018


 
We revised our sentence (p. 3, l. 6f.): 
 
Boers et al. (2010) showed that with smaller integration times the instruments tend to give okta 
values of zero and eight rather than the intermediate cloud fractions of 1 to 7 oktas. 
 
10.  P2, l. 33: “The most common all-sky cameras are the total sky imager” – could you provide 

some figures on that? How many systems has Reuniwatt (or other companies) sold? Given 
the known issues with the TSI, one of which is its age, this might not be a very good reference. 

 
We are aware that the TSI is an older (and even one of the pioneering instruments), but it is 
still one of the most common all-sky cameras (as also mentioned by the other two referees).  
 
11. Update your references. You quote many old papers in an area of active research. 
 
We added some more recent publications in the text (for example p. 2, l. 5). 
 
12.  P. 3, l. 3: “low cost commercial cameras” “give no information during nighttime. There are 

several commercially available IR surveillance cameras out there. Are you sure that they are 
not used in meteorology as of today? 

 
It is possible that some other commercially available IR surveillance cameras than the ones 
mentioned in the text are used in meteorology. However, at present we do not have any 
knowledge or did not find any publication about them. 
 
13. P. 3, l. 7ff: I think there are more IR systems, e.g. the Reuniwatt one. Maybe you can highlight 

the differences a bit more and improve the presentation (it is hard to get all the ranges out 
of the text). 

 
Thanks for this comment. As it seems the Sky Insight thermal infrared cloud imager from 
Reuniwatt is very new on the market and we were not aware of this instrument before 
submitting our discussion paper. In the revised version we added a few sentences about this 
camera system (p. 3, l. 26ff.): 
 
Relatively new on the market is the Sky Insight thermal infrared cloud imager from Reuniwatt. 
The Sky Insight cloud imager is sensitive in the 8 μm - 13 μm wavelength range and its layout 
and software is similar to the prototype instrument presented here. 
 
To our knowledge, there is no publication about the performance of this instrument available 
yet. Therefore we cannot highlight any differences in the performance. 
 
We also added another recent publication about an infrared sky imaging system (p. 3, l. 25f.): 
 
Redman et al. (2018) presented a reflective all-sky imaging system (sensitive in the 8 μm - 14 
μm wavelength range) consisting of a longwave infrared microbolometer camera and a 
reflective sphere (110° FOV). 
 



14. Introduction: Please generally improve the readability and the structure of the introduction. 
Maybe sub-titles might help. 

 
The introduction was extended and rewritten following most of the referee’s remarks.  
 
15. End of introduction: Clearly state your motivation to develop a new system? What are the 

advantages in comparison to other developments? 
 
We further motivated the development of a new camera system (p.3., l. 33ff.): 
 
The IRCCAM was developed to provide instantaneous hemispheric cloud coverage information 
from the ground with a high temporal resolution in a more objective way than human cloud 
observations. Thus the IRCCAM could be used for different applications at meteorological 
stations, at airports or at solar power plants. 
 
16. P4, l. 22: Is there any reason why you assume a flat response curve? For cameras in the visible 

spectrum, the curve is very far from being flat. Isn’t there a data sheet available? 
 
We actually did not assume a flat response function and considered the response function we 
received from the manufacturing company. We included Figure 2, which shows the actual 
response function Rλ. We changed Equation 2 correspondingly as well as the description in the 
text. The conclusions of our study does not change regardless of the definition of the response 
function.   
 
17. P5, l.1: I think I’ve just missed it: What does this calibration function include? Both the mirror 

deviations and potential deviations of the imaging system of the camera? 
 
The camera was placed in front of a blackbody aperture for retrieving the calibration function. 
This function is then independent from the mirror. The function’s purpose is to convert the 
output of the camera (i.e. the number per pixel) to brightness temperature and radiance 
respectively.  
 
18. P5, l. 9: To my experience, calibrations (with cameras in the visible spectrum) conducted with 

the sun show relatively large deviations (as the sun disk is usually quite large). This is less of 
an issue for IR cameras. However, I wonder: Why did you choose the sun instead of the full 
moon or stars? Could you estimate the deviations (presumably very relevant for the 
algorithms in the circumsolar area) for this EOR? 

 
The solar disk on the image covers an area of around 1°. Thus we think that the sun covers a 
very well defined area on the images and we do not see any problem to use the sun to remove 
the distortion of the images. The full moon is only visible during cloud-free conditions and thus 
not practical to use it as a reference to undistort the images. Stars are not visible at all on the 
images. 
 
19. Figure 3 c: Please provide a scatter density plot over all days similar to this figure. There seems 

to be an offset in the center, which might be better visible or disappear if more data are 
studied. 

 



We are aware that there is an offset in the center of the images. Our analysis on p. 6, l. 28ff. is 
showing that there is an average difference between the measurement and the model of 4 K 
±2.4 K which stems to a certain degree from this offset in the center. However, the authors 
think that this offset is not relevant for the present study to determine the cloud fraction. 
 
20. P6, l. 1: I was wondering about the mirror temperature and potential asymmetries. Could you 

briefly state if the one-sided heating of the sun leads to a temperature distribution on that 
mirror within your stated 1 K range? In Fig. 1, a wall is visible close to the IR-camera – is there 
a problem with radiated heat, e.g. during night-times? Could you briefly state something on 
the interplay between the ground temperature and that mirror? Do you expect aging effects 
on the mirror? How bad is the soling? 

 
We did not see any problems with asymmetries in the temperature distribution on the mirror. 
We also did not see any effect of the wall next to the IRCCAM on the sky brightness distribution 
on the mirror. However, what we have seen is the larger longwave emissivity from Davos (SSW 
direction), which leads to a false classification of cloudy pixels on the images in direction of 
Davos. This problem is briefly discussed on p. 10, l. 4ff.: 
 
It is noteworthy that the IRCCAM clearly underestimates the occurrence of 0 oktas in comparison 
to the cameras measuring in the visible spectrum (by up to 13 %). On the other hand, the relative 
frequency of the IRCCAM of 1 okta is clearly larger (by up to 10 %) compared to the visible 
cameras. This can be explained by higher brightness temperatures measured in the vicinity of 
the horizon above Davos. These higher measured brightness temperatures are falsely 
determined as cloudy pixels (up to 0.16 cloud fraction). Since these situations with larger 
brightness temperatures occur quite frequently, the IRCCAM algorithm detects more often cloud 
coverages of 1 okta instead of 0 okta. 
 
So far the mirror did not show any relevant aging issues. 
 
21. P6, l 7f: You are stating absolute values here, saying that there are no differences between 

night and day data. Does this also hold for relative figures (I assume that the temperatures at 
night are lower)? 

 
The absolute differences between night and day are 4.32 K ±2.3 K and 3.86 K ±2.5 K 
respectively. In relative numbers, the difference between day and night is around 0.2 % and 
thus negligible. 
 
22. P6, l. 18: I somewhat doubt if the “observed discrepancy of 4 K” is only caused by model 

parameters (which one? Your LUT?). Please make this discussion a bit  more wholesome. 
Other attributing factors might be camera instabilities and maybe the effects named in major 
comment 20. 

 
We changed the sentence (p. 7, l. 1ff.): 
 
Therefore, the observed discrepancy of 4 K between measurements and model calculations 
mentioned previously can probably be attributed to the uncertainties in the model parameters 
(temperature and IWV) used to produce the LUT. 
 



23. P6, l. 29: Please further motivate the threshold of 6.5 K. This might be done with an example 
image, including clouds. Was this threshold somewhat fitted to the data? 

 
The threshold of 6.5 K is empirically defined. We chose this rather large threshold to minimise 
the probability that cloud-free pixels are (wrongly) classified as clouds (described on p. 7, l. 
16ff.). The second part of the algorithm decides whether thin (and therefore low-emissivity 
clouds) are present or not.  
 
24. Section 2.1.1 – please enhance visualization, e.g. using a flow-chart or pseudocode. 
 
We slightly changed the description of the algorithm and are convinced that the changes 
increased the readability of this section. 
 
25. P7, l. 4: I’m wondering how big intra-cloud temperature variations are. Could it be that parts 

of the cloud are detected as such while some pixels within are below the thresholds? If so, 
algorithms such as region growing or compression based approaches might enhance the 
segmentation. 

 
What we see from the images is that there is a smooth decrease of the brightness temperature 
at the border of the clouds. Thus it becomes more difficult to detect certain pixels as clouds the 
smaller the difference in brightness temperature to cloud-free pixels is. This behaviour makes 
it also difficult to detect thin (low emissivity) clouds. In order to possibly improve the 
determination of thin cirrus clouds, a pattern recognition algorithm could be tested in a further 
study. 
 
26. P7, l. 6: If possible, further motivate the threshold of 1.2 K – is there a physical explanation? 
 
The threshold of 1.2 K is empirically defined. Different thresholds were tested for a certain 
number of images and thereafter we chose the threshold of 1.2 K because it was the best fit 
between classifying and mis-classifying cloudy/non-cloudy pixels. 
 
27. P7, l. 11: Quantify “usually”. Elaborate on the whole paragraph (this corresponds to a general 

discussion of challenging situations and weaknesses of this device and does not have to be 
done at this position. I suggest dedicating a whole section to this discussion). 

 
We removed these sentences from this section. 
 
28. P7, l. 30: Why did you choose a custom resolution for the Mobotix camera? To my experience, 

1/500 is a very bright exposure time (this might be solved by blocking out the sun, but I’m 
curious) – is this an issue? You are using ratios to segment clouds, why did you not use an 
automatic exposure time? 

 
Our Mobotix camera is installed on a solar tracker and is shaded with a shading disk (as 
mentioned on p. 8, l. 14f.) and the bright exposure time is therefore not an issue. 
 
29. P8, l. 4: Please provide a brief statement on how good the Mobotix system performs under 

high turbidity conditions, using a simple threshold-based approach, as well as for low solar 
elevations. 



 
See the answer to major comment 2. 
 
30. Specify the total run time of each algorithm. 
 
To calculate the cloud fraction from the two visible cameras for a full day takes on a personal 
computer a few minutes whereas the calculation of the cloud fraction from the IRCCAM takes 
30-60 minutes. 
 
31. P8, l 19: 70° - isn’t it quite a problem if the FOV of all systems is not the same? Cloud coverages 

might be correctly detected but yet different. The same holds for different occlusions. 
 
Indeed it is a problem if the FOV of all systems is not equal. This problem is also briefly discussed 
in different paragraphs of the paper (e.g. p. 11, l. 9ff.). 
 
32. Specify the distance between the cameras, provide example images for all. 
 
The distance between the Mobotix and the Schreder camera is roughly six meters. The IRCCAM 
is roughly 70 m and 76 m away from the Schreder and the Mobotix camera respectively. 
 
33. Section 3.2: Aggregating the figures to 1/8-bins clearly reduces the deviations between the 

systems. This is good for many applications in nowadays meteorology. However, I wonder 
how much the deviations increase if the images are compared pixelwise. Could you provide 
these figures? 

 
Thanks for this comment. It would be indeed interesting to compare the different cameras 
pixelwise, however, for the aim of our study, presenting a new camera system to detect clouds 
for synoptic purposes, this analysis is out of scope. 
 
34. Section 3.2.3: Please motivate why you assumed seasonal differences – what are the origins 

of the deviations? It is presumably not earth’s inclination towards the sun. Identify these 
parameters and study them separately. Example: I could imagine that e.g. a wet atmosphere 
poses challenges for the IR system. A wet atmosphere can happen both during winter and 
during summer times (with different probabilities). Aggregating over many different 
conditions might make analyses more difficult. 
 

We added a motivation for the seasonal analysis (p. 13, l. 17ff.): 
 
The seasonal analysis is performed in order to investigate whether a slightly unequal distribution 
of cloud types in different months in Davos (Aebi et al., 2017) have an impact on the 
performance of the cloud fraction retrieval between seasons. 
 
35. You could separate a new section “Next steps” (or similar) from the conclusion, stating in 

more detail what could be made to further improve the system and why you think this would 
lead to more accurate results. 

 
On p. 14, l. 26ff. we mentioned different points that could be tested in order to improve the 
system: 



 
However, the known brightness temperature distribution of the sky and thus the known radiance 
can also be used for other applications including the determination of other cloud parameters 
(cloud type, cloud level, cloud optical thickness) as well as the retrieval of information about 
downward longwave radiation in general. Thus, after some improvements in the hardware (e.g. 
a heating or ventilation system to avoid a frozen mirror) and software (improvements of the 
cloud algorithm detecting low-emissivity clouds by e.g. pattern recognition) the IRCCAM might 
be of interest for a number of further applications for example at meteorological stations or 
airports. 
 
36. Figure 5.: There is an interesting offset visible at around 7.00 (please state timezone, UTC+0?) 

– how comes? Is this caused by a different FOV or different occlusion affecting the systems? 
 
Thanks for this comment. There were two time steps that had an extremely large cloud fraction 
determined by the IRCCAM. During those two time steps someone was cleaning the mirror with 
distilled water. A mirror covered with water leads to high emissivity values which are wrongly 
detected as clouds. Therefore we removed now these two data points from the Figure (now 
Figure 6). 
 
37. Figure 6.: Please add a colorbar for Fig. 6b. Did you bother to mask out the camera arm and 

the suspension? The forest to the right is very finely masked out – couldn’t there be minor 
issues due to moving trees? 

 
We added the temperature range to the caption of the Figure. The features depicted on Figure 
7c (before Figure 6c) are the shading disks of three sun trackers. Thus they are moving and 
therefore it is difficult to mask them out without losing information about the sky pixels. In 
Figure 7c (before Figure 6c), these shading disk covers an area of only 0.4 %. The area between 
the trees covers less than 0.01 % of the analysed pixels and is therefore not relevant for the 
current study, even in cases of moving trees. 
 
38. Figure 7.: I might have missed it, but is there so far a discussion on this bias included in the 

script? (also Fig. 9). Could you provide the same plots for a Mobotix-Schreder comparison? 
This would help to evaluate the references. 

 
The focus of our study is to present and validate the performance of the IRCCAM regarding 
cloud fraction determination. Therefore, the authors are convinced that it is not relevant to 
increase the discussion about the comparison between Mobotix and Schreder cameras. 
 
39. In general: You compare cloud fraction estimations from different systems, all of which are 

not completely accepted by everyone in the community. Potentially, it could further 
strengthen your line of argumentation if you included a comparison against a more 
established approach. This could be (1) satellites or (2) a comparison to a clear sky index 
derived from DNI measurements over the whole period (3), also unrealistic, from PV data or 
(4) from ceilometer data. Presumably, (2) is the way to do it. 

 
The Mobotix camera has been validated against and compared with data from satellites, human 
observers and a ceilometer in former studies (for example in Wacker et al., 2015). Those studies 
are a valid argument for using the Mobotix camera as a reference for the validation of the newly 



developed IRCCAM. In Davos we do not have possibilities to compare our data with ceilometer 
or PV data. As mentioned in the paper as well as in several answers here, the study focuses on 
the cloud detection with ground-based instruments and not on comparisons with satellite data. 
 
40. Table 5.: 1 okta is quite a lot and I’m a bit concerned about the rather low values visible here 

(e.g. 59%). Maybe, looking at pixel-wise deviations (major comment 33) could cast a light on 
the origins of these rather large deviations. This is clearly as good as or even better than 
human observers, but I think satellite cloud products and other camera systems (e.g. 
https://doi.org/10.1002/pip.2968 or the works from Stefan Winkler) achieve smaller 
deviations. 

 
The focus of the paper is to present a newly developed ground based camera that might be 
used for example at meteorological stations, airports or solar power plants. At meteorological 
stations the state of the art unit for cloud fraction is oktas (also defined by WMO).  
As we already mentioned in the major comment 3 and 5, the focus of the paper is on ground-
based measurements and not on satellite data.  
 
41. Table 6.: You state that there are no significant deviations between the seasons. This is only 

partially backed by the figures in this table. Please clarify in greater detail. 
 
We extended the discussion in Section 3.2.3 (p. 13, l. 25ff.): 
 
The slight difference between the two seasons might be explained by the slightly larger 
frequency of occurrence of the thin and low-emissivity cloud class cirrocumulus-altocumulus in 
Davos in summer than in winter (Aebi et al., 2017). 
 
Minor comments: 
 
1. I’m just wondering: Is there no English name for "Physikalisch-Meteorologisches 

Observatorium Davos/..."? 
 
This is the official affiliation of our institute and is therefore not translated. 
 
2. In general, the language used could be a bit more fluent. Examples are "other study 

instruments" in the abstract ("other instruments used here") or "coverage of the sun with 
clouds" (p1, line 18). 

 
Done 
 
3. A short summary of major comment no 2 (challenges) should find its way into the abstract. 
 
See the answer to major comment number 2. 
 
4. I might have missed it, but why are there, in the abstract, two figures for low-level cloud, and 

one figure each for mid-level and high-level clouds? 
 
The abstract has been rewritten to a larger part. 
 



5. Please rephrase the sentence between p1, line 17 and p1, line 19 (subpar English). 
 
Done 
 
6. P1, line 20, the position of "globally" seems to be odd. I furthermore disagree with that 

statement - there are more cloud observations made by satellites than by human observers. 
 
Following most of your recommendations, we changed a large fraction of the introduction. 
 
7. P1, line 21: Human observation has the "advantage" to be carried out "several times per day" 

- satellites have a higher sampling rate, what you also mention later. 
 
Following most of your recommendations, we changed a large fraction of the introduction. 
 
8. P1, line 23: "there is no reference standard for human observers" - really? No manual from 

any organization? 
 
We rewrote the sentence on p. 1, l. 23ff.: 
 
However, even with a reference standard defined by the World Meteorological Organisation 
(WMO) for human observers, the cloud determination is not objective e.g. mainly due to varying 
degrees of experience (Boers et al., 2010). 
 
9. P1, line 23: Humans are "independent of any technical failure" - please rephrase. 
 
Done 
 
10. P2, l. 2, leave out "measurement" 
 
Done 
 
11. P2, l. 2, This sentence could be rephrased to something like "Recent research has therefore 

been conducted to find automated cloud detection instruments to ..." (more concise English). 
You might mention the DWD objective to automate its stations in the next years. 

 
Following most of your recommendations, we changed a large fraction of the introduction. 
 
12. P2, l.5, is "synoptic" the correct word here? What do you want to say? 
 
Following most of your recommendations, we changed a large fraction of the introduction. 
 
13. P2, l. 5. “time resolution of 15 min”, there is a rapid scan method with 5 min 
 
We changed the sentence on p. 2, l. 6ff.: 
 
With a temporal resolution of 5 to 15 minutes, Meteosat Second Generation (MSG) 
geostationary satellites are able to detect cloud coverage with a higher time resolution than it 
is accomplished by human observers (Ricciardelli et al., 2010; Werkmeister et al., 2015). 



 
14. P2, l. 11, “Earth” could be written “earth”. 
 
Done 
 
15. P2, l. 13, you measure the cloud coverage, not the cloud in general, “cloud measurement

 techniques”. 
 
Done 
 
16. P.2, l. 14: maybe “certain” instead of “different” (from what?). Also “radiometers” – do you 

mean scanning radiometers? For the clear-sky algorithms based on GHI and DHI 
measurements? 
 

We changed the whole paragraph. 
 
17. P2, l. 25: You use “reflected” and “scattered” in a very similar way. Maybe “backscattered” is 

better suited? 
 
Done 
 
18. P3, l. 3: maybe “development” instead of “deployment”? 
 
Done 
 
19. P3, l. 16: state also here which “commercial thermal camera” you use. 
 
Done 
 
20. You might clarify the term FOV. Once it is used for the camera and once for the whole system. 

Is it really 180°? 
 
The IRCCAM has a field of view of 180°. But the effective view of the sky is defined by the 
horizon, which is in a mountainous area as Davos clearly less than the 180°.  
 
21. P3, l. 27. Please clearly state also here the models of the used cameras. 
 
Done 
 
22. P3, l. 28: “and a newly developed” -> “and the newly developed” 
 
Done 
 
23. P4, l. 9, rephrase, there are too many “and”s 
 
Done 
 
24. P4, l. 9, high -> large / tall 



 
Done 
 
25. P5, l. 25f: Rephrase/shorten the sentence. You might try to shorten other sentences as well. 
 
Done 
 
26. General: I think this is not your fault, but I’d prefer having the images directly in the text, not 

at the end of the script. 
 

This is indeed not the decision of the authors, but the guideline of the journal. 


