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Abstract. Cavity Enhanced Differential Optical Absorption
Spectroscopy (CE-DOAS or BB-CEAS DOAS) allows to
make in-situ measurements while maintaining the km-long
light paths required by DOAS. These technique have been
successfully used for several years to measure in-situ atmo-5

spheric trace gases. A property of optical cavities is that in
presence of strong absorbers or scatterers the light path is
reduced, in contrast to classical Long Path DOAS measure-
ments where the light path is fixed. Typical CE-DOAS or BB-
CEAS evaluation schemes correct this effect using the mea-10

sured total light intensity attenuation. This makes them sen-
sitive to any variations of the light intensity not arising from
the trace gas absorption. That means an important DOAS ad-
vantage, to be independent of total light intensity, is actually
lost. In order to cope with this problem, the instrument setup15

would require a thorough stabilisation of the light source and
a very rigid mechanical setup, which would make instrumen-
tation more complex and error prone.

We present a new approach to Cavity Enhanced (CE-)
DOAS based on an iterative algorithm (ICAD) which ac-20

tually models the light path reduction from the derived ab-
sorbers in the optical resonator. It allows a sensitive and ro-
bust data analysis that does not depend on the total light
intensity allowing a simpler and more compact instrument
setup. The algorithm is discussed and simulated measure-25

ments demonstrate its sensitivity and robustness. Further-
more, a new ICAD NO2 instrument is presented. It takes ad-
vantage of the advanced data evaluation to build a compact
(50 cm cavity) and light weight instrument (<10 kg) with low
power consumption (25 W) for sensitive measurements of30

NO2 with a detection limit of 0.02 ppbv at an averaging time
of 7 minutes. The instrument is characterized with a NO2

calibration source and good long term stability is demon-
strated in a comparison with a commercial chemilumines-
cence detector. As a new application of ICAD we show mea-35

surements on an auto mobile platform to investigate the two

dimensional NO2 distribution in an urban area. The instru-
ment is so robust that even strong vibrations do not lead to
any measurement problems.

1 Introduction 40

Since its development by Perner et al. (1976) and Platt
et al. (1979) Differential Optical Absorption Spectroscopy
(DOAS) has been successfully applied to study atmospheric
trace gases and their chemistry. It allows the quantitative
detection of many important atmospheric trace gases (e.g. 45

NO2, NO3, O3, SO2, BrO) by their distinct narrowband ab-
sorption structures. Due to the uniqueness of these absorp-
tion features DOAS can even separate several trace gases
which absorb in the same spectral region, making the mea-
surements virtually free of interferences. This is a great ad- 50

vantage over methods which only rely on monochromatic
absorption (e.g. Cavity Ring-Down Spectroscopy), as these
cannot distinguish between different overlapping absorbers,
or indirect measurement methods (e.g. Chemiluminescence).
A further advantage is the inherent calibration feature of 55

DOAS. However, sensitive trace gas measurements require
long optical absorption paths of several 100 meters to several
kilometres length. Therefore, DOAS is classically used for
remote sensing where long physical light paths are realized
between a light source and the instrument (e.g. Long Path 60

DOAS or Multi Axis DOAS). Even though multi reflection
cells have been successfully employed (e.g. Volkamer et al.,
2001; Buxmann et al., 2012), they usually do not provide
sufficiently long path lengths in a small setup and therefore
prevent DOAS measurements in many applications where in- 65

situ measurements are required. These applications include
measurements at a single sampling point, reaction chamber
measurements and mobile measurements. On the other hand,
the advantages of the DOAS techniques are desirable, like
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being calibration gas free, without zero-point drift and inde-
pendent on total light intensity. DOAS can be applied to in-
situ measurements by using an optical cavity, consisting typ-
ically of two high reflective mirrors where light is reflected
forward and backwards, and at each reflecting a small part5

of the light is transmitted through the mirror (Fig. 1). Thus,
(on average) photons travel a large distance in the cavity be-
fore being analysed behind the optical cavity and a suffi-
ciently long light path is achieved with a compact instrumen-
tal setup. Optical Cavities were first applied in Cavity Ring10

Down Spectroscopy by O’Keefe and Deacon (1988), who
analysed the ring-down time of pulsed monochromatic laser
light at a wavelength matching an absorption peak of the gas
under investigation. Another approach, known as Cavity En-
hanced Absorption Spectroscopy (CEAS), uses the time inte-15

grated light output of a constant monochromatic light source
(e.g. Engeln et al., 1998; O’Keefe et al., 1999; Peeters et al.,
2000) and relies on the fact that (on average) photons travel
a large distance in the cavity before being analysed. Both
techniques share the disadvantage of only making monochro-20

matic measurements (see above). The combination of CEAS
with a broadband light source (BB-CEAS) was first realised
by Fiedler et al. (2003) using a Xe-arc lamp as light source.
In this technique wavelength resolved spectra of the trans-
mitted light are recorded rather than monochromatic light25

intensities (as in the case of CEAS). This allows to derive
absorption spectra which can be analysed with DOAS, lead-
ing to Cavity Enhanced DOAS (CE-DOAS) or BB-CEAS
DOAS. This technique has been successfully applied for sen-
sitive trace gas measurements by several authors (e.g. Ball30

et al., 2004; Venables et al., 2006; Varma et al., 2009; Meinen
et al., 2010; Kennedy et al., 2011) and has been under con-
stant development since then. However, a severe weakness is
the dependence of the data evaluation on the stability of the
(broadband) light intensity, not only on stability of the light35

source itself, but also on stable light intensity transmission of
all optical components (e.g. fibre, lenses and spectrometer).
This requires a relatively complicated temperature stabilized
and rigid setup, which makes sensitive instruments heavy
(typically >30 kg), and requires much maintenance (frequent40

zero-air reference measurements). Therefore, the so far pre-
sented instruments are typically limited to applications in a
laboratory or larger mobile platforms (e.g. ships and medium
sized air planes, see Zheng et al. (2018)) where controlled en-
vironmental conditions are present. Applications in harsh en-45

vironments are in principle possible, but require a high tech-
nical effort to achieve the required stability. Furthermore, the
high maintenance requirements make unattended long-term
operation difficult. Wu et al. (2009) made an attempt for a
simplified but more robust NO2 CE-DOAS instrument for ur-50

ban measurements. They use mirrors with lower reflectivity
(R of 0.9955 instead of R> 0.9995 in typical applications)
which generally makes the setup mechanically more robust
but comes at the price of a relatively large setup of more than
one meter length at a relatively low sensitivity with a detec-55

tion limit of 4.4 ppbv (2σ). Thus long-term measurements
and applications in a standard rack-housing, on small mobile
platforms (e.g. ultra-light airplanes, cars) or as field portable
devices are so far not possible.

This paper describes a new ICAD (iterative CE-DOAS) 60

method which is robust against fluctuations of the abso-
lute light intensity, and thus against instabilities of the light
source and mechanical perturbations (e.g. vibrations). First
the algorithm is described and analysed using simulated mea-
surements. In the second part a new ICAD NO2 instrument is 65

presented which makes use of the ICAD method. The appli-
cation of the ICAD algorithm allowed us to simplify the in-
strument and thus to make it compact, light weight and low in
power consumption. The instrument is characterized in labo-
ratory tests and during different long term inter comparisons 70

with a commercial chemiluminescence detectors. Finally we
show a pilot study where the instrument was successfully ap-
plied to measure the two dimensional NO2 distribution in
an urban area. A CE-DOAS instrument with an earlier ver-
sion of the analysis scheme described in this publication was 75

already successfully applied in several measurement cam-
paigns (e.g. Zhu et al. (2018) and the Hohenpeißenberg NOx

side-by-side intercomparison in the frame of ACTRIS WP3
deliverable 3.5).

2 Cavity Enhanced Absorption Spectroscopy and Basic 80

Evaluation Schemes

In brief the principle of a Cavity Enhanced Absorption Spec-
troscopy system can be described as follows:

Radiation with a broadband spectrum is continuously fed
into an optical cavity consisting of two mirrors with reflec- 85

tivityR (this is assumed for simplicity only, if the two mirror
have different reflectivities, one may take the geometric aver-
age reflectivity R=

√
R1R2). Initially only a portion 1−R

of the radiation emitted by the light source will enter the cav-
ity. Once in the cavity the light is reflected between the mir- 90

rors. But at each reflection a fraction 1−R of the light also
leaves the cavity (Fig. 1). Light leaving the cavity at the op-
posite side of the light source is collected by a spectral de-
tection unit (typically a spectrometer). The measured light is
composed of photons which have undergone different num- 95

ber of reflections and therefore travelled different distances
in the cavity. Thus, an effective light path for the average
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Figure 1. CEAS Principle



M. Horbanski et. al.: The ICAD Method 3

photon is defined (see Sect. 2.2 and 2.1). The data evalua-
tion is further complicated compared to classical absorption
spectroscopy as the length of the effective light path is non-
linearly reduced if absorbers or scatterers are present in the
cavity (e.g. Platt et al., 2009). Apart from the dependence of5

the light path length on the trace gas concentration this effect
also leads to a distortion of the trace gas absorption bands.
This is due to the fact that the light path length in the cen-
tre of a band is shorter and thus the absorption weaker than
in the wings of the band. This distortion effect can introduce10

considerable additional errors in the determination of trace
gas concentrations as we show below. There are two differ-
ent approaches, termed BB-CEAS and CE-DOAS, which can
be used to account for this loss of sensitivity caused by ab-
sorbers/scatterers. They are discussed in the following sec-15

tions.

2.1 Broad Band Cavity Enhanced Absorption
Spectroscopy (BB-CEAS)

In the presence of an absorbing/scattering sample, light in
the cavity is subject to additional losses. The extinction co-20

efficient ε(λ) relates these losses to the concentration ci and
absorption cross section σi(λ) of the molecules and parti-
cles in the air sample ε(λ) =

∑
i ci·σi(λ)+εb(λ). Additional

broadband extinction due to (Rayleigh- and Mie-) scattering
and due to turbulence is summarized in εb(λ). To determine25

ε(λ), measurements of the transmitted light intensity con-
ducted with an absorber free cavity (I0(λ)) and when filled
with sample gas (I(λ)) can be related to the extinction co-
efficient ε(λ) by summing over all light passes through the
cavity (e.g. see Fiedler, 2005; Zheng et al., 2018). With the30

single pass absorption length d (usually equal to the displace-
ment of the cavity mirror) this gives:

ε=−1

d
ln

 R̃2− 1

2R̃2

I0
I

+

√
R̃2− 1

2R̃2

I0
I

+
1

R̃2

 (1)

For the sake of clarity the wavelength dependency of ε(λ),
I0(λ), I(λ) and R̃(λ) was not written out in Eq. (1). Since it35

is not feasible to record I0(λ) under vacuum conditions, an
effective reflectivity R̃(λ) =R(λ) ·T0(λ) =R(λ) · e−ε0(λ)d

is used to account for the remaining extinction ε0(λ) in the
absorber free cavity (e.g. if I0 is recorded in clean air the ad-
ditional extinction processes are Rayleigh scattering and in40

some spectra ranges absorption the oxygen O2 or its dimer
O4). In the case of small absorption losses per pass and for
high reflectivity mirrors R̃(λ)→1, Eq. (1) can be approxi-
mated by a Taylor series expansion to the 1st order as:

I0(λ)

I(λ)
− 1 = ε(λ) · d

d · ε0(λ)− ln(R(λ))︸ ︷︷ ︸
L̄0(λ)

(2)45

= L̄0(λ)
∑
i

ci ·σi(λ) + L̄0(λ)εb(λ). (3)
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Figure 2. Measured path length L̄0(λ) for a zero air filled cavity
for two instrument configurations, both used in this paper. Contribu-
tions to the Path-Length by mirror reflectivity, Rayleigh extinction
and O4 absorption are shown for config 1 in the supplement Fig.
SF1.

with L̄0(λ) the effective path length of an absorber free cav-
ity. This is the equation most commonly used in BB-CEAS
applications. Due to non-linear effects in the cavity, strong
absorbers decrease the sensitivity of the measurement, due 50

to on average a shorter path of the photons. In the BB-CEAS
equations (1) and (3) this is calculated from changes in the
measured light intensity. It is important to note that this as-
sumes absolute stability of the light source intensity and the
optical setup between the measurement of I(λ) and I0(λ). 55

Changes to I0(λ) or I(λ) which are not due to optical ex-
tinction cannot be distinguish from an actual absorber in the
cavity. Therefore they lead to an error in the the determina-
tion of ε (also in the narrow band differential absorption) and
thus in the retrieved trace gas concentrations. For example, 60

an absorber which causes a 10 % reduction of the light in-
tensity I(λ) will also reduce the sensitivity by about 11 %.
Now, if this intensity change is not caused by an absorber
but e.g by a fluctuation of the light source intensity, then
the evaluation will overestimate all retrieved trace gas con- 65

centrations by 11 %. Intensity drifts of this magnitude are
typical for such optical setups, e.g. due to intensity drifts of
used light sources like LEDs or changes in the transmission
of fibres when their bending radius slightly changes during
transport or vibrations. While there are technical solutions 70

for these problems, they add extra complexity, weight, poten-
tial sources of hardware failure and often have to be adapted
to the environmental conditions (e.g. parameters of the tem-
perature controllers).

2.2 Cavity Enhanced Differential Optical Absorption 75

Spectroscopy (CE-DOAS)

Platt et al. (2009) use a different approach which focuses
on a DOAS evaluation of the cavity enhanced measurement.
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DOAS, which was introduced by Platt et al. (1979), allows
the detection of a broad variety of atmospheric trace gases. It
decomposes the absorption cross sections σi(λ) of the trace
gases into their broadband part σi,b(λ) with smooth spectral
characteristics and the differential part σ′i(λ) which contains5

the distinct narrowband absorption features of trace gases.

σi(λ) = σ′i(λ) +σi,b(λ) (4)

To derive concentrations ci the measured optical density
Dmeas(λ) = ln[I0(λ)/I(λ)] is modelled using the differen-
tial absorption cross sections σ′i(λ) of the trace gases in the10

evaluated wavelength range:

Dmodel(λ) = L ·
∑
i

σ′i(λ) · ci +Pk(λ) (5)

where L is the length of the optical light path and Pk(λ)
is a polynomial of order k which models contributions that
vary slowly with the wavelength like scattering, turbulence15

and broadband absorption. The trace gas concentrations ci
and the coefficient of Pk(λ) are then optimized by a linear -
non linear least square fit to minimize the difference between
Dmodel(λ) and Dmeas(λ) (Platt and Stutz, 2008). Therefore,
a DOAS evaluation does not depend on the stability of the20

light source or optical setup as long as there are no narrow-
band intensity variations.

For CE-DOAS we define the cavity enhanced optical den-
sity as

DCE(λ) := L̄eff(λ) ·

(∑
i

ci ·σi(λ) + εb(λ)

)
(6)25

Note that σi(λ) is the total absorption cross section. Equation
(6) introduces the effective optical path length L̄eff(λ) which
describes the length of the absorption path for an equally
sensitive classical (single pass) absorption measurement. As
mentioned before L̄eff(λ) non linearly depends on the optical30

density DCE of the air sample in the cavity (see Platt et al.,
2009). Mathematically this is expressed by

L̄eff(λ) =
d

d · ε0(λ)− ln(R(λ))︸ ︷︷ ︸
L̄0(λ)

· DCE(λ)

eDCE(λ)− 1︸ ︷︷ ︸
K(λ)

. (7)

L̄0(λ) is the effective path length for the absorber free cavity
(DCE→0 and thus K(λ)→1) as present during the I0 mea-35

surement. Its strong wavelength dependency (see Fig. 2) is
mainly caused by the wavelength dependency of the mirror
reflectivity R(λ). The manufacturer’s specification of R(λ)
is generally not sufficient since small contaminations of the
mirror have a strong influence on L̄0(λ). Therefore, in order40

to derive L̄0(λ) the cavity is typically filled with a reference
gas of known extinction (see Sect. 4.2).
K(λ) (second term in equation 7) accounts for the loss

of sensitivity for increasing optical density of the gas, which

can be caused by high concentrations of the trace gases them- 45

selves (see Fig. 3 and 9) or additional broadband extinction
due to scattering (especially from aerosols) or turbulence
in the cavity. The loss of sensitivity for increasing optical
density can be understood since photons which have under-
gone more reflections (or passes through the cavity) are more 50

likely to be absorbed or scattered out of the light path. There-
fore, in the presence of an absorber/scatterer the transmitted
light has, on average, travelled shorter paths, effectively de-
creasing L̄eff and thus decreasing the sensitivity. The depen-
dence of K(λ) on the total optical density DCE is shown 55

in Fig. 3. For small optical densities below 2·10−2 the cor-
rection is less than 1 % and can be neglected in these cases.
However, there are several scenarios where high optical den-
sities of several 10−1 up to more than one are common.
These cases where K(λ) is important are: 60

1. Measurements where aerosols are not removed from the
air. This is always the case in open path CE-DOAS sys-
tems where the cavity is open towards the atmosphere,
but also some closed path system do not use aerosol fil-
ters to avoid losses on the filter surface. 65

2. If the instrument needs to measure trace gases over a
wide concentration range of more than one orders of
magnitude. In this case the mirror reflectivities are typ-
ically chosen so that the lowest concentration to be
measured causes a cavity enhanced optical density of 70

DCE,min ≈10−3. Then according to Fig. 3 a hundred
times higher trace gas concentration already requires
a correction of K =0.95 which quickly increases for
higher concentrations. This case is regularly encoun-
tered when measuring NO2 in urban areas where the 75

mixing ratio typically varies between few ppbv and
more than 100 ppbv and can even reach more than
1000 ppbv in highly polluted locations. Specification of
a general correction factor for the derived concentra-
tion is not possible, as the correction factor K(λ) is 80

wavelength dependent and originates in the wavelength
dependent absorption structure of the absorbing gases.
Neglecting this dependency leads to spectral structures
in the residual of the DOAS fit, as the band shapes are
not reproduced correctly, and thus additionally leads to 85

wrong derived concentrations.

3. If a weakly absorbing trace gas should be measured in
the same spectral range as a strong absorber. In this case
the mentioned residual structures from the fit of a strong
absorber can strongly interfere with absorption struc- 90

tures of the weak absorber, resulting in a large error in
the retrieved concentration of the weak absorber or even
render its detection impossible. One example where this
happens is the measurement of glyoxal in a polluted ur-
ban environment where high NO2 levels are present. 95

The simplest and most common approach to cal-
culate K(λ) uses the measured optical density
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Figure 3. Correction factor K as a function of the cavity enhanced
optical density DCE . Note that the correction factor also is wave-
length dependent as the optical density DCE(λ) is wavelength de-
pendent.

DCE,meas(λ) = ln[I0(λ)/I(λ)]:

K(λ) =
ln
(
I0(λ)
I(λ)

)
I0(λ)
I(λ) − 1

=
DCE(λ)

exp(DCE(λ))− 1
(8)

It has to be noted that in this case instrumental fluctuations
of the light intensities, e.g. due to instabilities of the cavity or
the light source intensity, affect the retrieved trace gas con-5

centrations like in BB-CEAS. In fact, inserting Eq. (7) into
Eq. (6) shows that in this case the CE-DOAS (Eq. (6)) and
BB-CEAS (Eq. (3)) are equivalent and have the same stabil-
ity requirements for the light source and mechanical setup,
and therefore have the same disadvantages like mentioned10

for BB-CEAS.
Previous studies tried to solve this problem by using ab-

sorbers of known concentration to calculate K(λ) indepen-
dently from the light intensity, e.g. using O4 absorption
(Thalman and Volkamer, 2010). However, these approaches15

only give K(λ) at a single wavelength at a limited accuracy
(see Sect. 4.2) and are restricted to few spectral ranges where
O4 absorption bands are present. Furthermore, as mentioned
before, a scalar correction factor does not work for strong dif-
ferential absorbers as the distortion of their absorption bands20

can only be corrected by a wavelength resolved K(λ).

3 The ICAD (Iterative CE-DOAS) Method

In this section we introduce a new approach which makes
the CE-DOAS evaluation robust against fluctuations of the
measured light intensities and therefore allows a simplified25

optical setup with high measurement accuracy.
Assuming that we know the number densities (concentra-

tions) ci and the total cross sections σi(λ) of all absorbing
and scattering species in our sample, as well as the aerosol

Figure 4. Scheme of the ICAD algorithm

extinction εaerosol, we calculate the optical density 30

DCE(λ) = ln

[
1 + L̄0(λ)

(∑
i

σi(λ)ci

+σraycair + εaerosol(m,λ)

)]
(9)

and thus compute K(λ) according to Eq. (7). For the aerosol
extinction a suitable parametrization εaerosol(m,λ) with a
parameter vector m can be chosen. Typically an Anstrom 35

exponent approach εaerosol(m,λ) =m1 ·λm2 could be used.
Unfortunately, except for Rayleigh scattering, the concentra-
tions ci and the aerosol parameters m are a-priori not known.
But if all absorbers have sufficiently wavelength dependent
absorption structures, a DOAS fit could be used to iteratively 40

calculate DCE(λ) and thus determine K(λ). If an aerosol
free air sample can be achieved by passing the air through
a suitable aerosol filter prior to the measurement, the proce-
dure is even more simplified. We focus in this paper on this
aerosol free realisation, setting εaerosol = 0 in the following. 45
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In the presence of aerosols the removal of broadband absorp-
tion, as part of the DOAS analysis, needs to be performed
with care not to interfere with the aerosol absorption. A ba-
sic approach which includes aerosol absorption is discussed
in the supplement Sect. S1.5

The iterative evaluation scheme, shown in Fig. 4, starts
with all trace gas concentrations set to zero. In the first it-
eration (n= 1) only the known Rayleigh scattering is con-
sidered to obtain a first an estimate of the optical density
D

(1)
CE(λ). The effect of Rayleigh scattering even vanishes if10

I0(λ) is recorded in (clean) air, at the same pressure and tem-
perature as I(λ). D(1)

CE(λ) is then used to calculate the ef-
fective path length L(1)

eff (λ) of the first iteration. In order to
account for the wavelength dependency of L(1)

eff (λ), effective
reference spectra are computed for each trace gas, using lit-15

erature data of highly resolved absorption reference spectra
σi(λ):

ϑ
(1)
i (λ) =

(
L̄

(1)
eff (λ) ·σi(λ)

)
(10)

The highly resolved effective references are then adapted in
the usual way (see e.g. Platt and Stutz, 2008) to the lower20

spectral resolution of the measurement by convolution with
the instrument function H(λ) of the spectrometer:

Θ
(n)
i (λ) =H(λ)⊗ϑ(n)

i (λ) :=

∞∫
0

H(λ+) ·ϑ(n)
i (λ−λ+)dλ+

(11)

The last step of the (first) iteration is a DOAS fit to the
measured optical density which uses the narrow band (differ-25

ential) part of the effective fit references Θ
′(1)
i (λ) to obtain

first estimates for the trace gas concentrations c(1)
i . In the

subsequent iteration these concentrations are used together
with the Rayleigh extinction to compute an improved correc-
tion factor K(n+1)(λ) and thus L(n+1)

eff (λ) and R
(n+1)
i (λ)30

which are used in a subsequent DOAS fit to get a more ac-
curate set of trace gas concentrations c(n+1)

i . This scheme
is then repeated until best estimates of the true trace gas
concentrations are found. We require as strop criterion, that
for all trace gases the DOAS fit error exceeds the change in35

concentration between the last two iterations. Other criteria
could also be used.

In some cases there are strong absorbers with absorption
structures much narrower than the spectral resolution of the
measurement. Then there is in general no linear relation-40

ship between the measured optical density and the trace gas
concentrations. This is known as the saturation effect (e.g.,
Frankenberg et al., 2005). The ICAD algorithm also provides
an easy way to correct for this effect. Starting from the sec-
ond iteration we can correct for this effect since we have es-45

timates for the fitted trace gas concentrations. The saturation

corrected fit references used in the next fit iteration are cal-
culated as

Θ
(n)
i,sat.(λ) =

−1

c
(n−1)
i

ln
[
H(λ)⊗ e−L

(n)
eff ·σi(λ)·c(n−1)

i

]
. (12)

where c(n−1)
i is the trace gas concentration retrieved in the 50

last iteration.
The numerical convolution of highly resolved spectra is

computationally intensive, especially since this has to be
done for all fitted trace gases during each iteration. For the
ICAD evaluations in this work, we therefore reduce the sam- 55

pling of the reference spectra to 10000 channels and a spec-
tral resolution of 8 pm. This is still much higher than the
spectral resolution of the measurements which is typically
in the order of 0.5 nm. In order to reduce computation time,
it is desirable to reduce the required number of iteration step 60

to reach convergence. This can be achieved by choosing a
starting concentration close to final concentration. In a time
series of measurements this is in practise the concentration
of the previous data point.

3.1 Simulations using the ICAD Method 65

In order to test the ICAD method, we evaluate modelled mea-
surements (without noise) with different NO2 concentrations
(1 ppbv, 10 ppbv, 100 ppbv, 1000 ppbv, 3000 ppbv). Further-
more, we compare the ICAD algorithm to evaluations with
the BB-CEAS Eq. (3) and investigate their sensitivity to fluc- 70

tuations in the light intensity. The instrumental parameters
for the simulations (mirror reflectivity R(λ)≤99.97 %, cav-
ity length d=50 cm and a Gaussian instrument function of the
spectrometer H(λ) with an FWHM of 0.5 nm) are based on
our new ICAD NO2 instrument (config 1) described in Sect. 75

4.1. The spectral range of the simulated data evaluation be-
tween 458 nm and 480 nm is also matched to this reducing
the light path in the cavity.

The intensity I0(λ) transmitted by the empty cavity is cho-
sen to be unity over the entire spectral range. The intensity 80

transmitted by the absorber filled cavity is then calculated
according to Fiedler (2005) as

I(λ) = I0(λ) · T (λ)(1−T0(λ)2 ·R(λ)2)

T0(λ)(1−T (λ)2 ·R(λ)2)
(13)

where R(λ) is the reflectivity of the cavity mirrors, T0(λ) =
exp(−σray ·nair · d) the single pass transmittance of zero 85

air and T (λ) = exp(−(σNO2
· cNO2

+σray ·nair) · d) for the
sample with a NO2 concentration cNO2 . The NO2 absorption
is calculated using the laboratory cross section σNO2 of Van-
daele et al. (2002) and for Rayleigh scattering the cross sec-
tion σray(λ) from Bodhaine et al. (1999) is used. To capture 90

high resolution features of the NO2 spectrum the intensity I
is calculated at a spectral resolution of 1 pm. In a final step
the measured intensity Imeas(λ) is obtained from the high
resolution spectrum I(λ) by convolution with the instrument
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Figure 5. ICAD evaluations of simulated measurements. (a) shows the measured spectra, (modelled without photon shot noise) for different
NO2 mixing ratios (see Sect. 3.1). Panel (b) shows DOAS fits for a NO2 mixing ratio of 3000 ppbv. It shows the improvement of the DOAS
fit from the initial iteration (fitted concentration of 676 ppbv) to the final iteration with optimized fit references (final derived concentration
2999.99 ppbv). In the final iteration the NO2 absorption bands of the simulated optical density are almost perfectly matched, reducing the
fit residual by four orders of magnitude. The convergence of the retrieved NO2 towards its true value is shown in panel (c) as a function of
the ICAD iteration number. Panel (d) shows the improvement of the fit residual during the iterative evaluation. In a real measurement the
achievable noise levels are limited by the fundamental photon shot noise and instrumental error sources (see Sect. 4.3).

function H(λ). The modelled measurements are shown in
Fig. 5(a).

3.1.1 Evaluation with the ICAD Method

The ICAD method is applied to the spectra modelled in the
last section. The performance of the iterative algorithm is il-5

lustrated in Fig. 5. It converges for all tested mixing ratios.
Even for a mixing ratio as high as 3000 ppbv it reaches a
precision better than 99.9 % (starting from an initial under-
estimation of nearly 80 %, i.e. without correction only 20 %
of the true value would be found in this - admittedly - ex-10

treme case). As expected, the convergence is faster for lower
concentrations since they only cause little reduction of the
effective light path. The improvement of the DOAS fit from
the initial fit iteration to the final iteration with optimized fit

references is illustrated in Fig. 5(b). In the initial fit (0th itera- 15

tion), the shape of the NO2 absorption bands of the simulated
optical density and fit reference show significant differences,
leading to strong residual structures with a peak to peak dis-
tance of≈ 8×10−2. In the subsequent iterations the estimate
of the NO2 concentration is improved and thus the correc- 20

tion factor K(λ). In the final iteration, the NO2 absorption
bands in the simulated optical density are almost perfectly
matched, reducing the fit residual by four orders of magni-
tude. There are still small residual structures, with increasing
magnitude for higher concentrations (Fig. 5(d). The reason 25

for these small differences is that ICAD (and BB-CEAS) as-
sumes a weak absorber (see Sect. 2), while the calculation
of the modelled measurements with Eq. (13) does not make
this assumption. However, even for mixing ratios as high as
3000 ppbv the residual is still more than one order of magni- 30
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Figure 6. Comparison of the underestimation of the true NO2 con-
centration as a function of relative light source intensity. Values are
simulated for our new ICAD method and the BB-CEAS method and
exclude effects of photon shot noise.

tude lower than the optimal noise levels (10−4 peak to peak),
which could be achieved with typical spectrometers, and is
thus negligible. It might be surprising that the initial fit in
Fig. 5(b) clearly underestimates the NO2 concentration by
nearly 80 %, even though the differential structures seem to5

match the measured optical density quite well. The reason
is that additionally a large broad band absorption of NO2 is
present, reducing the light path in the cavity and thus lead-
ing to an underestimation of the true concentration, without
disturbing the differential band shape of the spectrum.10

3.1.2 Comparison ICAD vs. BB-CEAS

One of the major motivations for the development of the
ICAD method is the need for an evaluation which is robust
against broadband fluctuations of the measured radiation in-
tensity. We simulated such fluctuations by scaling the ampli-15

tude of I0(λ) with different values (90 %, 70 %, 50 % and
10 %) and repeated the ICAD evaluations for each case. Fur-
thermore, we also evaluated the same spectra with the BB-
CEAS method to show the benefits of ICAD. The results
(excluding statistical errors due to photon shot-noise) shown20

in Fig. 6 clearly demonstrate that the ICAD method is in-
sensitive to broadband intensity fluctuations. In contrast to
that, using the same intensity fluctuations, the concentrations
retrieved by the BB-CEAS evaluation show a linear depen-
dency on the radiation intensity, see red dots in Fig. 6. The25

deviations of the derived number densities can reach up to
90 %.

4 The ICAD NO2 Instrument

The advantages of the ICAD analysis are used to built a
simplified yet very sensitive instrument to measure NO230

which we call ICAD NO2. The realised ICAD NO2 proto-

type used in this study features a very light weight (<10 kg)
and compact design (measuring only 72×18×28 cm3 ) with
low power consumption (25 W). This is only possible as the
ICAD method allows a cavity setup to be to built without 35

temperature stabilization which greatly reduces the complex-
ity of the setup along with energy consumption and weight.
Obviously, this is especially important for mobile applica-
tions. Furthermore the long-term stability of measurements
is improved as LED degradation has no influence on the mea- 40

surement.

4.1 Instrumental Setup

The instrumental setup of the ICAD NO2 is shown in Fig.
7. Its central element is a 40-50 cm long optical cavity,
formed by two high reflective mirrors with 25 mm diame- 45

ter and 1.0 m radius of curvature. The cavity is enclosed by
a PTFE tube with gas connectors, forming a closed measur-
ing cell. As light source a blue high power LED is used (see
Table 1). Since the ICAD method does not depend on the ab-
solute stability of the light intensity, in contrast to all other 50

CE-DOAS and CEAS instruments we do not need a com-
plicated thermal stabilization and use a simple heat sink to
passively cool the LED. The light emitted by the LED is cou-
pled into the cavity by a plano-convex lens (f=25 mm). Light
leaking out on the opposite side of the cavity is focused on 55

a multimode fibre (d=400 nm, NA=0.22) by another plano-
convex lens (f=50 mm). The fibre feeds the light into a com-
pact spectrograph with an 0.5 nm spectral resolution, which
is well suited for selective DOAS measurements of NO2 in
UV-VIS range. The DOASIS software (Kraus, 2006) is used 60

for automated acquisition and on-line evaluation of the spec-
tral data. A membrane pump with a maximum flow rate of
3 l/min is used to draw air into the measuring cell which
has a volume of 0.3 l. Before entering the measuring cell,
the air has to pass through a Teflon filter (2µm pore size) 65

which removes aerosols while it does not influence the NO2

concentration. The zero air for I0 reference measurements
is produced from a NO2 scrubbing system as we found the
usual application of clean air gas cylinders to be impractical
for field applications. The scrubber system consists of two 70

cartridges one filled with activated carbon and one with sil-
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Figure 7. Schematic drawing of the ICAD instrument.
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config 1 config 2
Mirrors R>99.95 % range 440 nm to 480 nm R>99.975 % 440 nm to 445 nm
Cavity length 50 cm 40 cm
Typical L0,max 1.4 km 1.6 km
LED CREE XR-E blue, peak 465 nm, FWHM 25 nm CREE XR-E royal blue, peak 445 nm, FWHM 25 nm
Spectrometer USB 2000, range (393-531) nm, resolution 0.5 nm AvaSpec 2048L, range (400-487) nm, resolution 0.5 nm
NO2 detection limit 0.2 ppbv at <2 min 0.02 ppbv at 7 min; 0.1 ppbv at 7 s; 0.4 ppbv at 0.5 s
Glyoxal detection limit 0.23 ppbv at <2 min 0.022 ppbv at 7 min

ICAD Fit Settings
Fit Range 458 nm to 480 nm 438 nm to 464 nm
DOAS Polynomial 3rd order 3rd order
High Pass Binomial Filter 1000 iterations 1000 iterations
Cross Sections NO2 (Vandaele et al., 2002) NO2 (Vandaele et al., 2002)

O4 (Hermans et al., 1999) H2O (Rothman et al., 2010)
Table 1. Configurations and fit settings of the ICAD NO2 instrument used in this publication. Glyoxal detection limits were estimated using
Volkamer et al. (2005). Glyoxal was removed from the final fits, as it could not be found in the performed test data analysis.

ica gel, which are known NOx scrubbers. This zero air is
found to contain undetectable NO2 (<0.05 ppbv) at ambi-
ent air NO2 concentrations up to 100 ppbv. Due to further
developments we present the instruments in two configura-
tions summarised in Table 1. Config 1 is the original setup5

and config 2 utilizes improvements in LED and mirror tech-
nology as well as a better optomechanical setup for an im-
proved instrument performance. A detailed analysis of the
instrument performance is given in Sect. 4.3.

DOAS fit ranges were optimized to the spectral range with10

long optical path length, high LED intensity and strong dif-
ferential NO2 absorption. In order to remove the broad band
spectral features which are not captured by the DOAS poly-
nomial, a binomial high pass filter with 1000 iterations is ap-
plied to the measured optical densities and to the reference15

cross sections.

4.2 Path Length Calibration

As explained in Sect. 2.2, an accurate knowledge of the effec-
tive optical path length L0(λ) for an absorber free cavity is
required in order to determine trace gas concentrations from20

ICAD or CE-DOAS Measurements. The optical path length
can be determined from (1) wavelength resolved Cavity Ring
Down (CRDS) measurements (e.g. Langridge et al., 2008;
Laurila et al., 2011), (2) the differential absorption by a trace
gas with known concentration (e.g. NO2: Langridge et al.,25

2006) or (3) the intensity change caused by gases of different
Rayleigh scattering cross section (Washenfelder et al., 2008).

1. Even though calibration with wavelength resolved
CRDS measurements has several advantages (indepen-
dence of a stable light source) it requires additional30

components which are incompatible with the goal of a
simple and light weight instrumental setup.

2. The differential absorption of NO2 has previously been
used to calibrate absorption path lengths (e.g. Langridge

et al., 2006). However, this turns out be impractical for 35

field campaigns since NO2 mixtures are not stable in
gas cylinders and would have to be produced on site.
Generally, calibration gas mixtures are problematic for
field campaigns since they are difficult to obtain in many
countries and shipment of compressed gas cylinders is 40

complicated (and often expensive) due to safety regula-
tions.

Alternatively one could use the O4 absorption peak at
477 nm to determine the path length. This measurement
is in principle easier as it only requires zero air and 45

nitrogen as oxygen free reference gas (which is much
cheaper and easier obtained than calibration gases in
most countries). This could also be used to recalibrate
the effective light path during measurements (Thalman
and Volkamer, 2010). However, the DOAS fit of O4 50

is relatively imprecise with errors greater than 10 % ,
firstly, because the effective optical path length (Fig. 2)
decreases by more than 25 % over the FWHM of the
477 nm peak which influences the band shape and thus
lowers the quality of the fit. Secondly, this method only 55

uses a single and relatively broad absorption band which
makes the fit result very sensitive to the degree of the
DOAS polynomial. Finally, this method only gives the
absorption path length only at a single wavelength and
thus would need an additional calibration to determine 60

the wavelength dependency of L0(λ).

3. We derive the path length using Rayleigh scattering as
described in Washenfelder et al. (2008) by purging the
cavity with helium followed by a purge with zero air for
reference (thus it also contains a small contribution from 65

O4 Absorption at 477 nm which is accounted for in the
evaluation). It has the advantage that Rayleigh scatter-
ing varies (relatively) slowly with wavelength (∝ λ−4)
thus allowing to determine the path length smoothly
over the entire spectral range, whereas the calibration 70
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with trace gases can only be applied at discrete wave-
lengths where they have absorption structures. Helium
and zero air are chosen because their Rayleigh scatter-
ing coefficients differ by almost two orders of magni-
tude. This makes a relatively large intensity change be-5

tween both measurements of about 2 % per 1 km optical
light path which is important for an accurate L0 mea-
surement. Furthermore, helium also has the advantage,
that it can be obtained easily in most countries which
helps to avoid shipping of gas cylinders. The disadvan-10

tage of this method is that it uses absolute spectroscopy
and therefore has higher requirements on the stability of
the measured light intensity during calibration. In this
case absolute stability is required only for a very brief
period of time (less than 15 min) to flush the cavity with15

the calibration gases (e.g. He and Zero-Air). In the pre-
sented setups, the relative intensity drift over a calibra-
tion sequence is found to be about 5× 10−4 giving an
relative path length error of 2 % (for L0=1.4 km) which
is almost an order of magnitude more precise than the20

tested calibration with O4. The He Rayleigh scattering
cross section used for the evaluation is interpolated from
the measurements of Shardanand and Rao (1977) us-
ing a λ−4 dependency. For air, the Rayleigh scattering
cross section is calculated according to Bodhaine et al.25

(1999). The O4 absorption is accounted for using the
reference cross section from Hermans et al. (1999).

Figure 2 shows the result of a path length calibra-
tion for both instrument configurations. The curves are
smooth and can be represented by a 7th order poly-30

nomial over the desired evaluation range. They have
a maximum of L0(λmax = 459nm)=1.4 km (config 1)
andL0(λmax = 445nm)=1.65 km. These correspond to
a maximum mirror reflectivities of R=99.96 % (con-
fig 1) and R=99.98 % (config 2) which are consistent35

with the manufacturers specification of R≥99.95 %
and R≥99.975 % respectively.

4.3 Characterization of the instrument

4.3.1 Measurement Precision

Ideally the precision of an optical measurement is only lim-40

ited by the photon shot noise of the measured intensity signal.
Therefore we would expect that the uncertainty of the mea-
surement decreases with the square root of the integration
time. The same also applies to other sources of white noise
(e.g. in the detector electronic). However, the real measure-45

ment process is also influenced by systematic error sources
such as instrumental drifts. Therefore, signal averaging (i.e.
increasing the integration time) can only be used to reduce
the measurement uncertainty as long as white noise domi-
nates over other error sources. The aim of this section is to50

investigate relationship between the integration time and the
measurement uncertainty and thereby find the best (i.e. low-

est) detection limit achievable with our setup (we used setup
config 2) .

Since it is very difficult to produce a stable NO2 over long 55

time periods we used NO2 free zero air to characterize the
instrument performance. A long time series of 78181 sub-
sequent zero air spectra at an integration time of 0.52 sec-
onds (65 scans at 8 ms exposure time) was recorded (total
acquisition time 11.9 h). The spectra were further processed 60

to create averaged time series with integration times between
0.52 s and 3591.12 s. The spectra were then analysed with
the ICAD method using the fit settings from Table 1. Figure
8 shows three exemplary time series at 0.52 s, 10 s and 200 s
integration time in different grey colours which show the im- 65

provement of the signal to noise ration with increasing signal
averaging.

For each time series with integration time τ andm+1 data
points yk(τ), the Allan variance was calculated (Allan, 1966;
Werle et al., 1993) 70

σ2
A(τ) =

〈
(yk+1(τ)− yk(τ))

2

2

〉
(14)

=
1

2m

m∑
k=1

(yk+1(τ)− yk(τ))
2 (15)

Figure 8 shows the Allan deviation σA(τ) which is the square
root of the Allan variance. This so called Allan plot is used
to determine the optimal integration time (e.g. Werle et al., 75

1993; Weibring et al., 2006; Langridge et al., 2008). As long
as the measurement uncertainty is dominated by white noise
the Allan deviation decreased with the square root of the in-
tegration time until the optimal integration time of 423 s is
reached. Beyond this point instrumental drifts and non-white 80

noise dominate and thereby cancel the improvement by sig-
nal averaging, leading to no further reduction or even (as in
our case) an increase of the Allan deviation. Figure 8 also
shows the DOAS fitting error in dependence of the averaged
spectra, which is a good estimate for the 1σ measurement un- 85

certainty as long as the measurement are in the white noise
dominated regime (Stutz and Platt, 1996). We therefore de-
termine the optimal 2σ NO2 detection limit of this instru-
ment (in config 2) as 0.02 ppbv (20 pptv) at an optimal inte-
gration time of 423 s. 90

4.3.2 Validation with Calibration Gas

Laboratory measurements were conducted to characterize
the NO2 ICAD, with air samples of different NO2 mixing
ratios. For these measurements the instrument was used in
config 1 (see Table 1). The calibration source produced well 95

defined NO2 mixing ratios by gas phase titration of NO with
O3 (see supplement Fig. SF3). During the measurements the
air flow through the cavity was adjusted to 1 l/min. The spec-
tra were acquired at 53 ms exposure time and 2000 individual
scans were added for each spectrum to improve the signal to 100

noise ratio. NO2 was evaluated according to Table 1. Figure
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Figure 8. Results from long-term zero-air measurements, recorded
with instrument config 2. They are used to examine the instrument
performance at different integration times. Spectra were recorded at
0.52 s integration time. Signal averaging was applied to create fur-
ther time series with longer integration times up to 3591 s. ICAD
evaluation was applied to the spectra according to Table 1. The bot-
tom graph shows the time series for different integration times. The
top graph shows the 1σ Allan deviation as a function of integra-
tion time. We used its minimum to determine an optimal integration
time of 423 s. Beyond this point signal averaging does not improve
the instrument performance due to drifts and non-white noise. Also
the 1σ DOAS fit error is shown which also show an optimal 2σ
detection limit of 0.02 ppbv in 423 s

10 shows the NO2 fit results for typical atmospheric mixing
ratios of 14.95 ppbv and 72.45 ppbv. The standard deviation
of the residual spectra is 1.9× 10−4 and 2.7× 10−4 respec-
tively. We estimate, for setup config 1 a unambiguous mea-
surement of NO2 down to a detection limit of 0.2 ppbv. The5

precise ICAD fit with very low achievable residual spectra
also at high NO2 concentrations allows also the detection of
weak absorbers like glyoxal. Such precise fits at high NO2

concentrations are typically not achieved with BB-CEAS in-
struments (e.g. Liang et al., 2018). Figure 9 shows the corre-10

lation between the ICAD measurements and the NO2 levels
from the calibration source.

An almost perfect linear relation with a correlation coeffi-
cient of R=0.99997 is found when the data is evaluated with
ICAD. The linear fit shows the absolute accuracy of the NO215
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Figure 9. Measurements (spectra recorded with instrument config-
uration 1) of gas mixtures with different NO2 concentration.

retrieval with a slight overestimate of (0.5±0.3) % lying well
within the expected uncertainty of the path length calibra-
tion of 2 %. The small offset of (2.6±0.1 ppbv) is most likely
due to an impurity in the zero air gas cylinder from the NO2

calibration source. For comparison the data was also evalu- 20

ated with a classical DOAS analysis which does not consider
the reduction of the effective path length Leff in the presence
of an absorber. For low mixing ratios below 20 ppbv the er-
ror is negligible. However, for larger concentrations of NO2

the path length reduction becomes important, which leads to 25

significantly underestimated NO2 mixing ratios by classical
DOAS (e.g. 11 % for 110 ppbv NO2) as expected from the
simulations presented in Sect. 3.1 above.

5 Applications

The following sections show first applications of the ICAD 30

NO2 instrument.

5.1 Long-Term Measurements

5.1.1 Measurements Using Config 1

In order to study the long-term behaviour of the ICAD NO2,
ambient air measurements were conducted for a period of 24 35

days in February 2010 at the rooftop of the Institute of En-
vironmental Physics in Heidelberg (IUP-HD) using config 1
(see Table 1). The sampling location is approximately 40m
above street level and 100m from the next main road. The
ICAD NO2 was operated similar to the laboratory study from 40

Sect. 4.3.2. Once an hour a solenoid valve switched from am-
bient air measurements to the zero air system to automati-
cally record I0 reference measurements. Like in the previous
section spectra were acquired with a time resolution of 106 s
giving a NO2 detection limit of 0.2 ppbv. 45
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Figure 10. Exemplary ICAD (configuration 1) fit results for gas mixtures of (15.0± 0.3) ppbv a), b) and (110.1± 0.6) ppbv c), d). Panels
on the left side show the measured optical density (blue) and the fitted NO2 cross section. Panels on the right side show the corresponding
fit residuals.
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Figure 11. Time series for the long-term NO2 comparison be-
tween the ICAD NO2 (instrument configuration 1) and a commer-
cial CLD/BLC.

For comparison, NO2 was simultaneously measured by
a CLD 770 AL ppt, a commercial NO chemiluminescence
monitor from ECO Physics with a 44 s time resolution. Since
a CLD can only measure NO an additional photolytic NO2

to NO converter (BLC) is used. The difference in NO be-5

tween subsequent measurements with activated and deacti-
vated converter allow to determine the NO2 concentration.

Figure 12. Correlation plot between ICAD NO2 and CLD/BLC
measurements.

This assumes a constant NO level between subsequent mea-
surements. For atmospheric measurements the change of NO
concentration between subsequent measurements introduces 10

an error to the measured NO2 concentrations. Using the av-
erage of the NO measurement before and after the converter
measurement reduced the error but the NO2 values at 44 s
time resolution still show large fluctuations which are much
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higher than the expected atmospheric NO2 variations (see
Fig. 11). The non-physical noise of the CLD NO2 measure-
ments could be greatly reduced when 10 min averages are
used, but is still not enough for a comparison to the ICAD
NO2 measurements. In order to analyse the CLD noise, the5

general trend (interpolated 4 min trend) is subtracted from
each data point before computing the standard deviation of
the 10 min intervals. Intervals with a deviation of more than
3.5 ppbv are classified as non-physical and sorted out. This
filtered CLD/BLC NO2 measurements are used for compar-10

ison with the ICAD time series.
As shown in Fig. 12, very good linear correlation

(R=0.9976) is found between the NO2 mixing ratios from
ICAD and CLD/BLC. It also shows, that the CLD/BLC mea-
surements are systematically 9 % lower compared to the CE-15

DOAS. However, this still lies within the uncertainty of the
realised calibration of the CLD/BLC (≈10 %). Therefore it
can be concluded that the ICAD instrument correctly mea-
sures NO2 under atmospheric conditions and derives with a
much higher accuracy the real NO2 concentration at a high20

time resolution. A further analysis where the time series was
divided in three day intervals showed that the relative calibra-
tion between the two instruments was stable over the entire
time series (variation less than 3 %). This shows the good
long-term stability of the ICAD Instrument.25

5.1.2 Measurements Using Config 2

A similar inter-comparison was repeated with two ICAD
NO2 config 2 and a HORIBA APNA 370 CLD. The same
sampling location at the rooftop of the IUP-HD was used.
Measurements were conducted for a period of 28 days be-30

tween February and March 2017.
The ICAD NO2 called A and B were operated at a time

resolution of 5 sec and used the same zero air reference dur-
ing the entire comparison. A re-calibration of the instruments
was not necessary.35

APNA 370 CLD primarily measures NO and uses a heated
molybdenum NO2 to NO converter to indirectly measure
NO2. It provides NO2 measurements with a running mean of
3 min as it has to continuously switch between NO and NOx

measurements like the CLD in the last section. The indi-40

rect NO2 measurement with the molybdenum converter has
known problems of cross-interferences to other substances,
but also known drifts of the converter efficiency which makes
a calibration prior to the comparison advisable. Therefore
the APNA 370 CLD was calibrated with a NO2 perme-45

ation source from the Hessian agency for nature conserva-
tion, environment and geology (HLNUG, Wiesbaden, Ger-
many). The permeation source was itself calibrated few days
before in a laboratory of HLNUG and provided a constant
NO2 concentration of (80.5±0.5) ppbv.50

Both ICAD NO2 and the APNA 370 CLD were measur-
ing ambient air from the same sample line. ICAD NO2 A
and the APNA 370 CLD were both connected to a solenoid

Figure 13. Correlation plot between ICAD NO2 A and APNA 370
CLD measurements.

valve which could be automatically switched to the perme-
ation source. Since the permeation source did not provide 55

enough air flow for a third instrument, ICAD NO2 B could
not measure simultaneously. Once a day the sample line was
switched first to zero air for about an hour and successively
to the permeation source for another hour. This way we could
test if there were any zero point or calibration drifts of the in- 60

struments. Fig. 13 shows the intercomparison of NO2 mea-
sured by the ICAD NO2 A and the APNA 370 CLD. It shows
a very good linear correlation (Pearson’s R of 0.9993) with
an almost perfect 1:1 correspondence. The APNA 370 CLD
measured less than 1 % lower concentrations compared to 65

the ICAD NO2 which is within the calibration accuracy. The
narrow spread of permeation source measurements in Fig.
13 show that both instrument have no significant drifts in
their calibration. The intercomparison between ICAD NO2

A and B (see supplement SF4) also shows an very good 70

linear correlation between both instruments (Pearson’s R of
0.999) with a slope of 1.007± 5 · 10−4 and a very low off-
set of (0.04± 0.01) ppbv. A further analysis of the zero air
measurements show that all three instruments have a stable
zero-point. 75

5.2 Mobile Measurements

The combination of the simple and robust ICAD NO2 setup
with its sensitivity to urban NO2 concentrations for the first
time allows the application of ICAD to car based NO2 in-
situ measurements using a cavity setup. This is of interest 80

because the concentration of NO2 in urban areas is known to
have a strong spatial and temporal variability, due to the large
number of NOx emitting point sources (mainly traffic) that
can be found in densely populated areas (e.g. Mayer et al.,
1999). On the other hand, air monitoring networks in urban 85

areas which continuously measure NO2 only at a few fixed
locations, and thus are unable to capture the spatial variabil-
ity. Hence, it can be assumed that there are areas with much
higher or lower pollution compared to the values at the offi-
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5km

Figure 14. Overview on the car based measurements in the greater
Mannheim-Ludwigshafen urban area. The colour of the route seg-
ments corresponds to the local NO2 mixing ratio. The areas marked
on the map are: 1) Mannheim city centre, 2) Mannheim rail road
shunting yard, 3) Mannheim suburbs Altrip and Rheingönheim, 4)
BASF industrial plant, 5) main road B44, 6) Highway A6, 7) sub-
urb Bobenheim-Roxheim. The yellow pins show the locations of
the LUBW, air quality monitoring stations in the measuring area.
The map overlay was created with Google Earth. Map information
provided by MapQuest, OpenStreetMap, ODbL.

cial measuring sites. In order to improve the air quality better
knowledge of the sources and the concentration distribution
are required.

For a pilot study in March 2010 the ICAD NO2 instru-
ment (configuration 1) was installed in a car to investigate the5

NO2 distribution in the greater Mannheim-Ludwigshafen ur-
ban area (Germany). These are to our knowledge the first car
based measurements of such a cavity based setup. The air
measured by the instrument was sampled at 2 m above the
ground using a Teflon tube attached outside on the right side10

of the car. The air sample flow was adjusted to 2 l/min which
gives a time constant of≤12 s for a 70 % gas exchange in the
measuring cell. This results in a spatial resolution of 167 m
at a speed of 50 km/h. The integration time per spectrum was
adjusted to 6s giving a NO2 detection limit of 1 ppbv which15

is sufficient for an urban area.
The route shown in Fig. 14 was selected to cover residen-

tial areas, industrial areas, the city centre and highways to
get a representative coverage of the area. A strong spatial
variability of the measured NO2 is found along our track20

(see Fig. 14). Low NO2 mixing ratios are generally found
in the suburban/residential areas with low traffic and no in-
dustry. Elevated NO2 levels are found in the city centre of

Mannheim and on the Highway (A6) both areas with high
traffic volumes and next to BASF (Ludwighafen) the largest 25

industrial plant in the area.
A brief comparison to air quality stations operated by the

State Office for the Environment, Measurements and Nature
Conservation of the Federal State of Baden-Württemberg
(LUBW) can be found in the supplement Sect. S2. 30

6 Conclusions and Outlook

We developed a new ICAD (iterative CE-DOAS) method, a
further development of the CE-DOAS technique from Platt
et al. (2009) which makes the measurement independent of
broadband variations of the light intensity. This solves one 35

of the major problems of BB-CEAS/CE-DOAS instruments
which so far relied on an absolute stability of the light inten-
sity, not only of the light source but also all light transmitting
components like the mechanical setup and fibre which eas-
ily could change due to vibrations. The new ICAD method is 40

applicable to all CE-DOAS instruments, the method works
especially easy and reliable when aerosols are removed from
the sampled air before it enters the cavity.

Simulated Data evaluations showed that the ICAD method
correctly retrieves the trace gas concentrations (better than 45

99.9 %), even for situations where the effective light path in
the optical cavity is reduced by nearly 80 %. This demon-
strate that ICAD correctly accounts for the non-linear be-
haviour of CE-DOAS/BB-CEAS measurements. Further-
more, we showed that the NO2 concentrations retrieved by 50

the ICAD data evaluation are independent of broadband vari-
ations of the light intensity compared to a BB-CEAS eval-
uation of the same data where the retrieved NO2 linearly
changed with the light intensity which is a known BB-CEAS
problem. 55

We used the benefits of the ICAD method to develop a new
simplified instrument for the detection of NO2 at a detection
limit of 0.02 ppbv (averaging time of ≈7 min) for monitor-
ing. The system is distinguished by its compact setup only
measuring 72× 18 × 28 cm3, its low weight (10 kg) and low 60

power consumption (25 W). It especially does not need tem-
perature stabilization of the light source or the mechanical
setup which is a major contribution to the mentioned im-
provements. We also developed a simple system for zero-
air generation which uses silica gel and activated carbon 65

for NO2 scrubbing, thus allowing routine operation without
compressed gas cylinders which is an important simplifica-
tion especially for campaign or mobile operation.

The absolute accuracy of our ICAD NO2 was verified
in the laboratory using a NO2 calibration source where we 70

found an almost perfect 1:1 correspondence with an error
of less than 2 % and a correlation coefficient of R=0.99996.
The good accuracy was verified under ambient air condi-
tions during two 24 and 28 days long inter-comparison with
a commercial NO/NO2 chemiluminescence detectors (CLD 75
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770 AL ppt with BLC and Horiba APNA 370). The inter-
comparison also showed the good long-term stability of the
instrument and a significant calibration drift could not be ob-
served.

We found that our ICAD NO2 instrument is so robust5

that even strong vibrations, as encountered in a car during
driving, do not disturb the measurement accuracy, allowing
a simple application to mobile platforms. This was demon-
strated in a pilot study where the instrument was applied
to car measurements in the Mannheim-Ludwigshafen urban10

area, which are to our knowledge the first car based measure-
ments with a cavity instrument.

On the basis of the here presented ICAD method
and instrument an even smaller ICAD NO2 instrument
(size 40x30x13cm3) was developed by Airyx GmbH (see15

www.airyx.de).
The ICAD Method was patented with

PCT/EP2016/068344, US and CN patents pending.
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