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Response to Interactive Comment RCby Anonymous Referee Zon
manuscript # amt201911:

We greatly thank Anonymous Reviewer #2 for their time aftbrt to provide detailed specific comments for this
manuscript, which have greatimproved theaccuracy andlarity of this work.We have responded to eaghthe specific
commensbel ow with the reviewerés comment s teyfollowing themin plaonl d f
font.

SpecificComments fromAnonymousReviewer #2:

Page 1, Line 17 Please give temperature range of the aircraft cabin instead of simply labeling it hot. This would give
the reader context when considering using the instment in other environments, such as, a trailer or tower.

The following text has been added to the abstract for perspective about what a hot aircraft cabin could mean in terms o
t e mper at uaveeagefairceaft gabtemperaturesxpected to excee®D °Cduring summer deploymentso .

Page 4, Line 26" The inertial inlet description is sparse. The reader is not told what material it is constructed from

until Page 7, Line 4 in the text or finds it buried in the caption of Figure 1. It is most logicaldr the reader to state

that here in section 2.2.2 Inertial Inlet. In reference to figure 1, what is the size of the critical orifice? What
temperature is it heated to? Al so-TILDAS detestor ia tydically apéraed mi s | ¢

with a heated inertial inl et . . .06 since, fr ofiLDASh e | i
instruments measuring methane, carbon monoxide, ethane, for example, do not require or use an inertial inlet.
Perhaps it sNHB8QC-W!I IsAS Odlehteect or . . . 0.

We have amended Sect. 2.2:2d figure Iwi t h det ai l s about the i neifMheiNBIQCi nl et
TILDAS is typically operated with a heated inertial inlet positioned upstream of the spectrometer to providiesdilter
separation of particles >300 nm from the sample stream, as shown in Fig. 1a. Coupling an inertial inlet with.BAEC

has been ell established following several laboratory and grebaded field experiment&llis et al., 2010; Ferrara et al.,

2012 Tevlin et al., 2017; von Bobrutzki et al., 2010; Z6ll et al., 20I&k inertial inlet is described in detail by Ellis et al.
(2010) and Roscioli et af2016). Briefly, the inertial inlet used in these experiments consists of a quartz tube (12.7 mm o.d.,
10.4 mm i.d.) with an integral, conieghaped critical orifice roughly 1 mm in diameter positioned at about half the length of

the tube, as showninkig 1a. After passing through the oriyce, gas
lower pressure (between 40 and 100 Torr) through the latter half of the 12.7 mm quartz tube, and then pass into a secor
quartz tube (25.2mmo.d.,222m i . d. ) that is sleeved around the 12.7 m

with approximately 90% of the tot al pbow through the cri
make an 180e t ur nl2a mm tubind) to tdmtewue dodhg spectrdmetér,hard the other 10% (denoted by the
orange arrow in Fig. 1a) being dumped via the straight section of 25.2 mm tube into the main pumping system. The inertia of
particles with aerodynamic diameters greater thah 0 0 nm i s too | arge to follow th
thereby forcing the particles into the 10% of the flow stream that is directed to the pumping system. Ellis et al. (2010)
reported that the inertial inlet, which acts like a form of virtagactor, removes more than 50% of particles larger than 300

nm. A tee positioned immediately upstream of the critical orifice allows for pressure measurements using a baraton
transducer (range-0000 Torr), which is used in determining the sample flate,rand an auxiliary draw that allows the

dead volume around the base of the corstaped critical orifice to be actively flushed. The flow rate of the auxiliary draw
ranges from 160 to 500 sccm with changes in ambient pressure at the inlet tip. rlibkimet is housed in a fiberglass
enclosure, with the inside of the enclosure maintained at 40°C.
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Page 6, Line 46 While | applaud updating the crosssection used with optical absorption system described by
Neuman et al., 2003, the number used heré,69e1 8 ¢ mE 2, is slightdlg d¢mEReused i h:
manuscript not in contrast to. Furthermore, it appears that the +/ 0.03e18 is the standard deviation of the average

of the three cross sections listed here. What is the uncentdy of each and then the uncertainty for the average? Are

these two cross sections used in interpreting the absorption cell results here and in the previous manuscript within
each otherdés uncertainty?

We agree with the reviewer that there is some coofuabout how the uncertainty in the calibration source is determined in
Sect. 2.3. The text has been updated to include the uncertainties of the individual reported valBesyficand Lovejoy
(2012)(4.67+ 0.08x 10 cn?), Chen et al. (19984.7 + 0.5x 108 cn?) andCheng et al. (2006)4.7 + 0.5x 10 cn).

Also, following careful consideration of the reviewes ¢ o mment , we now utilize the
propagated uncertainty ¢f7 + 0.1 x 108 cn¥ asa more appropriate treatment for combining the cross section values from
the literature The weighted mean absorption cross section utilizze s in agreement within the uncertainties with the
value reported by Neuman et al. (2003) (e.g.#4043x 10 cn?). We have also modified the text in Sect. 2.3 to clarify that

the £2% uncertainty in the weighted mean of the absorptiooss sectiorhas been factored into the total estimated
uncertainty (+x7%) associated with théNHs calibration source used in these experimersirther, with only a +2%
uncertainty on the weighted average of the updated cross sections, the uncertainty in the absorption cross secti@n is no long
the dominating factor in the total uncertainty of the calibration source using the NOA@ptibal absrption system. The

+7% uncertainty in the calibration source is factored into the overall instrument uncertainty (e.g., 2801y as
described in Sect. 4. 1. We have Ilatmewodkewd refinehthesuncertaimaftheo n o f
NOAA calibration of theemission rateof the permeation device used in these experiments by utilinioge recent
assessments of the Nldbsorption cross section reported in the literature. Here, we use a weighted averagiltf the
absorptiorcross sectios reportecdby Froyd and Lovejoy (201204.67 + 0.08x 108 cn), Chen et al. (19984.7 + 05x 10

8 cn?) and Cheng et al. (2006.7 + 05 x 10'8 cn?). The weighted meantilized here 4.7 + 0.1 x 108 cn?) is in
agreement within the uncertainties with the value reported by Neuman et al. (2003) (etd, 34108 cn?). Combining

in quadrature the2% uncertainty associated with the weighted mean of the absoigties sectionthe+2.5% uncertainty

in the stability of the permeation device between pred posfproject calibrations with the NOAA UV optical absorption
system, and a conservative estimate:@¥o for other sources of uncertainty associated with the N©&#bration system,

we determine a total estimated uncertainty @ for theemission rat®f the permeation device used in these experiments

Page 7, line 47 1 Since the sample flow rate is critical in calculating the calibration mixing ratios, the rifice size
should be given in the text either here or in section 2.2.2.

The size of theritical orifice (~1 mm)has been added to Sect. 2.2.2.

Page 8, Section 4.B Some of the fits shown in Figure 5, particularly in panel b, do not match the data whet begins
to flatten out. Would a triple exponential fit work better? Also, it would be easier for the reader to judge the fit if the
data is present as symbols and the fit as a solid line.

In our initial analysis, we too had considered whether aetegponential fit would work bettelindeed, triple exponential

fits do generate a more reasonable fit of the time profiles shown in Figoteudr,we elected to report the results of bi
exponential fits in the original manuscript for the following wres 1)there ismore physical basis forelating abi-
exponential fitto the experiments conducted in this work, 2) the results ckagmnential fit could be directly compared to
similar results reported by Ellis et al. (2010) and Roscioli et al. (2@ 3) the coefficient associated with the third time
constant (A) was <5% on average of the sum of the coefficients (e.g/(4A+ Az + As3)]) and <23% on average of the sum

of the coefficients associated with the latter two time consi@ngs, [Ad/(A2 + As)]). All the same, we agree that this
discussion about the possibility of a triple exponential fit does have merit in this manuscript, and thus we have added the
following discussion to the end of Sect. 4.3:
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fiFrom Fig. 5, it appears tha biexponential fit does not always do a good job of approximating the observations. Indeed,
reduced chisquare valuefrom bi-exponential fit of the decay profiles ranged from 0.4 to A.3tiple exponentiadecay
with the functional form shown in ER):

U U ! Qod— ! Qof—— ! Qo/—— @)

produces better fits to the time profiles shown in Fig. 5. Albeit, the coefficient associated with the third time cogsisint (A
small (e.g., Ais <5% on average of the sum of the coefficients (e.g/(AA+ Az + A3)]) and <23% on average of the sum

of the coefficients associated with the latter two time constants (egA}A Az)]). While the physical basis for using a

triple exponentialit is not forthright, it is possible that there is more than one time constant associated with the gas exchange
rate through the sample flow pathway, theeractionof NHs; moleculeswith the samplingsurfaces or a combination of

these effects

Figure 5 has also been updated with symbols according t

Page 15, line 19 | am concerned on the wuse of O6highlights the s
CO. 6 without the qualifiiegrurdéfdorhetrlkeed itrms tprriemeemtts nd ss comrsft
observations in the future. It seems unlikely it would hold true if the instruments were configured with equal flow

rates and tubing lengths.

Thephraséfifor the instruments as configured &&has been added to the text on Page 15, Line 19.

Figure 17 Please indicate the i.d of the PFA tubing used, the size of the critical orifice in the inertial inlet, and the
temperature the inertial inlet is held at. From Figure 1 the length of the strutappears to be 12 cm, not the 36 cm
stated in the text. What is the function of the aux. draw, which is not mentioned in the text or caption?

Figure 1a, its figure caption, and relevant parts of Sect. 2.2.3 have been updated with the recommendedrinformaatis

of tubing lengths, we had intended to indicate thatftiidength ofthe sample flow path from the inlet tip to the inertial
inlet is 107cm. We agree that the current description of the inlet lengths is confusing and may not have begalyaccur
labelled in the original version of the manuscript; therefore, we have modified Fig. 1a and Sect. 2.2.3 to clarify.

Figure2T Wi t h the | ower panel in units of ppbE2 on a logar.i
precision esimate comes from. Perhaps consider a lower right axis in ppt? Also, | suggest using the same scale in the
lower panel for both plots.

Figure 2 has been updated according to the reviewerods s
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Response to Interactive Comment RC2 byAnonymous Referee #1 on
Manuscript # amt-201911.:

We would like to thank Reviewer #1 for their time and effort to provide detailed comments that have greatly improved the
¢ onments shibwn bnebbldfont awd ourh  t

clarity of this work.We

have

responses immediately following them in plain font.

responded

t o

each

This is a clearly written manuscript that documents the performance of a closepath absorption spectrometer for the
measurement of NH aboard an aircraft, with a particular emphasis on the utility of an active passivation technique.
The manuscript is appropriate for AMT, and should be published after addressing the following issues:
General comments: In several places (e.g. P2, L29; PB32; P4, L27; P4, L33), the manuscript uses the term

6detectoro to
the MCT detector that collects the transmitted radiation, but is not in conta t
t he mor e

gener al

O6spectrometerd, or

We have changed this term throughdugt manuscri pt

I n th

e S

reliefo.

ection

refer

us e

I't was not
A little more information would be helpful.

to

di scussi

t he

of
6i nstrumen

t he

ng

cl ear

t h
to

nstrument
wi t h

rm

t e
to i

n

somewhat
whi chever

according t

e vibrational
me impling lihes, ®r making dmvrere riggdr o v i d

(o]

itsel f,
t he

whereas i

gas pow of

di sTtirlalrA S on,g/

t h

c

e

and

ase is ap

revi ewer

f

structur a

We have amended the last sentence of Sect. 2.2.4 to readaoagever, this motion sensitivity could be minimized by
keeping tubing lengths to a minimum and reinforcihg strain relief of the sample tubing connected to theTQDAS

enclosure inlet and outlet ports (e.g., rigidly securing all flexible tubing to the frame of equipment rack with cabieties)
to installation on

In Section 4.1, the autlo r s

the p

ow

of zero ai

r

t he

describe

bei

ai

a z
ng

er
de

Yes, we mean the 500 sccm flow to be the difference doetvn

pull ed

bet ween
sample stream was truly NHree during this test.
In Section 5.1, the authors explore the impact of inlet aging and the use of the passivant on the time response of the
system. While the proportion of h e
(D < 10%), the magnitude of the step change in concentration was rather large (50 ppb), so caution should be taken in
extrapolating that result to ambient observations.

We v e

Afadsorptiveo,

sour-c

added the fol

e r

the pow of

egions. 0

ti

zero

me

response

by the instrument.

ai

l owi ng
t e r mD @l0%), theymagnitudelof the stgpuchahge cohcentvatign utilized here is large
(e.g., 50 ppb), so ctaon should be taken when extrapolating these results to ambient observations away from concentrated

We
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r being

the sl ow, fi

5.

1: AiwWhi |l e

Section 5.2.1 presents an interesting case study in which two intercepts of an intense NH3 plume led to much different
sampl i n g esaépgndingeomwvehiether or not the passivant was being added to the inlet, as the result of a recent
contaminati on.

pre-pi ght

f ound

this

secti

on

a

bit confu

both the QC-TILDAS and the PTR-TOF-MS measured enhanced (and consistent) NHs not described. One infers

t hat

t he

passivant

wa s

bei
4

ng

used

at
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ti

me
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We have added the following clarification to this section in the paragraph where thdHTIIReasurements are described:

fiPassivant was not added to the PT&FMS; active continuous passivation was only applied the TQAS-based
instrument during the selected times described above. It is clear by visual comparison to {fieFPMR that the no-
passivated, i - IbDAS mstnumera dice mbtocapi@Qr€ all of the expected ambiens. NHis is evident from

the differences in measured Alhhixing ratios reported in Fig. 8 during thiee period between 13:20 and 13:23 when the
QC-TILDAS was @erated without passivant. During this time period the HF6RMS consistently measured more NH
than the QETILDAS, with the enhancement measutegl the PTR during the plume intersect at 13:30 MDT showing an
expected mixing ratio of ~45 ppbv. AccordingR@R-NHs, the integrated NEIsignal during the plume intersect at 13:30
MDT wasonly 14% less than the integrated N&élgnal measured during the plume intersect at 14:00 MDT, and thus a

significant enhancement in NHshould have been observed by the-QCDAS-based instrumentHowever, the non

passivated, fi-TIbDAS -based mstrament theagd@d only a fraction of the dipected during the plume
transect at 13:30 MDT, with the only attributable difference beingNélecules adsorbing to the spling surfaces 0

Speciyc comment s:

P2, L1171 NHasis regulated under the Gothenburg protocol in some parts of the world.

We have added the f ol | owHaigregulated tndex the Gothenloucy yrotocol inrsome pavithof | e

the world (e.g http://www.unece.org/environmentpblicy/conventions/air/guidanegocumentsandothermethodologick

materials/gothenburgrotocol.htm), it remains an unregulated pollutant in the Y@lliland et al., 2008) 6

P3,L33i The ODG6TIILNDABC has

traditionally

stood

We thank the reviewer for pointing out that prior usages of the acronyrT Q@ D A S

'differential’. Aerodyne Research Inahe manufacturer of the miTIILDAS NH3z monitor used in these experimentsis

recently changed th
publica i ons t hat use

e 0O0DO

to

stand for

6di fferential 6,
http://www.aerodyne.com/sites/default/files/Product%20sheet%20NH&apeti o w  u s

P7, L41 (and subsequentl y)

We have made this correction.
Figure 8 captioni6 col or de d d

We have made this correction.

shoul d

be

6col oredbo

for 6di fferent

have

referred

d i rWhiettHere aré priare t h

newer papers a
ng the word o6dir
should be O6hyg

O6Hydroscopicbéb


http://www.unece.org/environmental-policy/conventions/air/guidance-documents-and-other-methodological-materials/gothenburg-protocol.html
http://www.unece.org/environmental-policy/conventions/air/guidance-documents-and-other-methodological-materials/gothenburg-protocol.html
http://www.aerodyne.com/sites/default/files/Product%20sheet%20NH3.pdf
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Response to thenteractive short comment on manuscript # amt
201911;

The manuscript assesses the performance of a closeath, airborne-based ammonia instrument(Aerodyne Res. Inc.)
by demonstrating the performance of active passivation under flight conditionsAmmonia is incredibly challenging to
measure anywhere (with any technique) due to the significarddsorption/desorption effects on instrument/inlet
surfaces, particularly on an airbornebased platform where temperatures, humidities, and ambient ammonia
concentrations can vary dramatically. The authors show greatly improved performance when using the passivated
versus unpassivated flows for sampling large Niconcentrations (10s100s ppbv NH) from farms and biomass
burning plume. The documentation of the instrument performance versus flight mneuvers was particularly
valuable. This manuscript represents a large advance in airbornb ased ammoni a measur ement
experiences on using passivant additions in addition to /in lieu of frequent cleaning are important for future
implementation of closedpath ammonia instruments in specific but also ammonia sampling more generally
(laboratory experiments, calibrations, etc.). However, there remain some areas that require greater clarification to
put the research in the proper context.

1. The response times, and applicability, to smaller NKvariations should be discussed (and backgrounds relevant to
very low free tropospheric values, <ppbv). The detection limit needs better
justification.

Thank you for these comments. See our responses below each specific comment/suggestion related to these topics.

In this study, the step change of NElwas created by turning off the calibration gas. The change is around 85115

ppbv. This variation is uncommon for sites away from source regions. At high N#lconcentrations and large
variations, NHs observations may be less impacted by surface interactiine cause a ficl eand samp
finite number of adsorption sites which could be quickly fil up under this condition. This effect has been reported by

Ellis et al.(2010, and it may explain whypassivation did not help to increase the response time of the instrument. At

low NH3s concentrations, a greater fraction of NH molecules may interact wih the inner surface.

We agree that a limitation of these experiments is a lack of tests with lower mixing ratios, afthith could affect the
applicability of these results to some specific applications, namely the remote free troposphere. As théecsponetnout,

the effect of decreasing instrument response time with increasing step change concentration has already been extensively
characterized by Ellis et al. Therefore, the main goal of this paper is to further the works of Ellis et al. (2®Rid¥caridet

al. (2016) by characterizing the effects of passivant addition on instrument time response in flight. For this discussion we
also note that the results of Ellis et al. were reproducible in our own experiments when time profiles were gétterated
various levels of step change concentrations. One of which included a step change from ambient levdls.of, lNetween

5 and 12 ppbv) to zero, which was generated by switching on the overflow injectiorns-dfegtir at the inlet tip after a

period of sampling near homogeneous levels of ambienfidHseveral minutes. All the same, we agree with the

commenters that the text should be amended to clarify that these results may be most applicable to near source sampling
because the instrument utéid for these experiments was optimized for sampling large and rapid gradientsinfddidke.

In response to this and the next comment, we have added the following text to Section 4.4:

AAl I the same, further measurements are recommended
measurements of low mixing ratios of Mkh clean environments following long periods of exposure to near source level
concentrations. The potential for an adsorptioa | at ed fi me moasneyy., Willigme et &1.01992)f on tNeHsampling
surfaces following longerm exposure to high condestionsof NHi s di scussed in following

And we added this text to Section 5.7l this study, the instrument response is rigorously tested with a single step change
of NHs created by turning off a 50 ppbv calibration gas mixture. We hatestich large variations in Nlhixing ratio may

6
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f

S



10

15

20

25

30

35

40

45

not been full applicable to field measurements in unpolluted regions away from concentrated soureessiddbtribed

by Ellis et al. (2010), large gradients in ditay be less impacted by surface intetai ons because ficl ean?o
only have a finite number of adsorption sites that could be quickly filled under highdiditions. At lower NH

concentrations, a greater fraction of NHolecules may interact with the inner surfaces. This cexgdiain why passivation

did not help to increase the response time of the instr

Roscioli et al. showed thatso of a similar instrument was 12 sec for a step change of 3 ppbv (from 0 to 3 ppbv
without passivation (2). When 4 ppmv passivant was appliedgo decreased to 2 sec for the same step change. The
instrument can be considered clean since it was flushed with NHree and low NHsg a s e s . Therefore, €
closedpath instrument may not be capable for highfrequency (>1 Hz) field application with small NHs variations

without passivation, and passivant additions may still not work for fast operation (> 1 Hz) under clean conditions.

The authors should discuss in more details about thepplicability and effectiveness of passivation to field applications

with relatively low NH s concentrations (e.g. flux measurements in rural area and airborne observations away from
sources).

We greatly appreciate your comments with respect to the cosopant time responses that we collected with those reported

by Roscioli et al. (2016). While we frame the results of the time response tests so that they can be directly compared to the
works of Ellis et al. (2010) and Roscioli et al. (2016), we belieaeiths difficult to compare the level of cleanliness of two

di fferent instrument systems. I n this parti c udftheboxg as e,
neverusedin-thefield) instrument is the same level of cleaels as the copiously flushed, yet previously deployed

instrument used by Roscioli et al. We are fortunate to know the history of both instruments, and surmise that the QC
TILDAS utilized by Roscioli et al. (2016) more closely resembles an instrumengawiiiltevel of cleanliness (similar to

what we define as a Atypical 0 o poftheboxicondjtiorcttanwe referredtogs r at h
Aficleanod in this work. This is becausaanhehQETILIDASAdptimizeddont u't
measure NEklas well as HN®(aka. two wellknown sticky molecules). Prior to lab tests, the instrument was deployed

aboard the NSF/NCAR-@30 research aircraft in the 2014 FRAPPE field campaign where it had been exposed to ne

source levels of Nkand urban emissions in the Colorado Front Range. Further, during the lab tests, the dual channel
instrument was used to test several strong bases as passivant agentsafiod Néleral strong acids as passivant agents for
HNO:s. In our experience with contamination and cleaning of sampling surfaces, we found that the instrument flow path
could only be truly cleaned by replacing tubing and inlet components where possible and by performing several cycles of
ethanol/water rinse followelly weeklong periods of flushing the sample flow path with Niee air. The dual channel

instrument was solely flushed with Niftee air prior to lab experiments, but sampling surfaces were not systematically
cleaned and replaced. For these reasonsategarize the instrument used by Roscioli et al. as an instrument operating
under a middle | evel or cleanliness, |like our dAtyynd cal o
that the NH time response of the instrument contily improved with increasing passivation concentration, presumably

with an eventual lower limit somewhere at or above the volumetric flush Tinezefore, the degree to which one wants to
achieve >1 Hz sensitivity can be determined by the amount af/pasadded to the sampling system. In the case of the

flights discussed here, we made a compromise between passivant use and time response in order to achieve a reasonable
temporal response while not using an excessive amount of passivant. All the saagee@with the commenters that

further discussion is warranted about the applicability and effectiveness of active continuous passivation to fieldrpplicati
with relatively low NH; concentrations, such as flux measurements in rural areas and meassii@nasy from sources. We

now include this statement in Sect. 4 and reiterate this point in Sect. 5. See the text pasted in response to comment above.

Fig. 10: Because of the nature of the very large concentrations measured, it is hard to discern just howell the
instrument/technique can observe cleaner, free tropospheric ammonia levels after seeing large plumes. For example,
while the correlation is impressivein Fig. 10 and shows the value of this overall approach, with a several second
responsetimeforNH, t he fipeaksd andat@nuatddtosome éxtenndt would beihélpful tdoshow a
plot against a true 1 Hz tracer correlationinstead of two instruments with 2-3 second response times.
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We agree with the commenters suggestion of trying to compare with a true 1 Hz tracer. We have identified acetonitrile,
measured with the PFRoF~MS, as a better-Hz tracer that is well correlated with Nl smoke. Unfortunately, we do not

have measurements from the RTB~MS during RF15 when the aircraft performed transects of the S. Sugarloaf fire and
the NH: instrument was systematically operated with and without passivant in flight through smoke., Imsteade
measurements of acetonitrile from the Bear Trap Fire (RF09) conducted on 09 August 2018 to perform a similar linear
regression comparison of fine structure features as that described earlier in Sect. 5.2.2. vi&riefhnducted linear
regressioranalysis of scatter plots of NWersus CHCN incrementally averaged from 1 to 5 seconds until linear regression
resulted in a maximur®? value.We found the best fits resulted from regressions of measuredmiithe 1-Hz reported

and 2second averagedHGCN (R? > 0.97 and within 0.001 of each otheA timeseries of Nkl and CH;CN from an

example plume transect of the Bear Trap Fir®@K09 is included here for discussion with the commenters and mentioned
briefly in the text, but since we canmmibduce the same figure for RF15 when thesMidtrument was systematically tested

with and without passivant, we feel that adding this as a figure to the paper does not add much to the di¥¢essizm.

note that there is little hysteresis in the resmgvof background ratios of NdHHo CH:CN following the plume transect in

RF09.

20 2.0
— NH; (1-Hz)
—— Acetonitrile (1-Hz)
Acetonitrile (2-second average)
15 —
O
= I
0 w
g 10 — %
T 3
z 2
5 p—
f
v‘"\l"v Avp\ur \,ADA .v, d
0 T | T | 0.0
21:59 22:00 22:01 22:02
8/9/2018
UTC time

We assert that the Nftbbservations are well correlated with thélz reported CHCN data as well as thesecond average

of CH3CN in the discussion by adding tf@lowing tex t t o t he endSina tthe 8ne cesponsesof the CO:
measurement was limited by its sample flow rate and inlet configuration, we also compate &iiétonitrile (CHCN)
measured by the PFRo~MS. CH:CN is well correlated with NElin smoke, ad may be more representative of a true 1

Hz tracer owing to operation of the instrument inlet at a flow rate of ~15 SLPM. However, there are no measurements from
the PTRToR~MS during RF15, the research flight during which thesNiktrument was systemaedilly tested with and

without passivant. Instead, we use measuremer@HgEN from the Bear Trap Fire (RF09) conducted on 09 August 2018

to perform a similar linear regression analysis of fine structure features of measuseckibitsCH;CN, with CHCN
incrementally averaged up toseéconds. We find the best fits result from linear regressions of measugeditithe 1-Hz

reported and 2econd averaged GEN (R?is > 0.97 and within 0.001 of each other

There are also some differences between tiséart and end of the plumes in Fig. 10 in terms of th&lHs/CO ratio. As
one progresses in the plume, the NBACO ratio seems to get higher, which would beonsistent if the background is
growing. Differences in plume chemistry across the transect may be r@&ason for this, too. However, outside the
plume (start/end of timeseries), the N&f CO | e v e samé, sithed.t t he
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We recognize that there could be differences in the/Gi@ ratio between the start and end of the plumes in Fig. 10. Indeed,
differences in background mixing ratios of Blébmpared to CO before and after the first transect of the S. Sugarloaf fire are
apparent when the NtHnd CO signals in Fig. 10 are magedfiby a factor of 50 and 10, respectively. To highlight this
difference, we have amended the time series in Fig. 10 as follows:
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Updated caption for Fig. 10:
Time series of Hz NH; (black lines) and CO (red lines) measured during a crosswind trangbetsshoke plume from the

South Sugarloaf Fire (RF15) on 26 August 2018. The transects represent nearly identical passes through the smoke plun
with the only perturbation of the NHnstrument being operated (a) with passivant and (b) without passiVaemg€s in

fine structure features of NHhave the stronge&? correlation with CO when the NHneasurements are averaged to 3 s. A

x50 magnified view of 4Hz NHs (blue lines) and x10 magnified view of CO (orange lines) shows differences in background
levels of NH compared to CO before and after each plume transect.

[As context for this discussion, we note that the instrument inlet was overblown wiglfrééHairfor the duration of a2

hour preflight exercise prior to take off. Following tal#f, the instrument sampled a maximum of 5 ppbvsMidring

ascent out of Boise and was then exposed to < 1 pphJdiH-hour during transit to the S. Sugarloaf fire.]

As the commenters suggest, there could be several causes for the differencefCid kitio observed before and after the
plume transect in Fig. 10. One reason could be physical differences in plume chemistry, mixing, or background composition.
Anothercoul be fimemory effectso i n the ;alsorbgdltossanmplingisurtacemfgliondng e t
exposure to Nkl mixing ratios in excess of 400 ppbv (Williams, et al., 1992). The observation could also reflect some
combination of both. While dtinct differences in background are apparent in Fig. 10, we note that differences in
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background before and after the plume were not always observed durik@®WEesearch flights (e.g., RFO7 conducted on

06 August 2018 described in the next section af tegponse). Since the root of the differences are not immediately obvious
and because differences seem to vary among theCYME research flights, we now also include a response time for the
signal recovery shown in Fig. 10 assuming the woase scenarithat the differences in background are solely attributed to
memory effects on the sampling surfaces. In this worst case, the time for smedsdblurement following the plume transect

to recover to near background mixing ratio levels observed prior tpluhee transect (e.g., 1 ppbv) is roughly 250 s. This

time frame most closely resemblggonsf or t he At ypical 06 operating condition
highlight the commenterds poi nftosl,| owme nhga vtee xat me nidDei df fSeercetn.
ratios of NH and CO measured before and after the first transect of the smoke plume from the S. Sugarloaf fire are apparen
in the magnified timeseries for each in Fig. 10. The differences igf@@ratioobserved at 20:14 UTC and 20:25 UTC
following in-smoke measurements of hlthat exceeded 400 ppbv could have resulted from physical differences in plume
chemistry, mixing or background composition on either side of the plume, adsegdtited memory effids in the sample
plumbing due to retention of NHnolecules adsorbed to the sampling surfaces (Williams et al., 1992), or a combination of
both. Since the root of the differences are difficult to distinguish and may vary among H@AWEesearch flightsywe

utilized these differences to characterize the instrument time response given theaserstenario that the differences in
background observed in Fig. 10 are solely attributed to memory effects on the sampling surfaces. In this worst case, th
respase time for the NElmeasurement following the plume transect to recover to near background mixing ratio levels
observed prior to the plume transect (e.g., 1 ppbv) is roughly 250 s. The time frame most closely resemideshe
Aitypical whenntdhei onstrument iis operated with or without
condition are within our expectations for the instrument during this research flight (RF15) since the instrument had routinel
been used to sample nesyurce concentrations of Nkh smoke during several prior consecutive research flights without
refreshing the sampling surfaces between flights.

Related to this overall point, on the large yscale axis (500 ppbv Nb) in Fig. 10, while the concentrationlooks to be
Aficlosed to zero, in reality on 3t Bvensifthe instrungent responsectiond id b e
nominally on the order of a few seconds, going from 400 ppbv NHo sub ppbv NHs could take a long time and may

result in biases inclean conditions in the free troposphere. It may be helpful to show a vertical profile of NHn the

ascent out of Greeley (where high agricultural emission concentrations exist) and compare it to another, shlived
boundary layer tracer that would be highly enhanced in the boundary layer vs. the free troposphere. On the left
below, | show a vetical profile of NH 3 from the NASA DISCOVER-AQ California in the San Joaquin Valley (taken
from Sun et al ., 2015) , where the iimportance of the au
where concerns of going very high Nklto nominally sub-ppbv NHs at high altitude could still be an issue even with

this approach. Also attached on the right is a profile of N@ ethane, and CN in the Greeley area from DISCOVER

AQ Col orado. | 6m not sure i f these aauiek lookebateosescanrseelvery t h e
sharp gradients at the top of the boundary layer, and it would be illustrative to see how the shape of the Nptofile
compares to other ~ shodived tracers when ascending/descending across the mixed layer height. WCAN should

have plenty of such measurements on the-C30 to compare.
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We agree that comparing vertical profiles from an ascent and descent is a great suggestion. While we do not have extensive
enough vertical information from the test flights near Greeley, we do have a spiral over the California Central Valley about
60 milessoutheast of Sacramento during YZBN research flight RFO7 conducted on 06 Aug 20 spiral aimed to

sample aged smoke in the Central Valley, and thus consisted of a descent followed by a spiraling ascent spanning between
4.5 km and 1.2 km AGL. As shcthe observations (shown below) likely reflect a combination of aged smoke and

agricultural emissions. Changes in Nite consistent with changes observed for other tracers. While it may appear that there
is some hysteresis in Nldompared to CO and GHround 1.5 km as the aircraft ascends through the mixed layer, a closer
look (e.g., NH magnified x10 in the figure below) shows thatNHi xi ng rati os i mmediately dr
these observations i nto c onabae it shauld betnbted that the meximym;Néking e c t o
ratio prior to ascent during the spiral in RFO7 was < 15 ppbv compared to the background measured in RF15 following a
smoke plume transect where BiWas > 400 ppbv. A systematic analysis of the-@WA&N research flights for physical

differences in plume chemistry, mixing, background composition, and hysteresis with plume concentration are beyond the
scope of this work, but several of these topics are forthcoming HOWE publications. Therefore, we inada the

discussion of a worstase scenario of hysteresis in the manuscript, and only provide the following plots of vertical profiles

for discussion with the commenters.
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Figure 3: It is hard to see on Fig. 3a, but the constant altitude segments seem to show quite a biasfability in the
background, say, from-0.2 to +0.2 ppbv NH within an altitude level for a given 1 Hzmeasurement. This calls to
guestion as well the accuracyf anything < 0.5 ppbv, given that thebackground is changing by 0.4 ppbv. What were

the ascent rates/ gbs af tEe 50epptc NH: semsitivityt ta typical dlight maneudess | e g

mentioned in the t exwihBEg aslfrmbdt of he varmability ¢s mige itosthte @astent portions (g
forces), then perhapsal1Hz i meseri es of the constant | eg woupridrtobe he
overfilling the inlet for a zero for these flights upon takeoff in Broomfield? tbw often was it zeroed vs. sampling?

10% duty cycle? Entire flight? 50%? The wording wasnot

The symbols and error bars in Fig. 3 represent the mean and 3s standard deviation of the mean measuredurang level
constant altitude legs. Here, we purposefully depict the 3s standard deviation to illustrate the range of variabilfyestth re

to 3 times the Allan deviation, which we definedzeras th
signal level in Fig. 3 spans +200 pptv around zero, or 400 pptv total. While we continue to report 3 times the precision as
determined from the Allan variance since this is how the detection limit for similar instruments is reported in thesliteratur
we have added t he Werlotk thatihe toue detectidd éinaittof the dnstriment in flight may be better
represented by th&ll range of variability about the mean zero signal level from the observations in Fig. 3 (e.g., an
instrumend et ecti on | imit of 400 pptv). o0 We have also added t
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Ascent profiles were typically performed at ~1000 ft/min. The 50 pptv sensitivity reported in Fig 4 and Sect. 4.2 is specific
to turbulence and turns. To further clarifyetvariations in Nklzero signal level with altitude in Fig. 3, accelerations at the
onset of an ascent at 1000 ft/min were measured to be 0.4 g for-tteevapmotion, 0.1 g for the siekidde motion, and 0.07

g in the foreaft motion. Given the acceleratis during ascent and the slopes of the measured motion sensitivities (in units of
ppbv/g) determined from Fig. 4., it is reasonable to expect as much as 400 ppt of variability from motion serSstivity.

4.1 and 4.2 have been updated with the follgwiext to clarify the observations during ascent between constant altitude legs
inFig.3:Al't should al so be not e down hral forelft dimepsonsaae alsolsignifieant atdhe s |
onset of vertical ascent. Accelerations measimettie updown and foreaft motions at the onset of a 1000 ft/min vertical
ascent were measured to be 0.4 g and 0.08 g, respectively. Given the slopes above, these accelerations correspond
maximum change in N¥izero signal level of 400 ppturing ascent, which is consistent with the variability in zero signal

| evel observed in Fig. 3 when ascending between constan

We have also added a time series of the vertical ascent profile while overblowing the inlet tip witlked\dir to the bottom
of Fig. 3, as shown here.
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Updated caption for Fig. 3:
In-flight variations in zero signal level (in units of ppbv of §hvith respect to changes in (a) altitude, (b) cabin pressure,
and (c) cabin temperature. A time series (d) filtes the effects of motion sensitivity on the zero signal level as the aircraft
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initiates an ascent and then levels off at a constant altitude. Gray symbols and lines represent the 1 s average b®all of th
Hz data points collected in flight while alowing the inlet tip with NH-free air; the red line in the time series is altitude
AMSL. Colored symbols and error bars in the vertical profiles represent the averageefdHsignal and 3s standard
deviation for each constant altitude level, 5 Tormrireme nt s in cabin pressure, and 2e
Variations are largely within 200 pptv (denoted by the light gray shaded areas).

For further context, we have aHRostlieseexperimehthé ibsteuménoidletvasvi ng d
continuously overflowed with Nfree air for the duration of alBour preflight exercise prior to take off. Overflowing the

inlet was purposefully done to keep the instrument system free of contaminants (e.g., exhaust from ofhandigroaine
based support equipment) prior to sampling in flight.Oo

We added si mil ar During WECAN theSNH ihstrumént vizas Bpicallyi zeroed between crosswind
transects of a wildfire smoke plume when in background air and either just prior to or during turns. The instrument was
zeroed every 120 mins during transits from Boise to the wildfires sampled withfridiguency of zeros depending on the
transit time. Zeros measured during VZAN research flights were typically collected for a period of 1 to 2 minutes, a
duration much greater than the instrument response time, to ensure that zeros were measuredvéglPwdhthe final

zero signal level. Prior to each research flight, the Mistrument was overflowed with NHree air for the duration of & 2
hourpref | i ght exercise. 0

Table 2: 1 really appreciated the mass balance in Table 2/discussion (neat expegnt!), though evenhere differences
of ~ 10% of counting molecules still could mean significant backgrounds still exiselative to very clean conditions
(though | recognize this mass balance counting is within the instrument uncertainty).

In summary of al | of the above, taking 3 times the 1 Hz precisi
assessment of instrument accuracy at low concentrations. It seems the instrument is well designed for
fires/agriculture but future work is still needed for clean conditions after such large plumes (or more justification in

the manuscript). This is particularly true when going from dirty to clean conditions, given the many sampling biases

that still may exist for ammonia.

We have updated the discussaimout detection limit given the 400 pptv variability in Fig. 3. We have also added notes
about sampling biases in accord with the responses above.

2. Validity of using bi-exponential decay model and meaning of the parameters should addressed:

The bi-exponential decay model is essential to the discussion about instrument response time. @bthors used the
bi-exponential decay model to determine the response times of the instrument dgsociate gas exchange and the
interaction of NHs molecules with sampling surfaces. The fit results were also used to extrapolate the 90% and 99%
signal recovery times(®o and (g). Therefore, it is necessary to address the validity of the {@xponential decay model.

The bi-exponential decaymodel was first introduced to characterize response time of QTILDAS to NH 3 changes by
Ellis et al.(1). However, the validity of the model was not discussed in the original work. Here, we propose to use the
following a simplified surface-air exchange modeéto derive the biexponential decay model and discuss its validity.

After a step change, changes of the mixing ratioof \HH nsi de t he i nst r umediferenae ofiNsk c a u s

mixing ratio between the gas currently inside the chamber and the mel v i nt r o doy 2)eadsorpgicm or ( G
desorption to the inner surface of the instrument. These processes can be expressed as

d
ﬁ = %m =)+ lps(t) — x)
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where Q is the flow rate and V is the i nnegbetwaehaumaee o f
and air interface; s is the compensation point of the inner surface (adsorption occurs wher ..s, desorption occurs

when ...< ..s). The compensation point is a function of time and its variation depends on historical changes of \NH
concentration inside the irstrument. When there are no phase changes and chemical reactions, and the surface is not
saturated by NHs or exhausted of Nbkdur i ng the process, s could be simplif

ds
ar iy — xs).

When the surface is clean such thaisL ..,Gs equation can be approximated as

dy.

dt = KX.

For the step change =0.€onbing abl thedequationstwe hase st udy, ¢

d*y (0 dy
hd YAz
r.r;2+(u+”]u!r X

The general solution to the differential equation is

¥ = A e!{pl—é( ||I(§) +2(%]x+ SK? + (gj +Jt’)f
k
[y 2
(8 s 2 rse-3)-)

t t
= A, exp (— r_) + A, exp [_r_)
1/

3

+ A, exp

It can be seen from above derivation that the bexponential decay model approximates the universal sdlan of the
differential equations, but it only works under certain conditions- the most important one is the relative cleanliness
of the surface. After certain time, ...will approach ..s and the solution to the differential equations becomes
significantly more complicated and is unlikely to follow biexponential decay model. The authors should clarify the
applicability of the bi-exponential decay model.

Given the validity of the bi-expanential decay model, it may be more reliable to derivéo and &o using observed time
series directly if the measurements are not noisy.

t1 and 12 represents the combined effects of both gas exchange and-sirface exchange instead afepresenting the
effects separately. Therefore, the statements abotit and 2 from line 22 to line 24 on page 10 should be removed.

We greatly appreciate the time and effort by the commenters to provide us with a detailedassueiacieange model fahe
bi-exponential decay. We would be happy to include your model in this paper or future papers-ifeaipesd reference

can be provided. However without that, we feel that derivations of this model are beyond the scope of this paper, and it
seems mee appropriate for the commenters to develop this model as the originators of these concepts. All the same, we
agree that the Bxponential fits do not always provide a perfect representation of the observations, which could indicate
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instances where theadel fails to adequately describe the physical systamsuggested by the commenters, we now also
include values fotgy andtyg in Table 1 that are directly determined from the observations in Fig. 5. The new parameters are
denoted a$o,cnsandtagons HOWwever, we also continue to frame the results using the existiexpbinential decay model in

the literature for the following reasons: 1) as a way to provide context for fitting the time response profiles, 2) for
consistency with the approacthilized in the peereviewed literature for similar instruments (Zahniser et al., 1995; Ellis et

al., 2010; Roscioli et al., 2016), and 3) for ease of comparison to prior assessments with similar instrumentatiort by Ellis e
al. (2010) and Roscioli et aR@16).

3. Uncertainty of response time may not be representative:

The uncertainty of the response time is currently estimated using error propagation of the fitted results. However,

given the exponential natural of the issue, parameters likéo and & may have a skewed distribution (i.e. loghormal
distribution) with a long tail. This behavior may not be correctly captured by error propagation method. If fitted

results are used, Monte Carlo method should be used. If the real time series is uséd,could be estimated as the
standard deviation of time stamps 0 fos peroentderandathei 90 m,s0s Wi t h
percentile.

For comparison to the uncertainties derived from error propagation of-the@bnential fit coefficientswe now also include

an observatioased determination of the uncertainties d@kns and tog obsin Sect. 4.3. These uncertainties reflect fhe

spread in times associated with the 90£1% and 99+1% signal recovery levels, where +1% on the signal recovery level
corresponds to NO.5 ppbv for a 50 ppbv step change, wh i

*kkk

Summary: The authors have shavn a marked improvement in the use of airbornebased ammoniameasurements. In

fact, these measurements are the most impressive and reliable to date in therature and have set a new standard

for all future campaigns (airborne and ground-based). Thetechnique has applicability to Picarro and other closed

path sensors, as well as calibration methods for opgmat h sensors (whi ch, i ndeed, ha:
calibration). However, there are still many gremlins for airborne ammonia, particularly with its enormous dynamic

range in concentration and adsorption issues, which get magnified for stffpbv NH3 levels that are expected in the

free (or at least upper) troposphere (Asian UT monsoon levels excepted, possibly). | hope the points above altw f

some clarifications that strengthen the manuscript.

****Others****
Page 11, line 4.0: The manuscript never mentions how the boundary layer height was determined. Was it known
accurately in each case or simply assumed to be <1 km?

A well-mixed layer lelow roughly 1 km was initially assumedhere could be differences in the structure of the boundary
layer for the different test flights, which could be due to the colder/wetter ambient conditions during the test flights in
September 2017 compared to tharmer/drier conditions during test flights in July 2018afortunately, we have very few
parameters to compare from the test flights as the instrument payload was minimal in 2017 and not all instruments were fully
operational/optimized at the time ofetAWECAN test flights in 2018. On the other hand, we reliably have potential
temperatur e, which was collected during each flighst as
of potential temperature do indicate a planetanyrtdary layer height was primarily between 1 and 1.5 km for both the 2017
and 2018 test flights. Although, there could have been more than one mixed layer during the 2018 test flights. We have
added the following text teasur@nentstare redomeended fArlassessing samgliagrbiases f
that could arise during field measurements of low mixing ratios of INHtlean environments following long periods of
exposure to near source | evel cohoe nsbnrtidtdamplimgsurfacedhfellonngt e n
long-term exposure to high concentrations of NHs di scussed in following section
include potential temperature and a rough guideline for the boundary layer height.
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Updatel caption for Fig. 6:

Vertical profiles of NH (in ppby) and potential temperature (in K) from (a) the first and third test flight in 2017 and (b) the
test flights in 2018 when the instrument was operated without passivastmidihg ratios as high as 80 ppbv were
observed in the mixed boundary layer duringgsad approaches at GreeMield County Airport and over northeastern
Colorado compared to average mixing ratios of ~0.8 ppbv near Akron, Colorado following several days of rain. (c)
Histograms of the corresponding hlsheasurements collected above 1.5 k@LA(dashed line) show that measurements
were frequently larger than 200 ppt, especially measurements that were collected in the free troposphere.

Page 12, line 4815 The authors should be aware that the relationship between water content and NEdsorption is

not necessarily linear. The interaction mechanism varies significantly depending on the amount of water present. A
previous study by Vaittinen et al., 2018, has demonstrated this. Therefore, the two scenarios (dry vs 80% humidified)
tested here may ot be representative enough to tell the whole story.

We appreciate the commenterds points. The Vaittinen et
Sect. 5.1.3 and we have amen dMednlymasiredstwocektrenoerrelative hummidity he f o
conditions for these tests, even thotig relationship of surface interactions may be-liwear and vary greatly depending

on the fraction of water vapor addas suggested by Pogany et al. (2016) and Vaittinenet4 2018 ) . 0

And, fééa caveat otie humidity slexvels ttestadt here rinay not pravide enough information to fully
characterize the effects of passivant addition over the full range of dry to humid sampling conditions. Further
characterization of the humidity dependence with and without passiaddition is recommended prior to future
deployments of this instrument system (or similarQC L DAS i nstruments) in humid fiel

Page 13, line 4@13: It is not clear what criteria the authors used to determine that the Nkltransmission stows little
difference between the nofpassivant and withpassivant transects. (By the response time/maximum reading/amount
of the NHs measured?)
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