Estimation of turbulence parameters from Doppler wind lidars and in-situ instrumentation in the Perdigão 2017 campaign
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1 Author response

We want to thank the two anonymous reviewers for their valuable feedback and valid points of criticism to our manuscript.

1.1 RC1, General Comments

1. Sect. 3.2.4: The method to derive dissipation rate from RHI is based on the idea of Smalikho et al. (2005). Currently, I find it hard to distinguish between results of Smalikho et al. (2005) and modifications done by the authors. Where does the modification start? On p. 10, l. 17? I suggest making this much more clear in the text.

The modification is explained on p. 9, ll. 7-18. We will emphasize this more in the revised manuscript.

2. Sect. 4 and 5: The structure of these two sections is not straightforward and clear in my opinion. The authors start with some statistics of point-to-point comparison in Sect. 4.1, but already introduce the case study which they will discuss later on (p. 16, l. 9ff). In Sect. 4.2 they first compare profiles from this specific case followed by some statistical comparison of profiles on p. 18, l. 9. In Sect. 5, they finally explain the wake during the case study in detail. I suggest re-arranging these two sections. For example, the authors could start with a section on the statistical point-to-point and profile comparisons for all available days (so basically the results of Fig. 6, 10 and 11. In a second section they could focus on the case study, first starting with the evolution of conditions throughout the night (Fig. 8) followed by the analysis of the wake. When re-arranging many of the figures could (should) be combined. For example, the profiles in Figs. 8 and 14, RHI scans of dissipation rates in Figs. 12 and 16 and coplanar wind in Figs. 7 and 13. This would also reduce the quite large number of figures. Also, the authors should consider to show corresponding times. For example, it would be interesting to see Fig. 13 at the same times as Fig. 12 and 16.

We have done major revisions to Sect. 4 and 5 according to the suggestions of the reviewer. Section 4 now contains only statistical analysis of all available data, whereas Sect. 5 describes the night of 13-14 June in detail, including the analysis
with regard to the wind turbine wake. Figures 7 and 13 as well as Fig. 12 and 16 have been combined. Figures 8 and 14 need to be kept separated in our opinion because Fig. 8 shows a time series while Fig. 14 shows vertical profiles.

1.2 RC1, Specific Comments

1. **Title:** As the authors focus on the dissipation rate, turbulence parameters could be replaced by dissipation rate. We agree that dissipation rate is the main focus of the study, so we will change the title accordingly.

2. **Abstract:** The abbreviations TKE, ABL, TLS, RHI, DSW, LOS and LLJ are not necessary in the abstract as they are not reused in the abstract. This is true, except for RHI, which is reused. We will eliminate the other abbreviations.

3. **Introduction:** The structure of the introduction is not clear. In the current version, the authors start with turbulence over complex terrain, followed by model considerations and observations in general. While the proposed method can be applied to all kind of terrains, the data shown here are for complex terrain which imposes additional complexity. The authors could rearrange the introduction as follows: start with the challenges in models (wrong parameterization, impact on wind, importance for wind energy sector), continue with the methods to derive turbulence from observations and end with the particular issues related to complex terrain (which is presented in this study). This would then be more from general to specific. Also, the research objectives and motivation should be more clearly formulated and specified. We have revised and reorganized the introduction according to the suggestions by the reviewer. We now describe the challenges in models at the beginning of the introduction, but we think that we should still present the different mechanisms for turbulence generation before presenting the state-of-the-art of methods for turbulence retrievals from observations. Before giving the outline of the paper we have added a clear statement of the goals we pursue in this study.

4. p. 2, l. 15-16: This is especially true above the surface layer when few large convective cells can dominate the spectrum. A relevant study to cite in this context is Maurer et al. (2016). We will add the mentioned study to the references.

5. p. 2, l. 20: RHI scans have been used as well to derive turbulence characteristics (Bonin et al., 2017). We will add the study and information about turbulence retrievals from RHI scans.

6. p. 2, l. 26: Remove turbulence before TKE. Thanks, we have corrected this mistake in the revised manuscript.

7. p. 2, l. 34: The content of Sect. 6 is not mentioned here. Section 6 deals with an assessment of data quality and results of the analysis. We will mention it in the revised manuscript.

8. p. 3, l. 6: It would be good to mention how far the ridges are apart. We will include an approximate distance between the ridges of 1400 m in the text in the revised manuscript.
9. p. 3, l. 23: The title reads scanning lidars. While this is true it is misleading, as the Halo Streamline is not used in scanning mode. I suggest rephrasing the title to Doppler lidars.

We agree that Doppler wind lidars is the more appropriate term in the title and will change it accordingly.

10. p. 3, l. 32: What is meant by flexible multi-Doppler lidar measurements?

We will eliminate the term ‘flexible’ because it does not contain any valuable information. It is mentioned in the text that the multi-Doppler measurements are made in a range of wind directions and more details are provided in the given reference.

11. Fig. 1: The rotation of the map is confusing in combination with the wind directions discussed in the result section.

We have changed the map to not be rotated in the revised manuscript.

It would be good to add a small map to show where in Portugal the measurements were done.

We think that the references and the text give a good idea about the location of the experiment in Portugal and another map would overload this figure. It is also not really relevant for the study. For those readers interested in mesoscale and synoptic circulation, the supplementary material gives maps of the whole Iberian Peninsula, and indicate the experiment location in these.

The contour labels are hard to read and the grey structures are not very clear to see.

The contour label size will be increased in the revised manuscript. The grey structures shall just give an impression about the distribution of roughness elements.

For #3, 4 RHI directions are given. Please indicate which ones are used in the analysis (Fig. 15).

All of these directions are used for DLR#3. Each direction corresponds to a virtual tower in a different distance to the wind turbine as shown in Fig. 14.

In general, the abbreviations used for the different sites are not consistent throughout the manuscript. For example, trSE 04 is named 20/trSE 04 and CU TLS is just labeled TLS in the text. The OU CLAMPS lidar is referred to as Halo Streamline lidar in the caption of Table 2. This is unnecessarily confusing.

We will make sure the labels for instruments are consistent in the revised manuscript. Towers should be labelled according to the scheme 20/trSE_04, the TLS will be labelled TLS consistently and the vertical staring lidar will be labelled CLAMPS.

12. Fig. 2: I am confused by the position of lidar DLR#2. From Fig. 1 I have the impression that it is in the valley while in Fig. 2 it seems like it is on the slope. "lidar CLAMPS" should be labelled the same way as in Fig. 1.

The position of DLR#2 is consistent in all plots and in the photograph of Fig. 2. It is not at the lowest point in the valley in the given cross-section, as can also be seen in Fig.1 in the contour lines.

13. Table 1: Please comment why the range date distances were chosen differently and give the physical resolution which results from the pulse length.

Initially, scans with range gate distances of 10 m for all three DLR lidars were desired. However, in the course of the
campaign, it was desired to measure more of the inflow of the wind turbine, which can be captured with DLR#1. With a given limitation of the total number of range gates, the range gate distance was increased for this purpose in DLR#1. Since there was no reason to increase the range for DLR#2 and DLR#3, the range gate distance was kept as low as 10 m. The specified physical resolution by the manufacturer for the given configuration is 50 m and will be added to the table.

14. **Table 2: What is the physical resolution of the Halo lidar?**
   The specified physical resolution of the CLAMPS lidar is 30 m. It will be added to Tab. 2 which will be merged into Tab. 1 in the revised manuscript.

15. **p. 5, l. 3 and l. 10: Please comment a little more on the chosen specifications for the lidars. How continuous were the vertical stare measurements of the OU CLAMPS lidar? Where they only interrupted by the VADs every 15 min? You should also mention here that the Doppler spectra are stored during operation as they were needed for the analysis. How are the data filtered? Did the authors apply a SNR filter to detect erroneous radial velocity data before the LOS variance is calculated (Eq. 13)?**
   We will explain the measurement sequence of the CLAMPS lidar in more detail in the revised manuscript: nine minutes of vertical stare measurements are followed by six minutes in which one along-valley RHI, one cross-valley RHI and one VAD scan are performed. For the CLAMPS lidar, only LOS data is used. Doppler-spectra are only used for the RHI retrieval. The CNR-threshold for CLAMPS was set to -23 dB. We will add this information in Sect. 3 where we think it is more suitable.

16. **p. 7, l. 9: Please clarify what is meant by ensemble average in this context.**
   The ensemble average is the mean over \( n \) identical experiments. This is a theoretical, ideal case, which cannot be achieved in the atmosphere. Usually, spatial or temporal averages are used in experiments under the assumption of homogeneity (see Stull, 1988).

17. **p. 7, l. 18: What does the integral length scale describe?**
   The integral length scale is precisely defined by Eq. 7. Integral length scales characterize the range of energy-containing eddy length scales.

18. **Sect 3.2: The order in this section (sonic, TLS, lidars) does not agree with the order in Sect. 2.2 (lidar, TLS, sonic).**
   We will change the order in Sect. 2.

19. **p. 8, l. 7: Why not include the inertial dissipation technique in Sect 3.1?**
   Because it is a technique that is used in this case for the TLS data and not a basic equation.

20. **p. 8, l. 15: No brackets around O’Connor et al. and Bodini et al.**
   Will be corrected in the revised manuscript.
21. p. 8, l. 17: How is the range of the inertial subrange determined.
A detailed description of the determination of the inertial subrange and $N$ is given in Bodini et al. (2018). The reference will be added in the revised manuscript.

22. p. 8, l. 23: Which height is used for $U$? One value for all heights or height dependent? It could be mentioned that the horizontal wind speed is not necessarily the propagation speed of cells and the turbulence characteristics such as the integral length scale may be very sensitive to the choice of $U$. A recent study dealing with this topic is e.g. Adler et al. (2019).

We use wind speed at the same height where dissipation is calculated. We are aware and it is mentioned in all references that the assumption of frozen turbulence is inherent to this method and a violation will lead to errors. This is however also the case for stationary in-situ measurements. Also, integral length scales are not determined from the vertical stares.

23. p. 9, l. 1: "..measured lidar spectrum."
Will be changed in the revised manuscript.

24. p. 9, l. 17: How many different points are in one square sub-area?
This varies with distance from the lidar. Close to the lidar, there are as many as 15 points, while far from the lidar it can be reduced to 3-5 points. Most of the large scale variance is captured through the temporal average of 30 minutes and tests showed that an increase or decrease of measurement points in the sub-areas does not change the results significantly.

25. p. 9, l. 20-21: Although 30 min are a common averaging intervals it might be too short and contributions by larger cells might be missed, in particular above the surface layer.
We agree that large cells and coherent structures are important contributions to turbulent mixing, but they are just as difficult to measure and more specific studies related to these phenomena will be necessary in the future to understand their impact on turbulence measurements with lidars.

26. p. 11, l. 2: Eq. 13 and Eq. 20 both give expression for the measured velocity variance. Which one is used?
Eq. 13 describes how velocity variance is calculated from measured data. Eq. 20 relates this to the theoretical model.

27. p. 11, l. 4: Please explain a little more what is shown in Fig. 3.
Figure 3 is an illustration of the theoretical model for atmospheric turbulence and the theoretical lidar spectra that are measured with the lidar. We will give some more explanation in the revised manuscript.

28. p. 11, l. 5: Please refer to Eq. 8 for the von K´arm´an model.
Will be added in the revised manuscript.

29. p. 12, l. 1: Under which assumptions is the equation for $H_p$ simplified?
The simplified version assumes a Gaussian window shape. The information will be added to the manuscript.
30. *p. 12, l. 5-9: Are these equations from Smalikho et al. (2005) Why \( \Delta z \) and not \( \Delta z \) in Eq. 29 and 30?*

Yes the equations are from Smalikho et al. 2005 as we say in the text. The \( \Delta z \) is just a typo that will be corrected in the revised manuscript.

31. *p. 12, l. 14: Why \( \hat{L}_v \) and not \( L_v \)?*

The hat is used to distinguish between the approximation and the analytic solution for \( L_v \). Later in the text we mention that we will only use \( L_v \) for simplicity in the rest of the manuscript.

32. *p. 12, l. 20: Why not \( \sigma_v^2 \)? I thought the hat denotes measured variables?*

We mean the total LOS velocity variance as described in Eq. 19 here, we will change the text accordingly.

33. *Sect. 3.3.2 and Sect. 3.3.3: Are these methods new or have they been done before? Please cite appropriate literature or make it clear that this is novel.*

These methods are basic error propagation applied to the equations in Sect. 3.2. We are not aware that this has been done exactly this way before and therefore we introduce it in Sect. 3.3.

34. *p. 15, l. 12: ".. measurements are taken (Fig. 1)."

Ok.

35. *p. 15, l. 14: How is the interruption by VAD every 15 min affecting the retrieval of dissipation rate from vertical stare mode for 30 min intervals?*

The algorithm is based on the small scales in the inertial subrange. If all assumptions hold and turbulence is stationary within the 30 minute interval, the retrieval should not be affected by the interruption, only the statistical error will increase.

36. *p. 16, l. 1-3: Here, the authors say that the scatter is related to the spatial separation. On p. 15, l. 12-13, they state that they expect a similar behavior. Please rephrase.*

Similar does not mean that exactly the same values are expected, so we do not see a contradiction in these statements. In any case, we will rephrase, stating that we expect similar diurnal development.

37. *p. 16, l. 3: Where is shown that the uncertainty of the retrievals for vertical stare mode increases for weaker turbulence?*

It would be better expressed by saying that the relative uncertainty \( \frac{\sigma_v}{\varepsilon} \) is higher for weaker turbulence. This follows from Eq. 37. In Fig. 1 we show the relative uncertainty in dependency of the LOS variance.

We think it is not necessary to show this plot in the manuscript, but will explain that the statement is based on Eq. 37.

38. *Fig. 6: How many data are used for the scatter plots? The squares and circles for DLR#2 and DLR#1 are hard to distinguish and the color range for low probability density is hard to see as well. Please change.*

As it is described in Sect. 4.1, RHI measurements with the described configuration are only available from 9-15 June. There are 149 valid half-hour periods for DLR#1 and 89 valid periods for DLR#2 after filtering has been applied. The
difference occurs due to the CNR of the lidar measurement at the location which is compared to the sonic anemometer. A lower CNR is more likely to be filtered. DLR#2 is situated rather close to the tower (∼120 m). With the far focus setting of the lidars (∼1000 m), the CNR at this point is significantly lower for this instrument compared to DLR#1 with a distance of ∼500 m to the tower and thus, more data in low signal conditions are filtered.

The vertical stare lidar was operated in the same configuration from 6 May to 15 June and thus considerably more data is available with over 1400 valid half-hour periods. We will modify the color map in the revised manuscript as in Fig. 2. It will be easier to distinguish individual points between DLR#1 and DLR#2 then, too. However, in the range of high point density it will still be difficult, but we do not consider this critical, because the results are very similar and would not justify a second plot. A comparison of the two lidars is given in Fig. 11.

39. p. 16, l. 9 - p. 18, l. 7: This better fits to the case study section (see major comment 2).

We did restructure the manuscript following the suggestions by the reviewer and the paragraph is moved to the case study section accordingly.

40. Fig. 7: It would be more helpful for the analysis to show the same time periods as in Fig. 9.

This will be changed in the revised manuscript. We will show the time period 0400-0430 UTC (see Fig. 3).

41. p. 17, l. 5: Better say "..retrieved values of $\varepsilon$..."

It will be changed in the revised manuscript, although these statements are about sonic anemometer measurements and there is some discussion if the methods to obtain dissipation rate from sonic anemometers should be called a retrieval. Probably the best way is to call it an estimate.
Figure 2. Scatterplot of RHI dissipation retrievals compared to sonic anemometer estimates.

Figure 3. Coplanar wind field for the half-hour period 0400-0430 UTC.

42. **Fig. 8:** It would be helpful to indicate the time period of the profiles and of the RHI scans shown in the other figures for the case study in the time series plot. Which bin is shown for the RHI scans and vertical stare? The ones closest to the tower measurement height? The plots actually start at 21 UTC and not at 00 UTC as indicated in the caption. We are afraid that the plot that is already quite busy would be overloaded if indications of time periods were added to it. The time periods are given in all plots and should be easy to find in this plot as well. The caption has been corrected for the right time period in the revised manuscript.

43. **p. 18, l. 3:** "... at 0400-0430..."

Although the style guide of Copernicus journals explicitly allows the notation with dots (three dots though...) we will change it in the revised manuscript.

44. **p. 18, l. 6:** I mainly see a better agreement above 400 m and not above the ridge.

At 0400-0430 UTC at 50 m above the ridge, the difference between tower, CLAMPS and TLS is almost one order of
magnitude, whereas there is an almost perfect agreement between the systems from 0500-0530 UTC. The variability in TLS and DLR#1 and DLR#2 from 0400-0430 UTC is much higher between 0-200 m, compared to 0500-0530 UTC. For these reasons we think that our statement is justified.

45. p. 18, l. 9: In the caption of Fig. 10 it is stated that the period from 9-15 June is shown and in the text is says 14 June. 
   ".for 14 June 2017" is a typo and will be corrected in the revised manuscript.

46. p. 19, l. 1: How are the values interpolated? Linearly?
   Yes, we consider a linear interpolation in the rather high vertical resolution of the measurement points to be the most reasonable solution.

47. Fig. 10: What are the number of values used? Figs should not be in the middle of the page surrounded by text, but rather at the top or bottom.
   In this scatter plot, the same time period as in Fig.6(b) is considered, but for height levels between -160 m and 800 m above ridge height. This yields more than 3500 points.

48. p. 19, l. 3: What is meant by these directions differ significantly? As the azimuth is the same, do the authors refer to the elevation angle? Why do the authors say that the dissipation rate should not depend on the direction? If the elevation angles of the lidars are different, they average over different volumes even when volume center is identical. So, they can be (slightly) different.
   If the theory of local isotropy of turbulence at the small scales, which is the basis for the methods described in Sect. 3 holds, there should not be a systematic difference of dissipation rates retrieved with different elevation angles. Of course, small differences due to different sensing volumes are expected and manifest in the scatter of Fig. 11. We hope this explanation is clearer and will rephrases the revised manuscript accordingly.

49. Fig. 11: Why not show this comparison for all available days? This should then much better fit to the (proposed) statistic section.
   We included all available days in the revised manuscript. The R-value increases that way, but the conclusions we can draw are not changing.

50. Sect. 5.1: While in the previous section mainly time intervals (e.g. 0500-0530 UTC) were given, the authors now use the center (?) times of the intervals (e.g. 0515 UTC). Please homogenize.
   We will make sure to correct this in the revised manuscript.

51. p. 20, l. 18: The information that there were radiosoundings and information on the launch time, etc should be given much earlier in the manuscript.
   We will add this information in Sect. 2.2.

52. Fig. 12: Why do the authors not include the dissipation rates from the towers in these figures? Indicate in the caption what the squares and circles are.
In Fig. 12 we want to show the vertical structure and spatial distribution of dissipation rate. The tower measurements would overload this figure and be very hard to read. In the revised manuscript we zoom into the plot for the wake analysis and in these plots, tower measurements will be included.

53. **p. 22, l. 1**: *Where is the Lower Orange Site? Indicate in Fig. 1 and use uniform naming*
   
   The Lower Orange Site is introduced in Sect. 2.2.1 as the site where the CLAMPS lidar is placed. Since it is only mentioned at one other point in the manuscript, we will just refer to it as the CLAMPS site instead in the revised manuscript.

54. **p. 22, l. 3**: *What time was sunrise? Are there temperature profiles available throughout the night? Was the whole valley filled by an inversion or was there a capping inversion near ridge height?*
   
   Sunrise was at 0601 UTC. Unfortunately temperature is not sampled spatially as wind is in the Perdigão experiment. There are continuous vertical profiles of temperature by microwave radiometers, which are however known to not resolve the inversion layers very well. Numerical simulations could be used to study the thermal stratification in more detail, this is however beyond the scope of this manuscript and will have to be targeted in a future study.

55. **p. 22, l. 6**: ".. at 235° (Fig. 8)."

   OK.

56. **p. 22, l. 14**: *I do not know what the authors mean by ring of large $\sigma_t^2$. Please indicate in Fig. 15*
   
   In response to this comment and comments by reviewer #2 we will remove Fig. 15 from the manuscript. The data by lidar DLR#3 is poor due to some technical issues of the lidar instrument.

57. **p. 22, l. 19-20**: *I am not sure I can follow this: The inversion is about 100 m above ridge height (from launches in the valley center). The high dissipation rates are confined to a layer below the ridge height. So how can they be trapped under the inversion?*
   
   We admit that this is a statement of an assumption we made but cannot proof adequately with the available dataset, especially because we do not have spatial data of temperature. We will rephrase this in the revised manuscript.

58. **Fig. 15**: *This figure is difficult to understand. It is hard to imagine where the slices are placed. It would be good to at a sketch here or in Fig. 1 to show where the slices are. Maybe a 3D plot would help as well, where the shown slices are placed in the 3D orography. Maybe the authors could even combine several slices from DLR#3 or even with the slices from #1 and #2 to give a better impression of the 3D conditions.*
   
   The slices are indicated explicitly in Fig. 1, just like for the RHI plane of DLR#1 and DLR#2. We did combine the slices of all lidars to do a virtual tower retrieval, which is also shown in Fig. 14. Due to reasons mentioned above we have however decided to remove Fig. 15 from the manuscript.

59. **Sect. 6.1**: *As this section mainly deals with turbulence measurements by Doppler lidar this should be specified in the title.*
It is true that most of the specific points are for Doppler lidar measurements, however there are also general statements given that refer to all measurement instruments.

60. **p. 24, l. 7-12: Isn’t the variability within the averaging volume partly considered in \( \sigma_t \)?**
   Yes, the variability within the averaging volume is reflected in \( \sigma_t \). For the method that is described in Sect. 3.2.4 to work and all assumptions to hold, \( \sigma_t \) needs to in fact only contain scales within the inertial subrange, which is not the case if \( L_v \) is smaller than the averaging window (see Fig. 3).

61. **p. 24, l. 13-15: The large uncertainties for small dissipation rates are likely related to the accuracy of the Doppler lidars.**
   As shown in the uncertainty propagation in Sect. 3.3, the uncertainty of dissipation rate is clearly depending on the uncertainty of the lidar variance measurements. However, the theory on which lidar retrievals are based has some limitations on integral length scales in dependency of lidar sensing volume as well which are described in this manuscript.

62. **p. 24, l. 21: "... was sufficient to capture..". How was this tested?**
   We did calculate the results with smaller and larger areas and time periods. We agree that not having shown this in the analysis makes the statement hard to justify and we can also not guarantee that it is true for all situations and points in space. A time period of 30 minutes is however a common averaging period in ABL turbulence research. We will rephrase accordingly.

63. **p. 24, l. 24-25: This is certainly a limitation for the method. Very often there is no option to calibrate with in situ measurements. Can the authors comment on how useful the method is, when no calibration can be performed?**
   We believe that we can show that for the case of the Perdigão campaign, the method is very helpful to show the spatial distribution of dissipation rates as it has never been shown before. An investment of one sonic anemometer for example with a ten meter mast is low compared to the lidar instrument and we would strongly recommend it. The method can also be applied without the calibration but some improved characterization of the lidar parameters themselves, for example in a laboratory, would be necessary. We believe there are a lot of prospects for enhancements and improvements to make the method more robust, even with a standalone instrument.

64. **p. 25, l. 10: How far downstream in terms of m are three rotor diameters?**
   One rotor diameter is 82 m. This information will be added to the manuscript.

65. **p. 25, l. 25: Strictly speaking, the authors analyzed only one period in detail and attributed the disagreement to the wake. However, there are several more periods, when the dissipation rates from the different instrument differ.**
   In fact, this period has the largest systematic disagreement between the instruments over a rather long period. It is introduced and presented as a case study of a very interesting phenomenon. Looking into other cases could be part of future work.

66. **p. 25, l. 29: "Within its limitations (Sect. 6.1)...."**
   Ok.
67. p. 27: The list in Appendix A is not complete. For example, \( \sigma_I, \sigma_e, \hat{L}_v \) are missing. Please complete. \( \sigma_e^2 \) is given is given in the appendix. The other two variables will be added.

68. Fig. B1: Why did the authors use WRF simulation for the large scale conditions when a radiosounding was available? What does "location: tower 20 mean" in the plot?

Figure B1 goes in combination with the supplementary material which is provided for the interested reader to get more acquainted with the mesoscale situation and is less relevant for the study itself. Radiosoundings do not give information about the mesoscale and synoptic circulations as the WRF simulation does. We will add the radiosonde data to the plot to make the connection between simulation and measurements (Fig. 4).

Figure 4. Wind speed and wind direction up to 6 km as an average from 0300-0330 UTC from WRF simulations and from the radisonde (RS) launched at 0255 UTC on 14 June 2019.
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