Dear Editor,

We have compiled our point-by-point response tommemts made by both reviewers below.
We have also included a marked-up version of thdifieol manuscript, addressing all of the
reviewer’s concerns.

Yours faithfully,

Adil Shah



Response to reviewer 1




We thank the reviewer for taking the time to review manuscript and for some very useful
and constructive comments and suggestions. Wereapended (red text) to each comment
(black italic text) in turn below. We have usedsheomments and suggestions to update and
improve a revised version of the manuscript.

Shah et al. employ two different UAV platformsuargify known sources of CH4 during a
series of release experiments. The deploymenligiter prototype Microportable
Greenhouse Gas Analyzer (pMGGA) is new and mawtbeesting to other potential users

as well. The authors have done a reasonable jah#wacterise the sensor in the laboratory;
however, testing of the sensor in a harsh envirariméh varying temperature and pressure
is missing. The near-field Gaussian plume inversi@thodology presented in previous work
was applied to the release experiments, and thmatgd fluxes and associated uncertainties
were compared with the known sources. The papeelisstructured and well written, and
can be published at AMT after taking into accotnet following comments.

We agree that the importance of temperature argspre variability were not well described.
We hope we have now strengthened the manuscrigtitlsessing this concern. We have
added a new table (Table 5), which shows that b#it\ain cell temperature for the MGGA
and pMGGA was no more than 1.3° C and 2.7° C, stsm@dy, within each UAV flight,
compared to a variability of 2.9° C noted during &8-hour MGGA Allan variance
characterisation. During the MGGA Allan variancsti¢here was no discernible systematic
effect of either cell temperature or cell pressameneasured methane mole fraction (see
section S1 of the supplement, newly added, whish eescribes this). With regard to
pressure specifically, all measurements were madmhbient atmospheric surface pressure,
which changes only very slightly up to 50 m in ttignd between flight surveys.
Furthermore, the pMGGA was closely controlled foxad cell pressure. Regarding
temperature and pressure conditions during samphiegvould argue that they were not
“harsh” (see Table 5) and that we should have nfaideclearer in the original manuscript.
During UAV sampling, recorded cell temperature wasaverage 23° C across all UAV
flights compared to calibration temperatures fer MMGGA and pMGGA of (31.4+0.7)° C
and (24.6£0.1)° C, respectively. We thank the neeiefor raising this point. On a wider
point, a truly harsh environment, such as volcaaidera sampling, would (we agree) likely
require further characterisation in extreme temjpees, but this is out of scope of this work.

General comments:

1. A weak point of the calibration in Section Z2hat the temperature and pressure
dependence of CH4 measurements by both the MGGkhamMGGA is not characterised,
which may be potentially much larger than the daictor uncertainty and the offset
uncertainty. In the case that the field charactaticsn was not performed, why not
characterize it in the laboratory?

This is a very useful and valid point. To test ¢fiect of changes in cell temperature, we
measured a test gain factor of 0.9979 (at 12. 6Wet than the main calibration) and for cell
pressure, we measured a test gain factor of 0.@86%7.2 mbar lower than the main
calibration), in the MGGA (noting, as above, thell pressure is fixed and controlled for the
PMGGA). Neither test revealed a discernible changdGGA gain factor within uncertainty
(this point is now made in the final paragraphegfteon 2.3). To put this into context, if
sampling 12.7° C above the cell temperature canwtof the main calibration, mole fraction
enhancements (above the background) of at leagip?n3would be required for the
temperature effects on gain factor to be largem tha instrumental noise (characterised by



the 10 Hz Allan deviation). Such an enhancemergl&ively large compared with typical
ambient sampling of plume emissions at a distarara & source.

In addition to these specific tests, we utilisechgling from the 19-hour MGGA Allan
variance test, where variability in cell temperatand pressure was characterised. This is
also now described in the supplement. Though therEssure and temperature variability
ranges were limited to a “reasonable” range ofdgpambient conditions, these parameters
showed no obvious methane mole fraction correlatiotih Pearson’s correlation coefficients
of -0.3835 and 0.4849, respectively. Unfortunatetyysekeeping data were not recorded by
the pMGGA during the Allan variance test, but ilmpiple, any correlation should be similar
as the same spectroscopic fitting is used in bwtruments. These results are now
summarised in the final paragraph of section 2.1.

2. What's the reason behind the exponential de€&2® with CH4 mole fraction? Is it due

to line interferences? It is difficult for readetis judge when the wavelengths of H20, CH4
are not given. Is there an interference between @@2H20 as well? Notice that the
exponential fits in Figures S3&S4 are based on Viemited data points. What's the air

matrix of the 100 ppm CH4 cylinder? Could the dejeece of H20 measurements be caused
by other species?

We realise that the choice of exponential fit isitaary, but we chose this as it provided a
suitable fit the available data points. Howeverals® now note that that the WMO
calibration scale only extends up to 5 ppm of me¢hao attempting to model the water
baseline any higher than this is problematic artdig@lly meaningless. We have therefore
changed our approach and we now instead use a finaaross the methane mole fraction
range.

There is a difference between the water and methbserption peaks of 0.2 nm which is
now stated in paragraph 1 of section 2.1. Thisdmegaration is sufficient that we do not
expect spectral line overlap to have a significganpact here, as the reviewer rightly points
out.

All cylinders used during the water correction @néd a synthetic air mix that included
ambient levels of argon. While including argonhe tix is important for the calibrations (as
it ensures the dry air broadening for the cylinseasurements is representative of dry air
broadening for the sample measurement) we do mpa&aexhe air matrix to affect the water
baseline because this represents the retrievead waeur mole fraction for a dry sample.
Therefore changes in the water baseline refleatgésin the baseline offset, not the line
broadening, for this absorption line.

3. Regarding the uncertainties of the estimatexe#aF, what are the fractional
contributions due to individual components? Thistimation may help reduce the
uncertainties in future measurements.

This is a very useful idea. Tlag uncertainties were derived from flux density utaities,
which were in turn derived by combining individstistical uncertainties in quadrature.
Therefore fractional uncertainties (that sum ufoten o) cannot be derived. However it is
possible to deriver for individual uncertainty components, assumingeotuncertainties to

be zero. This revealed that uncertainty in windesp@eas the dominant source of uncertainty.
This conclusion is now given in the paragraph Sedition 4, with individuade results given

in the supplement.



Detailed comments:

L92-93: The flow rate needs to be given when tfeddeng time is discussed. Alternatively,
the e-folding volume can be provided.

This is a very useful comment. The flow rate thiobgth instruments is now given in Table
1.

L97-98: The unit should be ppb instead of ppm.
Thank you for spotting this. This has now beenexied.

L159-162: should make it clear that +0.27% and +%.8re the differences between with
and without the water vapour corrections, insteddm increase of measurement accuracy.

The suggested change has now been made.

L207: Equation 10 should use the molar densityrgfair since CH4 is given in dry mole
fraction.

The reviewer raises a very valuable point here r&dése that we have thus far used wet
methane mole fraction when this should have beamerted into dry mole fraction. This
requires the humidity to be taken into account wtegnulating molar density. We have
renamed the “molar density of air” as “molar densit dry air” in paragraph 2 of section 2.4
to reflect this. We are thankful to the reviewarrasing this.

L234-239: what was the nominal flow rate? Was tbe fate recorded? What fraction of
measurements on average were omitted from eadtiZlig

Although the flow rate was not recorded, the avenagumetric flow rate through the tubing
can be calculated to be (110+10)%si from the volume of the tube and the measured lag
time, which was determined as the time betweenka gpough) at the inlet and the
instrument response. This has been added to ppragraf section 3.3 alongside the
measured flow rate through the instrument of (2#0905) cnf s™.

16% of all sampling conducted by UAV1 was omittee do kinks in the tubing. This now
stated paragraph 3 of section 3.3.

L239-240: what was the flow rate through the pMGGA?

The flow rate was measured to be (5.08+0.02) €mThis has been added to Table 1 and to
paragraph 3 of section 3.3.

L326-330: Comparing T1.1 with T1.2 in Figure 3xpect that larger emissions would be
guantified for T1.1 and with larger uncertaintiémwever, the results showed the opposite.
Why is that? Where are the centers of the plumewd®

The reviewer makes an interesting observation. $\hinay appear as though survey T1.1
should derive higher flux as there were more pliumersections, on close examination of
where T1.2 intersected the plume near the grourthane mole fraction enhancements in
T1.2 were actually far higher than in T1.1. This & seen more clearly in the time series in
Figure 2, where mole fractions of up to 12.5 ppmenrecorded for T1.1, whereas up to



25.3 ppm was recorded for T1.2. Both plumes werebwotally centred near the centre of the
sampling plane, with T1.1 centred at -3 m and Tetred at -5 cm from the centre line,
according to the NGI method. The importance ofrtgknto account the magnitude of flux
density peaks, as well as the number of plumegatgions is now described in a new
paragraph (paragraph 4) of section 4.

L335-341: It looks that the crosswind distanceas sufficient to cover the plume, especially
for UAV1. Why were the transects of UAV1 not cewteThe current sampling tends to miss
the center of the plume.

There may be some misunderstanding here, as tr@rdensome ambiguity in the
description of our flux quantification methodologyhich we hope we have now improved.
The sampling shown in Figure 3 and Figure 4 mayapps if the time-averaged plume was
not centred. This was because the time-invariamhplwas narrow (when nearer the source)
and appeared episodically due to coincidental $eietion with the UAV. When nearer to the
source (approximately 50 m away), the time-invarfdnme can be conceived to have had
less time to disperse compared to sampling appteiyn 100 m away. Therefore it may
appear as though the time-averaged plume was ntveden our sampling plane. We now
explain this in the final paragraph of section 3i8wever, in reality, where the time-
averaged plume is centred on our arbitrary samiiage is irrelevant to the flux calculation,
so long as the time-averaged plume morphology earhlracterised (as is the case here).

During our sampling campaign, we ensured that ew in a downwind sampling plane,
with the UAV approximately centred downwind of theurce using wind direction
measurements. The flight strategy was decided om @ay based on wind forecasts and on-
site surface wind measurements to optimise downwamdpling of the turbulently advected
emission plume. This point is now made in paragraphsection 3.1 and its implications are
discussed in paragraph 4 of section 3.3.



Response to reviewer 2




We thank the reviewer for taking the time to review manuscript and for some very useful
and constructive comments and suggestions. Wereapended (red text) to each comment
(black italic text) in turn below. We have usedsheomments and suggestions to update and
improve a revised version of the manuscript.

Review

Testing the near-field Gaussian plume inversior fuantification technique using
unmanned aerial vehicle sampling

Adil Shah et al.

The authors use a near-field Gaussian plume ingar@\Gl) technique to determine the
strength of methane emission sources. In that ggrtteey describe, characterize and deploy
two commercial near-IR off-axis integrated cavitgput spectroscopy (ICOS) spectrometers
from ABB/Los Gatos Research. One instrument isrgidaased and samples through a tube
from the UAV, while the other, more lightweightioment is deployed onboard the UAV.
The authors rightly claim that more reliable teaiumés are needed to determine emissions
from diffuse methane sources. The paper has twn teahnical sections: chapter 2
"Methane instrumentation and calibration" and chexp8 "Method Testing". After struggling
hard with chapter 2, | decided not to continue tieiew, and | suggest that the paper must
be fundamentally rewritten, with respect to bothgaage and content, before publication in
AMT.

We regret that the reviewer has identified a nunabéssues with section 2. We have worked
hard to address all of the specific points raisgthle reviewer by making significant
modifications to section 2 of the revised manug$dhfe hope that this improves its
readability.

Chapter 2 has four subsections:

2.1 Instrument inter-comparison (20 lines) Jondsape check # lines
2.2 Water vapour correction (61 lines)

2.3 Calibration (28 lines)

2.4 Methane enhancement and uncertainty (20 lines)

Section 2.1 d contains very little actual interc@mgon, and thus the title is misleading The
inter-comparison consists mainly of one table comitgy the manufacturer's specifications
and the key numbers of one Allan Variance plotédas laboratory measurements), which
is given in S1. In the context of this paper, whittempts to use the instruments under harsh
field conditions, much work could and should haserbdone to provide useful, real-world
characterization under field conditions, beyond wiie manufacturer reports. This may
include (but should not be limited to) performarbaracteristics and comparison (see
section title) of long-term stability, stability oélibration factors, temperature and pressure
dependence, sensitivity to vibration (UAV), lingarselectivity, (measured) response time,
concentration range, etc.

We agree that the title of this section may be eaiding. We have therefore renamed the
section title, “Instrumental overview”, to refleitie more general scope of the comparisons



made in this section. As the reviewer rightly psiatt, the Allan variance plots are useful
and have now been moved to the main manuscript.

Unfortunately, we lacked the facilities to replieaome UAV sampling conditions, such as
UAV vibration, in the laboratory. However, we caeso reason why vibrations this should
affect measurements, especially for the MGGA whiels stationary on the ground

We disagree that we sampled in harsh conditionthfe work. We sampled in the bottom

50 m of the planetary boundary layer, where presand temperature changes are relatively
small compared to laboratory conditions, especiallgmperate summer months. To better
convey this, the sampling conditions have now lj@etied alongside the calibration
conditions, for both instruments, in the supplem&ntthermore, as suggested, we now
discuss the very small potential effect of tempemand pressure variations on measured
methane mole fraction for the MGGA in the final @graph of section 2.1, which showed no
discernible impact on measured methane mole fraetith changes in the ambient range of
cell temperature and cell pressure during the Alamance test.

We believe that the temporal stability of caliboatifactors was already captured in section
2.4, where the standard deviation in offset and gaator is given over a long calibration
period in the laboratory. However the reviewer tiglpoints out that we failed to capture the
uncertainty due to linearity which we have now deieed and included in the revised
manuscript in the final paragraph of section 2.4.

The measured response time depends on the lengtb oflet, as air takes time to travel
through the external and internal tubing. This weesisured in the field. Therefore these
details are provided in paragraph 3 of sectionndére it is more relevant to the specific
instrumental set-up.

Section 2.2 is the core part of the instrumentatisa, which is reflected by its length. It
covers an in-depth description of water vapor coti@n but sadly contains a number of
fundamental flaws. Some examples are below, kaitighiis not exhaustive:

- The largest correction to obtain dry GMalues ([X["Y), needed for flux calculations, is
water vapor. While the authors do many tests ancutations (see below) to get this value,
they never show how accurate thgoHneasurements of the instruments are. They liiealg
the information (based on the measurements witkvambint generator), but the
corresponding performance is never shown. For sudbtailed water vapor study, it would
be key to deduce this effect first and then dis(arsd correct) the remaining influencing
parameters in a second step.

The reviewer rightly points out that we do not aetely derive water vapour mole fraction

in the cell. As we conduct an empirical water cctign, which by its nature is based on
reported methane mole fraction, it is not necessaderive water mole fraction accurately,
based on the conclusions of Redlaal (2013). However this empirical correction requities
water vapour mole fraction measurement to be stafieindependent of methane mole
fraction. As it was observed that the water baselas in fact affected by methane mole
fraction, our water baseline corrected for thigesymtic effect. In order to emphasise the fact
that our water correction is purely empirical amehot based on spectroscopic first principles,
we have renamed the section “Empirical water vapgourection” and we have redefineas

an “empirical water correction factor”. To be cleae do not attempt to characterise the
suitability of these instruments for measuremerwalter vapour concentration, which would



require a separate evaluation focussed on wate@uvapith a different (high accuracy) water
reference instrument. This may constitute futurekwbut the scope of this paper is on
methane measurement only, with water vapour asablgm” to be accounted for.

- Figure S3 shows the effect of £bh apparent water, due to cross sensitivity of the
analyzers. Equation 1 has no physical meaning divaton, but it produces an exponential
curve, which fits the data points nicely. If theseo clear motivation, such a weak set of
data may as well be described by a linear interpota(see S3). Furthermore, applying the
same parametekd) for the other analyzer, which shows clearly défé absolute and
relative behavior (S4), is not justified.

The reviewer is correct to point out that the exgdral baseline fit was arbitrary and was
used to fit the data well. On reflection, we realisat the WMO calibration scale only
extends up to 5 ppm, so any water baseline cooreetbove 5 ppm is meaningless, without
an equally good test for linearity up to a highederfraction using certified standards. To
this end, we agree with the reviewer and have ngplied a linear regression to the baseline
from both instruments, over the range of the WM@lesc

As we observed the water baseline to behave neadiyat 100 ppm methane mole fraction
in the MGGA, we have also applied a linear fit udihg the additional 100 ppm data. This
allowed us to assess the change in mole fractiasarements with the 100 ppm data
included in the baseline to be, on average, (0.@A% higher for all MGGA sampling
recorded from UAVL1. This analysis is now presentethe supplement.

- Somewhat similar is the issue in S5 and S7.rbissurprising to find a (nearly linear)
dependence betweerand water vapor. It is also not surprising thag¢ ttesiduals become a
bit smaller if using a second order polynomial. Hwer, since there is no information on the
long-term stability of this system (e.g. repeaiaibdnd reproducibility), these fit
characteristics are of very little use (a largeder polynomial would give even smaller
residuals).

The choice of a second order polynomial fit wasedasn polynomial water corrections used
in previous work, using similar spectroscopic teghas (O’'Sheat al. (2013), for example).
Furthermore, O’Sheet al. (2013) (who used the same off-axis ICOS technljuea

different instrument) found thatremains consistent over time with negligible tengpairift.
This valuable point has now been made in the fpashgraph of section 2.2.

- The authors call the water correction factor. This, again, is mé&léng because it contains
normalization to dry conditions, which is a standi@arocedure, and corrections for non-
perfect spectroscopy (which is specific to theilgrers).

We realise that this may be misleading and havetbee renamed it an “empirical water
correction factor”.

- Based on these badly justified fits and correwidhe authors deduce a water uncertainty
factor (,). Howeverg, is the standard deviation of the mean of the reai&lin S6/7. This
parameter carries information about the qualitytleé fit of the polynomial, but no
information about the quality of the water correctifor a specific measurement at a given
CH4 and HO mole fraction.



The reviewer rightly points out that our uncertgiist based on the quality of our polynomial
fit. We simply cannot derive an uncertainty on stnrgy that is already uncertain. We have
to assume that the uncertainty is representedebgdbdness of the fit we can produce from
empirical data. We have used the same approackliseRal. (2013) and O’Sheat al.
(2013), as guidance of optimal practice. We haeeditore clarified this in the final
paragraph of section 2.2.

Sections 2.3 and 2.4 describe the calibration pdoce and derive measurement uncertainty.

- Calibrated enhancement in methane mass densitig ((alculated based on parameters
that are obtained in the above experimental angriicedures. The procedures themselves
are correct (but see some remarks above and beldve) authors then state that their
approach is especially useful because it can bd tseetermine measurement uncertainty
(equation 11). However, this uncertainty calculatie based on laboratory measurements
and badly motivated fit procedures. It does nottamnnon-linearity nor any changes (drifts)
in time, e.g. of G and Furthermore, it does not include any field (ia)stity

considerations, nor the fact that one parametguss assumed to be the same in MGGA and
PMGGA. A realistic uncertainty budget would be yglielcome, but the approach chosen
here is useless.

We thank the reviewer for highlighting the factttixge had not previously accounted for non-
linearity. This has now been quantified up to 5 gmymntroducing a new non-linearity
uncertainty parametes (), which has been incorporated into the enhancemesdrtainty, as
suggested.

With regards to drifts, the variability i@ was already included in the enhancement
uncertainty, represented by. As o was derived from changes@®over time, we believe
that it implicitly captures temporal drifts. We leamow made this clear in the second
paragraph of section 2.4. Additionally, we assume lthat: does not drift, based on
previous work using a similar instrument describgd)’Sheeet al. (2013).

Some less fundamental comments are below, illisgr#tat the whole paper should be
strongly re-vised:

We have addressed all of the reviewer’'s commerdsagnhave significantly revised the
manuscript to take these comments into account.

Abstract
Page 1 — Line 12

Many parameters contribute to the uncertainty. #heey large or small, and is the
contribution due to the "maybe" poorly quantifiexlisces important or neglectable?

This sentence simply motivates the backgrounddé@tper. We are not tackling the global
methane budget problem head on in the work. Theela the words “may be” is due to the
large uncertainties within the source and sink gimglobal methane budget and the widely
recognised difficulty in attributing the cause loé$e uncertainties. Section 1 expands on this
and cites relevant papers that discuss the glob#iane problem. To make this clearer for
the purposes of our manuscript and the abstrachave added the words “potentially” and
“many”, so the sentence reads, “Methane emissioef from many facility-scale sources



may be poorly quantified, potentially leading tacartainties in the global methane budget”.
We hope this clarifies our point of view.

Page 1 — Line 14

This is not a NEW near-field Gaussian plume inwerg§NGI) technique — it has been
published before by the same authors.

The word “new” has been removed. We instead clamhthis is the “first test” of the NGI
method using “unbiased sampling”.

Page 1 — Line 20
Modified with respect to what?

This is a good point. It was not previously cledraivthis was with respect to. The sentence
has been rephrased to make it clear that the watesction was specially adapted for the
instrument. The sentence now reads, “a water vapauection factor, specifically calculated
for the instrument, was applied and is described hedetail”.

Page 1 - Line 23
Simplify sentence, e.g. the uncertainty was betweand ...

We appreciate that this sentence can be simpliflesvever the quoted values are not
uncertainties but rather uncertainty bounds aa@itm of the controlled emission flux. We
have rephrased the sentence to simplify it, whilgintaining the correct meaning.

Page 1 — Line 25

The term "range" implies that it is the range begwd 7 and 218 %, but this is not meant
here.

The term “These highly conservative uncertaintygesi has been replaced by “This range of
highly conservative uncertainty bounds”. This isviiess ambiguous.

Page 1 — Line 27

"flux approaches": check language

The term “flux approaches” has been replaced hy“fuantification approaches”.
Page 1 — Line 27

Replace "may perform well" by "may be a valuabteralative"

This replacement has been made.

Page 1 — Line 28

"applied to UAV sampling" should read "combineditAV sampling”

This replacement has been made.



Introduction

Page 2 — Line 53

precision should read accuracy or precision anduaecy
The suggested change has been made.

Page 2 — Line 54

have not yet

This replacement has been made.

Page 2 — Line 60

This suggests that controlled release is the onbeptable method. Make statement more
general, e.g. the method was not validated, andritertainty was not quantified (e.g. with
controlled release experiments).

Although some methods can be mathematically comegtaper and conceptually sound, we
stand by the idea that any method should be téstsdampling emissions of an accurate
known flux rate to prove its utility. However wekaowledge the reviewer's point that a
controlled release from a gas cylinder is not negely required and other approaches could
be adopted, so long as a flux is known. We haveresed the sentence so it reads, “However
this method was not tested for UAV sampling withaaeurately known (controlled) methane
flux rate”, to make it more general and allow festing using any known flux.

Page 2 — Line 62

Make it clear that "Shah et al" is not any othesearchers but the same group, e.g. our
previous study...

The suggested change has been made.
Page 2 — Line 65

Language: the sampling does not develop the teaknig,g.: ... sampling ... used in
combination with ...

The downwind sampling used during this previouslgtvas used to develop our flux
guantification technique. The technique did nosekefore the sampling campaign. The
measurements we acquired showed us that a newulamtification approach was required,
as previous approaches failed. We have now adaegamt to the sentence, to make it
clearer that the new approach was a consequeribe ilure of other approaches. We have
also clarified that the “data-set” from the pre\s@ampling campaign was used to develop
the new method.

Methane Instrumentation and Calibration

Page 3 — Line 97



oav iS a very unusual parameter. Contains very litti®rmation because it depends on
averaging time. "Allan deviation uncertainty facts confusing.

We realise that the Allan deviation at the maximsampling frequencyosfy) is not so useful
for direct instrument comparison, which is why visogprovide the Allan deviation at the
same frequency (both 1 Hz and 0.1 Hz) in Tableot.dur purposes, as both instruments
sampled at their maximum sampling frequency (orimmirm averaging time) and these were
different for each instrumeni,y is used to quantify instrumental noise (for th&trimmental
averaging time used during sampling) and servescasnponent of the total mole fraction
enhancement uncertainty. We have renamga@s “sampling noise uncertainty” to make this
less ambiguous.

Page 3 — Line 108

"These three effects have a net effect of decrggXin in both instruments". You probably
mean "decreasing [X]". Furthermore, this is onlyefid information if you state before which
effects have a positive/negative impact. Whethesthmn is a net negative effect depends on
the conditions (usually dilution dominates, so sketement is not wrong).

We feel there may be some misunderstanding hdesnms of the effect of water vapour on
[X]. [X] is a true mole fraction measuremeir®.(the true dry mole fraction in the
atmosphere), independent of the instrument, whgigass an instrumental reading which
can be different to the true value because it neagffected by conditions such as
atmospheric water vapour and is not calibrated.

Regarding isolating the individual water vapoueefs on X]o, we do not deem it
empirically possible as what the instrument obsersa@lecreasingqo with increasing water
mole fraction. We have described all three effecthe manuscript to provide a background
and motivation for our correction procedure. Waey it is unnecessary to fully
characterise each of the three individual effefdise combined effect can be adequately
characterised empirically. We have now clarifieaftve observe consistent decreaseXjo [
at a range of methane and water mole fractions.

Page 3 — Line 110

If the pressure broadening coefficient should actdar effects two AND three, then state so
explicitly.

We have now clarified this in the first paragrapts@ction 2.2 that spectral overlap is
expected to be an issue. Therefore we have now imaealdar that the algorithm only corrects
for pressure broadening in paragraph 2 of secti?n 2

Page 4 — Line 122
Has a calibration for water vapor been performeddavhat are the results?

This is addressed in our response to the commgatdmg Section 2.2 above. In summary,
we do not characterise this instrument for watg@oua measurement.

Page 4 — Line 132



"more points” means: 1.9, 2.1, 5.0 and ca. 104 gpdoes not make sense to derive
parameters of a (complicated) exponential functidhere is no physical concept that
supports this function.

We agree and have replaced it with a linear regnessver the range of the WMO scale (up
to 5 ppm).

This HO baseline is very large; your data in S3 suggésis 100 ppm (dry) Clresults in

ca. -5500 apparent ppm,B. Is this analyzer malfunctioning and should beimeed to the
manufacturer, or is it within the specifications ater vapor measurements? Using the
MGGA HO baseline function "as-is" for another analyzeedmot make sense, especially
since the experimental values for the pMGGA (Sd)sagnificantly different from those of
the MGGA, indicating that the two functions maylwet be the same. Alternatively, one
may just acknowledge this fact and do a correspunpdincertainty budget. In the context of
the large uncertainty of flux estimation with N&lis may be appropriate. However, it would
fundamentally change the arguments and line ofghoin this paper.

We do not evaluate the performance of this instnirfi@ water vapour measurement, which
is beyond the scope of the manuscript. In this wakk are interested in the effect of water
vapour on our target gas, methane. Water vapolueinée is therefore something we simply
seek to account for. However, the instrument $jgations suggest that the instrument is
designed to sample up to 0.03 mekmol?, with a manufacturer specified accuracy of

0.2 MMOater molet at 1 Hz. The objective of characterising a watesdiine was to ensure
that the subsequent water correction was indepedéne effects of methane in the cavity.

Regarding our choice of baseline, we agree withrélie=wer and now use fully independent
linear baselines for each individual instrument.

Page 4 — Line 135
"Having established a well characterised water Ibase."

This baseline may be well characterized. Howevegrresponds to a very large correction,
which can-not easily be redone in the field. Therefit is necessary to measure the longterm
stability of the baseline and instrument-to-instemninvariability. Otherwise the "well
characterized" is not helpful.

This is a very useful point. We are confident thatt the water baseline is relatively stable.
To test this, we also conducted an Allan variaesé dn the dry water baseline for both
instruments, at 2 ppm of methane. This revealetdtti@aAllan variance of the MGGA and
PMGGA (at the averaging time used to derive thelias) was +16 10° molyaermol and
+27 - 10° molyaer mol™, respectively. This information is now added toaggaph 4 of
section 2.2. These water baseline values are fallesmthan water mole fractions sampled
during the water correction procedure of up to @0-0L0° molyaermol™?, also at 2 ppm
methane.

Page 4 — Line 136
What was the mole fraction of GHh this cylinder?

The methane mole fraction was 2.205 ppm for the M@G@d 2.183 ppm for the pMGGA
(different cylinders were used). This is now stdtedaragraph 4 of section 2.2.



The HO baseline has a huge dependence on. Gldvertheless, this experiment was only
done at one Cldconcentration only. This may not be representadive add uncertainty to
the retrieval of the "real-world" measurements.

The concentration of methane in the gas cylindex a8 ppm, which is similar to the current
atmospheric background of approximately 1.9 ppnpédeing on the time of year). Thus the
water correction was performed in the most realdasmnditions possible, to minimise
uncertainty.

Furthermore, pressure broadening line shape chamgkdilution affect the instrument
methane gain factor, with increasing water moletiom. There is no physical (instrumental)
reason for these effects to manifest themselves &ffect on the instrumental methane
offset. Therefore, a water correction derived & orethane mole fraction should be equally
valid at other methane mole fractions.

Page 4 — Line 150

The difference between wet and dry correspondsitaidity, thus typically 1-3 %. This is not
"almost equal”. If it has little impact on the rdtsuhen this is because the retrieved apparent
H>O does not very strongly depend on,Qidder the conditions used to test the
simplification.

We accept that the phrase “almost equal to” maynisteading. We have therefore rephrased
this as “close to”. We have also now clarified tthegt water correction has little overall
impact on dry mole fractions in the penultimateggaaph of section 2.2, in our simplified
test, where it is referred to as a “simple example”

Page 5 — Line 156-157

The uncertainty of water measurements cannot beeteusing "the water correction
residual (R) from Eq. (2)". The calculated valued the uncertainty of water
measurements, nor the uncertainty after water aiioa. It is the standard deviation of the
mean of the residuals. This parameter carries im@tion about the quality of the fit of the
polynomial, but no information about the qualitytieé water correction for a specific
measurement at a given CH4 and HO mole fraction.

The reviewer correctly points out that we do n@&sent an uncertainty in the water
correction factor, but instead an uncertainty infttuThis was also addressed in our
response above, where this was raised. We now thakelear in the final paragraph of
section 2.2. Furthermore, the water “uncertaintgydel has been renamed the water “fitting
uncertainty factor” to reflect this.

Page 5 — Line 160

"For example our correction was used to increase tt& MGGA measurement accuracy of
[X] o (at 2 ppm) by +0.27%, at a humidity of 0.001 matev mot*, and by +1.8%, at a
humidity of 0.01 mol water m8!. This is a meaningless statement. It does nosiden that
any correct measurement includes the correctiothefilution effect. You compare apples
with rotten pears.

This sentence may have been poorly written andeauishg. The purpose of this sentence is
to convey that we can improve the measured motdidrg, i.e. it more closely agrees with



the true dry mole fraction. We have replaced thagh “increase the MGGA measurement
accuracy of X]o” with “increase K]o". This reduces ambiguity, to make it clear what th
correction achieves.

Calibration
Page 5 — General Comments on Section/Calibration
Useful:

The alternating measurement of two standards. giviss the repeatability of measurements
under laboratory conditions. A simple average atahdard deviation would characterize
this. Alternatively (x - average x) vs. N (in bias)a figure would illustrate that the values
show a normal distribution.

Not useful:

The concept of uncertainty in C and G becausegtewnts the fact that the linearity in
response is most frequently the key factor detengithe uncertainty of the measurement.

Needed:
Determination of linearity.

The reviewer raises a valuable point regarding tiyamg uncertainty due to non-linearity.
During our main calibrations, only two standardsevesed (2 ppm and 5 ppm), as the World
Meteorological Organisation Greenhouse Gas Caldré&cale does not extend higher than

5 ppm and reliable alternative standards canndilyelae obtained. Therefore, we have now
tested the linearity within the calibration rangg,sampling 5 gases with the MGGA. This
showed that the residual uncertainty between medsamd certifiedX] was on average

2.3 ppb. As we no longer have access to the pMG@&Passumed similar linearity in both
instruments as they use identical spectroscopimtgoes. This test is described in section S4
of the supplement. The non-linearity uncertainty haen incorporated into the overall
enhancement uncertainty.

Page 5 — Line 168-169

This does not make sense. Water vapor in refergaseylinders should be very low if filled
dry (which | assume was done here). Even if filed then 60 bar/20°C should be
significantly below 500 ppm. Thus;®from a pressurized bottle (if treated correctly/yo
low that it has very little impact on the measurateeAn additional trap (as used here) may
well lead to water contamination if one is not veayeful.

We used a water trap as these cylinders were dyatiiends, prepared to include ambient
levels of argon to provide an appropriate air maifhis may cause a small amount of water
to be present in the cylinders.

Page 6 — Line 195-196

C deviates by about 12 ppb from 0. Whether thgbad or bad (and under what conditions)
depends on the application. However, to say thatigh'almost equal to 0" for an analyzer
with an Allan Minimum below 1 ppb is bizarre.



This is a valid point. 12 ppb is indeed much larip@n a 3 ppb Allan deviation (at 10 Hz) for
the MGGA. However when compared to the atmosphmethane background of
approximately 1800 ppb, 12 ppb is very small. Téretasnce now includes this qualification,
to clarify our point of view.

Page 6 — Line 195

visca. 0.98 at 1 % H2O. This is not "almost edgoal”. Furthermorey in S6 contains all
water-related corrections, including normalizatiomdry conditions. Stating that this is
"almost equal to 1" does not make sense, becaeseotinection to dry conditions should be
done in any case.

We recognise the reviewer’s point. We have theesfemoved any referenceitdrom this
sentence.

Additional remarks

"A lightweight wind sensor (FT205EV, FT Technolgdiemited) was mounted on-board
UAV1, on a carbon fibre pole 305 mm above the pt#rbe propellers. It recorded wind
speed and direction at 4 Hz. This data was usedddel the change in wind speed with
height above ground level (z)."

- Was this sensor validated?

The wind sensor was used to derive a wind-heigtiilpr for cross comparison against
stationary ground-based wind measurements. The&eg here was a linear response to
wind speed changes. This was tested by comparing speed at 3.3 m from the UAV sensor
to a stationary 3.3 m anemometer. A linear fitisgeting the origin agreed with all points,
within uncertainty, implying linear response of &V wind sensor. These results are now
presented in section S7 of the supplement.

- Are the measurements independent of the prop@lldow was this validated?

The effect of air disturbance on the measured Vigld due to rotating propellers was
minimised as the wind sensor was positioned 0.®dovathe plane of the propellers.
Unfortunately, we did not have required facilit{ssch as a wind tunnel) to fully test that this
was the case. However each UAV transect was céyegifianned to minimise this effect by
rotating the UAV orientation at each turning poihis would effectively cancel out any
potential residual net wind vector distorting thiaavfield due to the rotation of the
propellers. This is now stated in section S7 ofdingplement.

- How reliable were the direction and speed whendfone was moving? How was this
determined?

The reviewer is correct to suggest that the UAVduimeasurement may have been affected
due to the movement of the UAV. This impacts thesoeed wind vector component parallel
to the direction of movement of the UAV. Therefordy the wind component perpendicular
to the orientation of the UAV sampling plane waedisThe motion of the UAV has no
impact on the wind component perpendicular to theg@of movement of the UAV. It is the
perpendicular wind component that is used to cansthe wind profile used to derive flux.
This rationale is now explicitly stated in paradrdpof section S7 in the supplement.



One analyzer was using an inlet just underneattdtioee. The corresponding sample is
representative of the air above the drone beca@is®wnwash. Was this considered? How?

This is an astute comment. The reviewer is rightdimt out that mixing due to downwash
could occur and that what is sampled is air frosulatly higher elevation to the position of
the inlet. The inlet was 31 cm below the planehefpropellers. We have not (and cannot
usefully) account for this small height differennehe calculation of flux as the air sampled
is likely mixed in a thin (31 cm) layer between flane of the rotors and the plane of
sampling.

Flux of one drone --> the other just sampled furthevay.
We do not understand what the comment above isestigg.

The Allan Variance plot should be in main sectibthe paper. Its v-shape is relevant for
interpreting the measurements during flight (i.8.-130 minutes, typically).

Both plots have now been moved to the main mamisas suggested.



Modified manuscript




10

15

20

25

30

35

40

Testing the near-field Gaussian plume inversion flux quantification
technique using unmanned aerial vehicle sampling

Adil ShaH, Joseph R. Pitt Hugo Ricketts 2 J. Brian Leeh Paul I. Williams'2
Khristopher Kabbalfe Martin W. Gallaghet Grant Allert

Centre for Atmospheric Science, The University afridhester, Oxford Road, Manchester, M13 9PL, Uriegdom
National Centre for Atmospheric Science, The Ursitgrof Manchester, Oxford Road, Manchester, M18,9Bnited
Kingdom

*ABB — Los Gatos Research, 3055 Orchard Drive, $as,JCA 95134, California, United States of America

“School of Mechanical, Aerospace and Civil EnginegriThe University of Manchester, Oxford Road, Maester,
M13 9PL, United Kingdom

Correspondence tAdil Shah (adil.shah@manchester.ac.uk)

Abstract. Methane emission fluxes froinany facility-scale sources may be poorly quantifiguhtentially leading to
uncertainties in the global methane budget. Aceusihospheric measurement based flux quantificédiongently required

to address this. This paper describesfitts test (using unbiased samplingf a rew-near-field Gaussian plume inversion

(NGI) technique, suitable for facility-scale fluxantification, using a controlled release of methgas. Two unmanned
aerial vehicle (UAV) platforms were used to perfa2é flight surveys downwind of a point-sounceethane gaeeleaseof
methane-gafrom a regulated and flow-metered cylinder. One UA&s tethered to an instrument on the ground, vihae
other UAV carried an on-board high-precision prgpet instrument, both of which used the same ndeared laser

technology. The performance of these instrumeiis fUAV sampling is described. Both instruments weakbrated using

certified standards, to account for variabilitytire instrumental gain factor. Furthermoreyater vapour correction factor,

specifically calculated for the instrument, wa

urapplied and is

described here in detail. The NGI technique wasl tselerive emission fluxes for each UAV flight gey. We found good

agreement of most NGI fluxes with the known corélemission flux, within uncertainty, verifyingetlux quantification

methodology. The lowegind uppeiNGI flux uncertainty bounslwereas on average, 17%+10¢1% and 227%+98(4)% of
the controlled emission fluxespectively-and-the-upperNGHlux-unecertainbubd-was—on-average; 804+10600%h o
the-coentrelled-emission-fluxThis range ofesdighly conservative uncertaintgnges boundmcorporate factors including

the variability in the position of thé&me-invariantplume andthe-potential for under-sampling. While these average

uncertainties are large compared to methods suctiaasr dispersion, we suggest that UAV sampling ba highly
complementary to a toolkit of fluguantificationapproaches and magerferm-wellbe a valuable alternatiire situations

where site access for tracer release is problematé seea tracer releasepphied combined withi®W AV sampling as an
effective eombination_approacin future flux quantification studies. Successfluxf quantification usinghis-the UAV
sampling methodologyescribed herdemonstrates its future utility in identifying agdantifying emissions from methane
sources such as oil and gadractioninfrastructure facilities, livestock agriculturedatandfill sites, where site access may
be difficult.

1 Introduction

The global methane budget is subject to signifieargertainties (Kirschke et al., 2013; Saunoisl.e?816b; Nisbet et al.,
2019), particularly from inventory uncertainty iacflity scale sources such as landfill sites (Sthet al., 2009), herds of
cattle (Blaxter and Clapperton, 1965) and oil aad extractioninfrastructure (Brantley et al., 2014), which cotigely

contribute significantly to global methane emissigblugokencky et al., 2011; Saunois et al., 201%hagse uncertainties

can be reduced through the accurate source ideiiifin and subsequent quantification of methanesgon fluxes using
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top-down (atmospheric measurements based) metlodsder to validate bottom-up (inventory based)ission flux
estimates (Lowry et al., 2001; Nisbet and Weis42®@llen, 2016; Desjardins et al., 2018).

Accurate top-down flux quantification from faciliscale sources requires a combination of wind veogasurements along
with in situ measurements of atmospheric methanke rinaction (Dlugokencky et al., 1994; Rigby et, &017). Facility-
scale emission fluxes can be derived from nead-fsgimpling (less than 500 m from the source), wiiety be acquired
from an unmanned aerial vehicle (UAV) platform (®@tld and Tedders, 1985). UAVs are cheap, versatitd relatively
easy to use (Villa et al., 2016), compared to langened aircraft (lllingworth et al., 2014; Lehmagtral., 2016). They can
fly near to source and can be directed automajicading waypoints, to enable even and unbiasediaspsampling
(Greatwood et al., 2017; Feitz et al., 2018). Tteeethree principal approaches for measuring methaole fraction from a
UAV in situ: on-board air samples can be collededsubsequent analysis (Chang et al., 2016; Greadvet al., 2017;
Andersen et al., 2018), air can be pumped throuliing tube to a sensor on the ground for analyBisgy et al., 2017;
Wolf et al., 2017; Shah et al., 2019) or air carabalysed live using a sensor mounted on-boardJ#¢ (Berman et al.,
2012; Khan et al., 2012; Nathan et al., 2015; Gal&t al., 2017). Yet, a key limitation to accursteirce identification and
flux quantification is the precisioand accuracyf methane mole fraction measurements (Hodgkirssuh Tatam, 2013).
Miniaturised sensors suitable for UAV sampling araerging (Villaet al, 2016), but high precision lightweight in situ
sensors, featuring superior techniques, such aax@fintegrated cavity output spectroscopy, hanedously-failed-tonot
yet materialisé.

Some studies have also used UAV remote sensingumegasnts to derive emission fluxes (Golston et28l18; Yang et al.,
2018). However, to our knowledge, only Nathan et(2015) have derived methane emission fluxes uBIAY in situ
measurements. In that study, a UAV with an on-bdasitu low precision sensor (£0.1 ppm at 1 Hewflin orbits around a
gas compressor station, using mass balance boxlimggavith geospatial kriging for interpolationp terive the emission
flux. However this method was not tested for UAMNngding using with an accurate(known) (controlled methane flux
raterelease—of -methane-gas,—beforehdhis crucial that novel flux quantification tedljues are tested by sampling a
controlled knowrflux-release prior to investigating unknown emission sourd@egjardins et al., 2018; Feitz et al., 2018).
Our previous study;—Shah-et-al{(2019)was—wibee firstto testof an in situ flux quantification technique using UAV

sampling downwind of a controlled methane releaséhatstudywherea UAV was connected to a high precision methane

analyser on the ground using 150 m of tubi8gah et al., 2019A data-set of-Fwotwaimensional downwind sampling

measurementgn a vertical flux planewas used to develop the near-field Gaussian plmwversion (NGI) technique for

flux quantification as other flux quantification approaches fai{@hah et al., 2019). Fully manual UAV piloting was

employed in this previous study to actively puriue position of théime-invariantemission plume on the sampling plane,
using mid-flight knowledge of its position. Thisstdted in calculated emission fluxes that were ifiantly positively
biased compared to known emission fluxes; thisesgmts a source of vulnerability in fully manual WAampling, which

we address in this work.

Here we test the application of the NGl method witthiased UAV sampling of controlled methane eroissources, by
flying two UAVs downwind of the release. In this ikpthe causes of positive flux bias reported imtskt al. (2019) were
addressed in our sampling strategy, by flying a U&ithout prior knowledge of the position of thiene-invariantemission
plume. One UAV was connected to a commercially labée instrument on the ground and the other ddradighter

prototype on-board instrument (sect. 3). Both umsgents were characterised and calibrateth the effects of cell pressure

and cell temperature also assesfsatt. 2). Oumedified-approach to water vapour correction is also outlimesect. 2.
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Sampled data was then used to derive NGI flux dacey ranges (sect. 4) for each of 22 flight syseln sect. 5 the
success of the NGI method is assessed overaltasdmpling constraints are summarised.

2 Methaneinstrumentation and calibration

2.1 Instrumental overview-inter-comparison

Two instruments were used to deriey atmospheric methane mole fractioX]{[ measurements during UAV sampling] [
is given in units of parts-per-million (ppm) thrduaut this paper, which are defined here as the eammbmoles of methane
per million moles ofdry air (10° - MOkyemanemol™), with parts-per-million (ppb) defined as the nwembf moles of methane
per billion moles ofdry air (109' molmethanemorl). In this section, the ABB Los Gatos Research, Méro-portable
Greenhouse Gas Analyzer (MGGA) and a lighter pyp®tMGGA (pPMGGA), designed for UAV use, are compheand
characterised to assess their performance. Thaitattspecifications of both instruments are coragan Table 1. Both
instruments use off-axis integrated cavity outpueciroscopy (ICOS) to derive simultaneous measun&mef methane,
carbon dioxide and water mole fraction, from theaption of a near-IR46506 165Inm) lasey with the water and methane
absorption peaks separated by 0.2 filme pMGGA uses an additional lagé603 nm)to measure carbon dioxide mole

fraction more accurately. Off-axis ICOS techniquefiect a tuneable laser between two mirrors ingh-finesse optical

cavity, to obtain high-precision mole fraction me@snents (see Paul et al. (2001) and Baer et @D2j2for further details
on off-axis ICOS).

The e-folding time of the high-finesse cavity intbbeensors was measured here by fitting an expiahelecay function to

the transition from a high to low mole fractionrafard gas (see Table 1 for resultéth sensor flow rate also giverirhis

represents the time taken for 63.2% of the conteintise high-finesse cavity to be replaced. TheANariancesrecisionof
each sensor was also derivadraricus-integration-times—by-measuridffom-ad inder-of compressed-airforatteas

17-hours—of-continuous—samplifgee Fig.S1 and Fig.S2—for-Allan—variance—plods by sampling a dry gas standard
continuously (17 hours and 23 minutes for the MG&® 38 hours and 30 minutes for the pMGGHM)e 1 Hz and 0.1 Hz

Allan deviation for both instruments is given Table 1 The Alflan—deviationsampling noisencertaintyfacter-(eavon)s

defined-hergused within the total mole fraction enhancemertdeutainty (discussed in section 2.4gpresents the Allan

deviation at the maximum sampling frequeneyy-g, for the MGGA and pMGGA are 2.7Hpm-ppb(at 10 Hz) and
5.44ppm-ppb(at 5 Hz), respectivelywith-the-Allan-deviationat- 1 Hz and 01 Hz givienTable-1 The optimum Allan
variance integration time was also assessed fdr sewsor ((20+3) s for the MGGA and (70+10) s for pMGGA); this
represents the maximum sampling time before insgtnial drift begins to dominate over instrumentaiseaoDuring the
MGGA Allan variance test, cell temperature (whichried between 24.9° C and 27.8° C) and cell preséuhich varied

between 1.0093 bar and 1.0128 bar) were also reddoassess their correlation wiXi jn ppm (see Fig. S1 and Fig. S2).

Correlation of both cell temperature and cell puessvas poor, with Pearson correlation coefficiefit€).4849 and -0.3835,

respectively, and linear gradients of -0.0022 p@°and -0.0022 ppm mbar respectively. Thus over a limited cell

pressure and cell temperature range, there wasfiotiye correlation with X] for the MGGA under typical laboratory

conditions.

2.2 Water-Empirical water vapour correction

Raw wet methane mole fraction measurement$y)[recorded by each instrument were correctedtffierinfluence of

atmospheric water vapguon mole fraction retrievals. Water vapour influesdry measurements ofX] for three main
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reasons (Karion et al., 2013; O'Shea et al., 2&E8la et al., 2013). First and most significantdijlution effects occur,
where the bulk presence of water reduces the dyaoftimethane in the cavity at a given pressureoBe, strong, broad

infrared absorption bands of water daad-teinterfereace with the absorption spectrum of methatieugh this effect is

thought to be small in this case as the spectaklare well separated in the spectral samplingmeaf these instruments
Third, pressure broadenimg-can alter the shape of the methane spectrakptiiso bandabserption-peaks-can-ocednere
due tocollisional interaction between water and methardenuleschanges-the-shape-of-the-methane-spectral-almsorpti

band, compared to pressure broadening in the adsefnwater in the cavityFhese The combined impact of pressure

broadening absorption band changes and dilutiothfeses-effects-hava net effect of decreasini]f in both instruments

based on laboratory observations at a range of anetland water mole fractions, under typical loweurdary layer

conditions

To account forthese—effectspressure broadening absorption baadgel both the MGGA and pMGGA use an internal
retrieval algorithm to derive methane mole fracsiowhich includes empiricalhderived estimates of theffect ofpressure
broadeningeefficientin-the-presence as a functafrvaryingwater vapoumole fraction The instrumentghenoutput both

raw dry mole fraction measurements, which havetamtdilly been corrected for the effect of mole fiag dilution by water

vapour, and raw wet methane mole fraction measunen{f<],) which have not been corrected fbis-dilution effect(but

are still calculated using the same empiricallyidz pressure broadenimgefficientcorrection, as a function of water mole

fraction). A Ftypical pressure broadenimgefficientscorrection (as a function of water miykction) areisdetermined by

the manufacturer based on experiments conductddarsample batch of instruments, yieldamgaveragecorrection-valdes
whieh—are—therapplied to all instruments. However, becausesdhderived—ceefficientsorrection convolves pressure
broadening absorption band changestne—broadedung to water vapour witlpressure broadening absorption band

changesline-broadenirdpe to instrument factors, there is some varigbftiom unit to unit. Therefore, to obtain a more
accurate correction for the influence of water wapon the individual instruments used here, we ypplurtherempirical
post-processing correction factor to th§o[ measurements (without the dilution correction)orégd by the instruments,

using reported measurements of water mole frad{idsO])._Although [HO] measurements reported by the instruments

may not be an accurate representation of the tmateramole fraction in the cavity, they are suffitidor an empirical

correction on X],, provided that [HO] does not drift and is independent of dry uncalied methane mole fractiorb(ﬂbd'y).

Therefore [HO] was not calibrated against standards and amumsintal reported value was used for this empirical

correction.

For the water correction to be valid,fB] should be independent of][°~, However both instruments reported a small but

non-zero [HO] value when sampling dry air, which decreasedh \Mtreasinq)f(]gdry. Therefore b@fore a water correction

could be applied, a [}0] baseline ([HO],) was derivedup to 5 ppm, which represents the upper limit feé tVorld

Meteorological Organisation Greenhouse Gas Scal@AX2004A) for methane;—as-beth-instruments—regbeamall—but
non-zero-values-of [} -when-sampling-dry-aiGas from two cylinders with different methane gasitions (1.901 ppm

and 5.049 ppm) was dried by passing it throughyaial water trap (a stainless-steel coil immerseddlid carbon dioxide
pellets) before being sampled by both the MGGA tedpMGGA. Dry air fromwe-anadditional cylindes (=104-ppm-and
2.167 ppm) was also sampled by the MGGA. Each g&s sampled a minimum of 11 times for 4-minute gksjdrom
which 1-minute averages were taken,Qfh—was-ebserved-to-decay-exponentially decremstitdryunecalibrated-methane
mole-fraction[X]o"™), given by Eq. (1), whera is the water baseline offsetndb is the water baseline coefficieatdw-is
the-water-baseline-decay-factdheplotteddata used to fit [kD], is given plottedn Fig. S3 and Fig. S4.

{_Xhé*y
1) [H0], =a+ <b : [X]Od’yeek>
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an-improved-fit. The effect of changes in the wdiaseline onX] beyond the 5 ppm range was also tested um@"f of

approximately 100 ppm (see Sl for details).

[H.O]y is assumed here to be relatively constant oveg.tifo test this, an Allan variance test was coretlicin [HO], for

both instruments (see Fig. S5 and Fig. S6), udiegsame Allan variance data-set described in tBeigus section. This

revealed a water baseline Allan deviation precigmnthe MGGA and pMGGA of +1610° molyaemol* and +27- 10

6 mokmrmol'l, respectively, using a 1-minute integration tinttee(averaging time used for each,{H, point). These 1-

minute Allan deviation averages are small compaoeithe water vapour content of typical troposphaii¢ suggesting that

[H.O], remains relatively stabledaving established atable andwell characterised water baseline, a post-prongssi

empiricalwater correction factorv] was derived by sampling gas from a single cylinge205 ppm for the MGGA and

2.183 ppm for the pMGGAWhich was humidified to 9 fixed dew points (frdrfC to 18 °C), using a dew point generator

(LI-610, LI-COR, Inc.), following a similar experiemtal set-up used by O'Shea et al. (2013). The dified gas was first
sampled dry (to measur&]p’™), by passing it through the dry ice water trap #men sampled wet (to measudgo[as a

function of [HO]). An example of sample], and [HO] measurements, used to calculate each data poiiken in Fig.

S6S8 A single gas standard was deemed sufficient fisr tdst as both dilution and pressure broadenirsgraion band

changes affect the gain factor on methane moldidraeneasurements (i.e. they do not affect therumséntal methane

offset). Thus this water correction is assumedeindependent ON]Q‘“V and solely dependent on the amount of water in the

cavity.

[X]o is then corrected by dividing it by asv is effectively the ratio betweer], and X", as a function of [KD]. The
ratio of [X]o to [X]o™ was plotted against (H®] - [H.O]o), where [HO], was the water baseline measured during dry
sampling (see Figsé S9nd Fig.S7S10. Subtracting the baseline in this analysis mininhigee effects ofX],™ on [H,0].

A quadratic fit was applied to both curves, witke thtercept forced to unity. The first order coa#int () and second order

coefficient §3) of the quadratic fit, given in Table 2, were thEnused to derive using Eq. (2), as a function of {d].
2 v=1+ @ ([H0] - [H0]p)) + (8- ([Hz0] - [Hz0]0)))
As [HxO]o in Eq. (2) is typically unknown, [}D], defined in Eqg. (1) can be substituted into Eq, {@)ield Eq. (3).

2

)
As [X]o™ in Eq. (3) is also unknown, an approximation thé™ is almestequalcloséo [X]o, in typical tropospheric
humidity conditions, can be used. Thus Eg. (3)manewritten in terms 0f{]o and [HO], using Eq. (4).

o i ( (101-a- o [X]ng))) . (ﬁ. (14:01-a- (o [moe%'i)f)

To checkeonfirmthe above assumption, asienplenexample(for the MGGA) when [HO] is 0.01 ma)aermol and [X]o™
is 5 ppm, Eq. (3) yields of 0.98089whereasandq. (4) yields a similar value ferof 09868598092, ferthe- MGGAThis

smallv change supports the use of E4).ds an alternative to EdB)( by confirming thatX]ery is close toX]g in this simple

example.

©) v=1l+|a- [Hp]-a-(b-[x]odry ) +| B [HzO]-«':1-<b-[><]od’y

The fit given by Eqg. 4) relies on a reliable water baseline. If the MGG&mpled 5 ppm of dry methane and without a

baseline correctiony would be 1.0020, thus representing a methane rfnattion reduction of 0.0098 ppm (at 5 ppm).

However, as Eg4) acts to remove this small uncertainty, the resliduncertainty would be very small. In addition;eTthe




uncertainty inour empiricalthewater correctiorfit was quantified usingachthewater correction residuaR) from Eq. (2),
205 | to derive a watefitting uncertainty factord,) for each instrument (see Table 2ing Eq. (5) This ¢, uncertainty is the

standard deviation of the mean of the residualscpmahtifies the quality of our applied water cofiat fits, whereN is the

total number of residuals.

6) o= (@)

N-is-the-total-number-of residuals.Our water coroecapproach (given by Eq?)) is analogous to the approach of previous

210 | work using the same spectroscopic techni(@tShea et al., 2013}his previous work found that the water correctie

stable and does not drift. Thus an uncertainty un water correction fit was deemed to be sufficiemtcharacterise

uncertainty empiricallyTo summarise, this is a purely empirical correctspecific to the instrumentsUsing-the-abdoe

correct for the effects of water vapour in the nbeasient cavityyalid for the tested water mole fraction range pfta

0.016 MQ)ae MOI"we—can—increase—the—accuracy-dll [ measurementsFor example our correctiowas—usedwoulde
215 | increaseantheMGGA [L(lgdﬂmeasuremer&eeu;aeyeﬁ{qgf(at 2 ppm) by +0.27%, at a humidity of 0.001 ga@) mor?, and

by +1.8%, at a humidity of 0.01 mgl, mol™, thus improving measurement accuracy

2.3 Calibration

In order to convertX], into [X], both instruments were calibrated by sampliag-from-two-cylinders—ene-containadow
standard methane mole fractioX|{f.) of 1.901 ppm anthe-cthercontained high standard methane mole fractiod ()

220 | of 5.049 ppmboth of which were certified WMO-X2004A standar@ise-composition-of-beth-cylinders-was-certifiedisuc

was sampled intermittently for 4-minute periodscohtinuous sampling. The dry ice water trap waglukeoughout each

calibrationas an extra precautipto ensure dry gas entered the sensor cavities.

225  One-minute averages from each 4-minute sampliniggevere taken to derive one value of loMf"™ ([X]o™,

low) @and one
value of high KJo™ ([X]Od'yhigh) representative for each 8-minute period. The tineement between eack]["”, and
[X]Odryhigh value was then interpolated from 8 minutes to Autds, such that every measured vaIueX}Bd?mw had a
corresponding interpolated value ot]{"yhigh and vice-versa. Individual measured and interpdlagiues—of[X] ™., and

[X]o™high valuesfor both instruments are plotted in F&8 S1land Fig.S9S12

230
-These measured and interpolated averages wereaaisaltulate an average gain fact@) @nd gain factor uncertaintyd),
from the average and standard deviation, respdgtivsing ofa set of at least 24 individual gain factors, chitad using
Eq. (6) (Pitt et al., 2016).

. [X]hi h~ [Xllow
6 ain factor =—4——+—
( ) g [X]Odwhigh B [X]Odrylow

235 The average offseC] and offset uncertaintys§¢) was calculated by taking the average and stardizvition, respectively,
of individual offsets, calculated using Eq. (7) &l (8) (Pitt et al., 2016).

@ low offset = Kiow - (G - [Xo™iow)

(8) high offset = Knigh - (G - [Xlo™hign)

G, as, C andac for both instruments are given in TableC8iring these calibrations, the cell temperaturéghef MGGA and
240 | pMGGA were (31.4+0.7)° C and (24.6+0.1)° C, respety, and the cell pressure of the MGGA and pMG@are

(1005.9£0.2) mbar and (614.30+0.01) mbar, respelstiv
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A key advantage of this calibration procedure & theuncertainty inG is well quantified up toX]nigr. {fer assumingtable
cell temperature andell pressuri-and-—canbe-incorporated—in-the-measurement—aieBrt Cell temperature and cell

pressure both effect spectral fitting parameters @ay consequently have an impact ®nthough this effect would be

smaller for the pMGGA which is pressure controllééke believe cell temperature effects@rio be small: the MGGA was
also calibrated at (44.08+0.02)° C, vielding a daictor of 0.9979 (see Sl for details). In addifitre MGGA was calibrated

at (968.7+0.3) mbar, vielding a gain factor of @39see Sl for details). These short-term (test) fgctors are both similar

to G (from the main calibration) of 0.9970+0.0002. FRermore, there was no discernible correlation fothbcell

temperature and cell pressure during the Allanavene test for the MGGA (see above), which sugglstss is negligibly

insensitive to these parameters, over the limitedrenmental range for the duration of the Allamiaace test. Although the

PMGGA was not tested in this way, we assume sinfiltaviour due to identical spectroscopic techrigidevertheless,

separateSeparair-field calibrations would be preferable to enbemeasurement accurady; characterising the effect of

by-aeceunting-fevariability in cell temperature andell pressureon G. However there are logistical challenges withigief
calibrations, such as the need for calibration gas®l the time required to perform calibrationglymamic atmospheric
temperature and pressure conditions. The laborawiyrations described here required at leasethaurs of sampling:
orderto characteriséhe variability in G: this may be impractical in field conditiorSherefore-the-calibrationcoefficients

2.4 Methane enhancement and uncertainty

The calibrationand-watervapeurcorrectigrocedures described above show thas almost equal to;landC is almost
equal to Qrelative to the atmospheric methane backgroumdbdth instrument¢see Table 3grd+-is-almost-equat-to-1{(at
5 ppm-methane-and-a-very-high-0-01 malmel - humidity)-for both-instrumentsThis means that both instruments record

raw [X], measurements with very little systematic erroerewhen uncalibrated. Thus for most methane measne

purposes, X]o may not need to be corrected. However in this w@kands—werewasapplied to K]y for eptimal
instrumentalimprovedccuracy.

[X] can be calculated in ppm using Eq. (9).
© M= (3-1¥,) +C

However, during flux calculation, the enhancemeniniethane mass densit)( in kg m®, above some background is
required and was calculated here using Eq. (10 Bhckground methane mole fractiorX]f) and corresponding
background uncertaintyy) can be calculated from a subsetXf;[measurements, which can be acquired from out+ofipl
sampling (see<ect. 3). The molar density offy air (p) and the uncertainty im (,), in units ofdry mol m?, can be derived
from pressureand—, temperature and humidity measurements. The molar mass of methakh (s fixed at
0.01604 kg MGletans -

(10)  E=(B4X - Xl,)——p M

To calculate theThencertainty inE (og), the linearity in the instrument response was attarised up to 5 ppm (i.e. the
extent of the WMO-X2004A scale). This was achiewsdcharacterising the MGGA response to five cedif\WWMO-

X2004A standards. A linear fit was then appliedrteasuredX], with residuals used to derive an uncertainty thueon-
linearity (o) of +2.3 ppb (see SI for further details). Theshnity of the MGGA and pMGGA was assumed to bestirae as

they use identical spectroscopic technigugscanthen be calculated by combining, with the precision and accuracy

uncertainty components oK], using Eq. (11). Precision is characterisedsRy o, and accuracy is characterised dyy o
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ando, terms.og also incorporates the effects of drifts, as it Wasved from a prolonged sampling period over \utdcifts

could develop.

1
=E- 2 4 2 S, - (MY V2 4 (2 4 (2))
@) e (o 0t forSha) - () + (2 () ()
AlthoughM remains constant,in Eqg. (11) changes as a function ¥fJand [HO], for each value dE. oc is not required in
Eq. (11) as the offset cancels out in Eq. (1@en substituting in Eqg. (9This is an important advantage &fleulating

usingE rather thanX], during inthe flux analysis used in the following section.

3 Method Testing

3.1 Experimental description

A UAV sampling methodology for source identificatiand flux quantification was tested in two fielljacent to a natural
gas extraction facility in Little Plumpton (near ¥am), Lancashire, United Kingdom (+53.78785° N94258° E), prior
to any drilling or hydraulic fracturing, over fivgampling days in August and September 2018. A nfigheofield site is
given in Fig.32. The two adjacent grass fields, in which all UA&hwpling took place, belong to a fully operationalrg
farm. Methane was released from within the opegatiite at one of two controlled flux ratelSy), from 0.25 m above
ground level (see Sl for controlled release détdilg was undisclosed during flux analysis, prior to teenparisons shown
later in this paper, allowing for blind method tegt

Two adapted DJI Spreading Wings S1000+ octocopfevd)(labelled UAV1 and UAV2) were used to sample thethane
plume on a downwind vertical plane, roughly perpeunldr to mean wind direction (see Table 4 for UAtails). The

location of the UAVSs in relation to the controlleglease and their sampling paths was decided dndsachbased on public

wind forecasts and on-site wind measurements, tiadrtally centre (as best as possible) each UAghfltrack downwind

of the controlled releasexX] mMeasurementsfpx}-from both platforms are given in Fig2 UAV1 was operated using

pre-programmed waypoints and ascended diagonaigh EJAV1 flight survey was composed of two partse dlight to the
right of the source (projected onto the sampliranp| perpendicular to mean wind direction) andtortée left. Meanwhile
each UAV2 flight survey was composed of a singightl, to perform horizontal transectsith each transect at a roughly
fixed height, up to approximately 100 m laterallyay from the take-off position. 7 surveys were agtdd by UAV1
(labelled, T1.1 — T1.7) and 15 surveys were coretlibly UAV2 (labelled, T2.1 — T2.15). Individualglit survey details are
given in Table S1 and Table S2.

UAV1 was connected to the MGGA on the ground, ugdifg m of perfluoroalkoxy (PFA) tubing (4.76 mm amrdiameter;
6.35 mm outer diameter). Air was pulled throughtiliging using a small pump (NMS 030.1.2 DC-B 12\WKNeuberger
UK Ltd), from which the MGGA subsampled. The samgllag time between air entering thé\V air inletatthe-end-of-the
tube-on-the-UAVand air entering the MGGA cavity waseasured-to-b25 s with an average volumetric flow rate through
the tube of (110+10) chrs* and a flow rate through the instrument (at ambjgessure) of (27.90+0.05) érs’. Both the
MGGA and the pump were powered by a 12 V lead-aeaitdery. As the tether connected to UAV1 occasignidhked
during flight, blocking air through the tubasere-were-periods16%f all [X], samplingfrom UAV1 was discarded-that-were
omitted-from-each-fligh{such periods were identified and recorded in ikl ffrom the flow of air to the pump). The
pMGGA was mounted on board UAV2, beneath the centie. The sampling lag time between air entetiteggexternal
air inlet and air entering the pMGGA cavity waseasured-to—be& s with a flow rate through the instrument of
(5.08+0.02) cris*. The pMGGA was powered using the on-board 22.2AVP battery. Both the MGGA and pMGGA




transmitted live, real-time mole fraction measurateewvirelessly, to a tablet computer on the groBatellite geolocation

325 was recorded by the pMGGA, on-board UAV2, simultare with every X], measurement. Satellite geolocation was
recorded on UAV1 by a separate on-board compudenpsng at 1 Hz. Aeriaplets—efUAV flight tracks are given in Fig.
S10 S14or UAV1 and Fig.S1t S150r UAV2.

A lightweight wind sensor (FT205EV, FT Technologigsiited) was mounted on-board UAV1, on a carbdréipole
330 | 305 mm above the plane of the propellerse Sl for further details and testing) to misienany potential distortion of the

wind field due to air disturbance from the rotatipmpellers(Zhou et al., 2018). It recorded wind speed anddtiion at
4 Hz. These measurements wereis-data used to model the change in wind speed with heigbive ground level). A

two-dimensional stationary sonic anemometer (WSBMB Smart Weather Sensor, G. Lufft Mess- und Regéibik
GmbH) was also situated on the southern boundatheobperating site (see Fig3), (3.30+0.03) m above ground level.
335 | This provided wind speed, wind directialative humidity,temperature and pressure measurements every milirie.

measurements from both sensors were combined itedbe average absolute wind speed as a funcfiafWwSz)), for the

duration of each flight survey. This is describediétail in the SI.
3.3 Flux density measurements

Eachindividual UAV1 survey resulted in (9+1¢)) minutes of useableX], measurements and each UAV2 survey resulted
340 in (8+1(1p)) minutes of useableX], measurements (see Table S1 and Table S2 for dhdivsampling periods). This data
was prepared for flux quantification by carryingt abe following steps. TheX], timestamp from both instruments was

corrected to account for lag time. 1 Hz satellg®lgcation from UAV1 was interpolated to the 10 [Pk, frequency of the

MGGA. [X]o was converted into] using Eq. (9)E was calculated with{], measurements from both instruments using Eq.
(20). [X], was derived by fitting a log-normal distributiom &ll recorded X]o measurements from each flight survey, using

345 | the method described by Shah et al. (2009ur previous studyThis background was derived from a histogram Ibf a

useable X], measurements acquired during each flight expetingelog-normal fit can usually be applied to thevést K],
measurements in the histogram, which represendfeptaime sampling. The peak of the log-normal dithese lowest®],

measurements was taken to b§,[p was derived using average temperatund ,pressureand relative humidityecorded

by-at the stationary anemometer for the duration of effight survey, with the standard deviation in temgiare-and,

350 | pressureand humidityused to derive,.

Satellite-derived altitude was corrected to obthim height of the air inlet above ground leveltéking into account take-
off altitude and the height of the air inlet whem the ground. This step ensures that the datageprehe true point of
sampling. After converting longitude and latituderi degrees into meters, metric longitude anduldé¢itwere projected

355 | onto a plane perpendicular to and a plane par@ml@iean wind directionrespectively Mean wind direction was derived
from the stationary anemometer for the duratioeadh flight survey. The coordinate projection pchoe is described in
further detail by Shah et al. (2019).

In order to calculate flux, flux density, (in kg s' m? was derived. To achieve this, each geospatialipmed E
360 measurement was combined Wittgz), using Eq. (12).

(12) q=E-Wg2

Geospatially mapped, on a plane perpendicular to mean wind directiongach flight survey, igiven- plottedin Fig. 53

for UAV1 and in Fig.64 for UAV2. Measurements o] (see Fig4 for a time series for each survgy@ere not used in the

flux analysis, but are nevertheless of interestthesy show K] to generally reduce witlz, as expected, to support
365 | observations off enhancements g-shown in Fig53 and Fig.64.
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Both Fig.53 and Fig.46, show significant background sampling (yellow daténts), extending sufficiently far away from
the position of the source projected onto the sarggilane (0 m), such that tmerrow turbulently advecting time-invariant
plume centre across each transggii¢ally manifested by-peak-mole-fractianincreashad been passed. All of the UAV1

surveys in Fig3-5took place from a similar distance from the souafeapproximately 50 m. It is clear that during os

UAV1 surveys, enhancementsdrwere concentrated near the ground (below 10 m)ckosd to the position of the source,
projected onto the sampling plaf@ m) However T1.3 shows considerable enhancementsahove the ground (up to
approximately 30 m), which was possibly due toaasrent updraft. Meanwhile, the UAV2 flight survegsFig. 46, many
of which took place approximately 100 m from theurs@, show large enhancementsgiracross the flux plane, up to
approximately 15 m above the ground. EnhancemémgsroFig. 64 can also be seen at a much greater lateral desfamn
the source, projected onto the sampling plane. Ehlikely a consequence of many UAV2 flight sursesampling at a
greater distance from the source than UAV1 flightveys, which gave th&me-invariantplume more time tepread
eutdisperseOn the other hand, UAV1 flight surveys, which tqulce nearer to the source, show that UAV1 inteeskthe

time-invariant plume less often. Thus, it may appkat the UAV flight track was not centred downdiof the source,

when in practice erratic variations in the positmnthe time-invariant plume-centre made it appgbé way, as the time-

invariant plume did not have time to disperse.

3.4 Flux quantification

Calculatedfux-density) from each flight survey was used to derive an simisflux (in units of kg$) using the near-
field Gaussian plume inversion (NGI) flux quantition technique (see Shah et al. (2019)). In pplecithe NGI method
accounts for turbulent variations in wind using &sglan statistics. The method also takes into adampling on a slightly
offset sampling plane (compared to the plane pefipatar to mean wind direction) by introducing @rdhdimension to the
traditional two-dimensional Gaussian plume modéle NGl method uses a least-squares approach toarzempeasured

and modelled values @f Residuals iq are minimised to output model parameters, whidtuite an initial flux estimate

(Fo).

Full details of the NGI method can be foundoitr previous study iShah et al. (2019). We provide a brief overviewehe
The size of theime-averagedlume is assumed to increase linearly with distafnoen the source, by assumimgto
decrease according to the inverse square law vistArice (an assumption which is valid over shastagices). Therefore
instead of using constant crosswind and verticgpelision terms, these terms are allowed to incwébkelistance from the
source, with both terms being fixed at a one mdistance. The crosswind dispersion term (at 1 ncharacterised using
measurements df, rather than assumptions of atmospheric stabiti/,these assumptions are valid_fione-averaged
plumes characterised by dispersion, rather thdayutent advection. In addition, the centre of tinee-averageglume in the
crosswind direction is derived from measurements, @fs the precise position of the source may be ammkn The vertical
dispersion term (at 1 m) ark€l can then be acquired by inverting modelled vabfag derived by minimising residuals, as
described above.

A measurement flux uncertaintyd is calculated by combining the uncertaintiesndividual E-—z andvWg2) values. A

lower uncertainty bounds{) is calculated using residuals between modelledi maasuredj values. An upper uncertainty
bound ¢*) is calculated by incorporating with the potential effects of negative flux biasedto under-sampling, using a
random walk simulation. The simulation is repeat86 times for each flight survey. In each simulatia static Gaussian
plume (simulating a prescribed arbitrary targek¥lis sampled across three dimensions, where sagdiconstrained to

the spatial limits of UAV sampling and is limited the UAV sampling duration. The NGI method is usedlerive a flux

10



410

415

420

425

430

435

440

445

from these random walk simulations. The averagetifvaal target flux underestimation from these datians can be
incorporated inta*. Random walk flux underestimation occurs duenutéd spatial sampling coverage (i.e. sampling paps
and limited spatial sampling extent. This simulatgiep therefore gives an important indicationhef $ystematic error due

to potential under-sampling. Afle, o°, ¢" ando values for each flight survey are given in Talbfe S

4 Flux results and discussion

Calculated NGI emission fluxes were compared tokti@wvn (controlled) emission fluxes, using theodietween the NGI
flux uncertainty range anB, (see Fig.75). As this was a blind flux analysif, was not revealed to the analysis team
researcherprior to calculatinghe NGI flux uncertainty range. Fig5 shows that the NGI flux uncertainty range agreel w
with Fo, for most flight surveys. Onl§pur-threesurveys (T2.1, T1;771.3and T1.7) had a flux uncertainty range that fell
short ofFq. Although no flux uncertainty range exceed®dT2.3 spanned a large flux range, much of whidhaffeoveF,.
Flux underestimation may be explained using théspsdown in Figh3 and Fig.64, which demonstrate the following: a
limited sampling duration made it possible to altnerstirely avoid the emission plume, thus resultimdgow flux results;
similarly, some flights intersected the emissiomnpé multiple times resulting in flux overestimationcases, although large
NGI uncertainty ranges can conservatively accoanttfis effect. Therefore it is clear that thevalue obtained using the
NGI method must not be taken at face value anduthédGI flux uncertainty range must be consider&drthermore, the
flux ranges in Fig.75 represent uncertainty bounds of one standard tievjat is statistically realistic to expect some

discrepancy betwedr, and the NGI flux uncertainty range.

The flux uncertainty ranges given in Fig.7 are asymmetric, although the magnitude of this asgtry was different for
flight experiments conducted by the different UAWSwas (0.33+0L31410)) times larger thams” for UAV2 but was only
(0.6608t0.03(1)) times larger for UAV1. This is because UAV2 sdedpfurther from the source, on average, on a aimil
sized sampling plane to UAV1. As UAV2 was furthesrfi the emission source, thestantaneeustime-invariaptume had
a greater likelihood of extending beyond the sangpplane and being missed (beyond the horizongé®df the sampling
plane), due to spatially limited samplirgtent This potential loss of in-plume sampling may hateerwise contributed

towards the overall flux, thus enhancisng Therefores™ is comparatively larger than for flights conducted by UAV2.

The suitability of our experimental sampling metblodly can be assessed by quantifyipaas a fraction of., which was

on average (+45+8)%. To assess the dominant soufces, the contribution ofWSz) and E uncertainty components

towards it were analysed (see Sl for details andIt®). Asog is derived by combining individual components irmdrature,

this analysis was conducted by assuming other taingées to be zero. The test showed that if wipeesl was the only

source of uncertainty, it would on average resulti90+8)% ofor, therefore representing a dominant source of tiaicey.

The standard deviation variability in cell temperat and cell pressure within each flight surveye(3able5) was, on

average, far smaller than maximal cell temperatinenges (2.9° C) and cell pressure changes (3.5 rabserved during

the MGGA Allan variance test. The average cell terafure and cell pressure during each flight suwasg also derived

(see Fig. S18 and Fig. S19) with averages givehainle 5. The values in Tabl® are not dissimilar to conditions during

calibrations (plotted in Fig. S18 and Fig. S19).tAsre was no discernible correlation betwednaind cell temperature and

cell pressure from the MGGA Allan variance test aotsidering dominance of winds contributing toveasd, one can

assume_that variation in cell temperature and pedssure had negligible net effect ep Furthermore, the (poorly

correlated) temperature trend from the MGGA Allariance test reveals a maximum uncertainty of 2Dfppthe MGGA

and 14 ppb for the pMGGA (derived from the maximdifference between average calibration cell tenpegaand

average UAV sampling cell temperature). These uacey values are far smaller than the averagemadrmaent uncertainty
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(expressed as a dry mole fraction) within eachhfligurvey of (55+47) ppb (see Table S7 for indigdualues), though

450

further laboratory testing would be needed to betiteracterise these effects.

| It is important to recognise the magnitude of th@INincertainty ranges in Figy7, relative toF,, which are due to the
difficulties in inverting sparse spatial samplirggderive an emission flux, following the NGI methdthese uncertainties
reflect the limitedsamplingdurationef-samplingand the effects of variability in wind. While wellfuacknowledge that flux
455 ‘ uncertainty ranges in Fig-7 are large, we believe that the true value of thd M&thod with UAV sampling is to derive
snap-shot rapid flux estimates at low cost, withoader-of-magnitude level precision, for subsequént investigation
using more precise flux quantification techniquéshough longer periods of sampling in each flightvey may reduce the
| uncertainties in Fig57, this is practically difficult with limited UAV bery life, with little additional benefit. Tethede
power or multiple UAV flights may alternatively hesed, as was the case with UAV1, but wind condétioan quickly
460 | change when sampling for prolonged periods withmamy lengthy intervals between flights.

Some flux results (T1.1 for example) intersected tilme-invariant plume more often than others (Tfbr2example) but

resulted in a lower NGI flux range. On closer ingdm of the mole fraction time series given in.Hg flight surveys such

as T1.2 sampled higher mole fraction enhancemeams hencey), than T1.1, However, as the time-invariant plumay

465 | have largely been centred near to the ground,nitteamore difficult to distinguish from a simpleopbf the flux density

UAV flight track. The comparative magnitude of mdtaction enhancements is clear, on examinatioth@fmole fraction

time series. Thus it is important to take into astddboth the number of plume intersections andnthgnitude ofg during

each plume intersection, when assessing NGl fleults

470  In order to assess whether multiple flight survegald be used effectively to capture the known dietd emission flux,
within uncertainty, the upper and lower NGI uncietyabounds were averaged for all surveys (see Iarate row of Fig.
57). The average lower NGI flux uncertainty boundadsaction ofF, (F.) was 0.2+0.1(&) and the average upper NGI flux
uncertainty bound as a fraction 6§ (F,) was 2+1(%), for all surveys. Thu&, (i.e. 1 in Fig.57) falls comfortably within

the average NGI flux uncertainty range, over 22epwhdent flight surveyd:. andF, were also calculated for surveys

475 | conducted by UAV1 and UAV2, separately. These ssp#r andF, values for each UA\alsocomfortably overlap with

the F. andF, values for all surveys combined. This suggests ttia sampling strategies employed by UAV1 and UAV2

were both capable of deriving the known emissiax,flwith a similar degree of both lower and uppacertainty. The

| percentage standard errorfin andF,, over all 22 flight surveys, wak3126 and10%, respectively. The large standard

errors inF. andF, may be reduced with more surveys, in order tcebetnstrain the NGI flux uncertainty range. Howeve

480 | more precise flux estimates can be obtaingidg other approaches such-as-whestracer dispersion methods. Although we

recognise that thE. andF, uncertainty averages are large, we emphasisetinanethodology has been adapted for rapid

flux analysis, rather than precise flux estimat#sriventory publication.

The ability of the NGI method to calculate a targetission flux was further assessed by calculatiegcentral flux estimate
485 as a fraction oF, (F() for each flight survey, using Eq. (18), is distinct fromF, (as a fraction oF), in thatF, finds the
centre of an asymmetric flux uncertainty, wherEas an initial flux estimate calculated using th&INmethod, which does

not take into account the potential effects of urslempling, which may result in a potential negafilvix bias.

(13)  F.= ﬁ

c Fo
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The mean of (F.) and the mean standard erroFnfor the 22 surveys (see bottom row of Fg) treats each survey as an
independent quantification of the flux, with no giing for sampling time (as flight times were kathasimilar). This
clearly demonstrates the improvement in flux accyr@or a constant source) that can be obtainet giieater sampling
time or repeated flights, as expected.was also calculated for surveys conducted by UAvid UAV2 separately: these
separaté- values both overlap with the combinggdvalue for all flight surveys (within one standateviation); there is no
discernible difference in the NGI flux result resubbtained by either UAV. This suggests that bid#V sampling
strategies were equally capable of delivering thmes emission flux estimate, by taking the averagendtiple flight

surveys.

The overlap of the standard deviatiorFn(shown in Fig57) with the known emission flux (i.e. 1 in Fig7) also suggests
that there was no apparent flux bias (within uraiaty) in this study. This indicates that we havecgssfully overcome the
causes of positive biases reportedur previous study (Shah et al., 2019)by-Shadd-€f2019) Shah et al. (2019) sampled
downwind of a controlled emission source and abtiymrsued thetime-invariantemission plume (projected onto the

sampling plane) using mid-flight knowledge of itesfiion, inferred by releasing smoke grenades dufiight surveys.

However in thicurrentwork, manual sampling was avoided by either flyin§V1 using pre-programmed waypoints or by

flying UAV2 using lateral transects in course-lodkoth of the approachegresented hersuccessfully avoided biased
sampling.

To conclude, UAV sampling can be used to practycadirive unbiased snap-shot emission fluxes wigiNiBl method, with
an order-of-magnitude precision, by sampling oraae perpendicular to wind direction from at leagproximately 50 m
away from the source. Although typical flux uncerties were high, NGl UAV fluxes serve as an impatttool for snap-
shot source identification and flux quantificatioBur UAV methodology fills an important gap betweeheap leak
detection techniques (such as infrared camerasghwdo not provide fluxes, and reliable flux quéindtion techniques
(such as the tracer dispersion method), which regxpensive instrumentation and may be more diffio organise. For
example, tracer methods can be problematic in cakege site access for tracer release is impossibie cases where the
plume may be lofted. The UAV methodology we deserib highly suitable foregulatoryleak detection and source
isolation—fer—regulatoryleak—detectiprwith the added capability to gauge the severityflax leaks, for subsequent
investigation using other approaches. We anticipatmmbination of UAV sampling with a tracer releawhere both a
target gas (in this case methane) and a proxyrt@sebe measured simultaneously downwind, takéwvguatage of vertical
sampling enabled by UAVSs, as a powerful future kitdbr precisefacility-scaleflux quantification.

5 Conclusions

Two UAVs were used to test the near-field Gausgilme inversion technique for flux quantificatiobne UAV was
connected to the MGGA on the ground using a tetlibile the other carried a new ABB pMGGA prototyipstrument on-
board. Both instruments measured atmospheric metheote fraction, which was calibrated and corre¢tedhe influence

of water vapour, following laboratory testing.

The flux approach was tested for 22 UAV flight sys, by deriving fluxes from a controlled releasenethane gas. This
yielded successful results, with8-19 out of 22 fluxes falling within the UAV-derived fluuncertainty range. This
demonstrates that the near-field Gaussian plumersion methodology used here could be used toelenvission fluxes
from UAV sampling of plumes from facility-scale (pt sources, where such sources are relativelgriaat over the

period of such UAV sampling. The lower flux uncéntg bound was, on average, 17%=+16@ of the controlled emission

13



530 | flux and the upper flux uncertainty bound was, verage 21822 P6+1009816)% of the controlled emission flux. Thus the
known emission flux was comfortably encapsulatedngyUAV flux results, within uncertainty.

A key advantage of the methodology used here isfiléy to sample downwind of sources to obtaifigife mole fraction
measurements. Such sampling allows for indeperatehportable studies of methane emissions withmunheed for heavy
535 infrastructure, special permissions, runway acaesprior notification. We conclude that the neasdi Gaussian plume
inversion flux guantificationmethod can be used confidently in future with UA&rpling to derive snap-shot methane
emission fluxes from relatively constant facilitgate sources such as oil and gadraction infrastructure, livestock
agriculture and landfill sites. An exciting futuagplication may be the incorporation of UAV samgliwithin the tracer
release method, where simultaneous measuremertaojet gas and a proxy tracer can take advantagertical sampling
540 enabled by UAVs. This avoids the limitation of @mt mobile vehicle sampling which cannot samplaetbfplumes.

Together, this may represent a powerful futurekibébr precise and efficient flux quantification.
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Figure 5. UAV1 flight tracks (coloured dots), with the colour corresponding to g. Periods in which the tubing_inlet
kinked have been removed. A logarithmic colour legend has been used. The position of the source projected on the
plane perpendicular to mean wind direction has been set to a reference of 0 m. The controlled emission flux and the

parallel distance of the sampling plane from the source (weighted to the position of g enhancements) are given in

brackets.
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Figure 6. UAV2 flight tracks (coloured dots), with the colour corresponding to g. The position of the source projected
on the plane perpendicular to mean wind direction has been set to a reference of 0 m. The controlled emission flux
and the parallel distance of the sampling plane from the source (weighted to the position of g enhancements) are
given in brackets.
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Figure 7. NGI flux uncertainty range (thick cyan bars), for each method testing flight survey, asa fraction of F,. The
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averages (vertical blue lines) are plotted for UAV1, UAV2 and for all flight surveys. Standard deviation uncertainty
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MGGA pMGGA
M ass 4. kg 3.4kg
Length 0.3tm 0.3:m
Width 0.3Cm 0.2Cm
Depth 0.1Em 0.1cm
Power consumption 35W 32W
Operating DC voltage 10V -3CV 10V -28V
Cell pressure atmospheri pressure controlled to 0. bai
E-folding time (1.€£0.2) s (3.C+0.1) s
Volumetric flow rate (27.9(+0.05 cn s (5.06:0.02) cn° s*
Maximum sampling frequency 10Hz 5Hz
67O 2.71ppk 5.44 ppb
1 Hz Allan deviation 0.71 ppk 2.2 ppk
0.1 Hz Allan deviation 0.24 ppk 0.7Z ppk
Optimum integration time (20+3) s (7C+10) s

Table 1: General properties of the MGGA and the pM GGA.
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MGGA pM GGA
|| a -0-0055-0.00031: MOkyate MOl -0-00050:+0.00019! MOkyate Mol
b +0.0053(-0.00019: MOlyateemol™ ppn~ . -0.000025 mOlyatermol
1 1 ppml
|| w : .
|| @ -1.55€ mol Mol e -1.64Cmol Mol =
[| B -12.25 mol MOl > -1.20¢ mol* MOolyawe=
o, 0.000425 0.000261
725 | Table2: Water correction coefficientsfor the MGGA and pMGGA, required to obtain v using Eq. (4)_and a,.
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MGGA pMGGA
Gtog 0.9970+0.0002 0.9869+0.0002
Ctoc (+0.0132+0.002( ppir (-0.0019+0.001¢ ppir

Table 3: Calibration coefficientsfor the MGGA and pM GGA.
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UAV1

UAV2

Flights per survey

2

1

Distance of sampling plane from
source

4847 m-5150m

64m-104114m

Take-off and landing Manua Manua

Flight control Waypoint: Manual (course locl
Aver age velocity acrossthe sampling | (1.5£0.1 ms™ (2.840.6 m<™
plane

Payload PFA tubing and inlet, wind sensor pMGGA

Height of plane of propellers 0.540 m 0.680 m

Height of air inlet 0.845m 0.370 m

Table4: A comparison between UAV1 and UAV2.
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UAV1 UAV?2
Instrument MGGA PMGGA
Aver age cell temperature standard (£0.1€+0.09° C (£0.2€+0.28° C
deviation within flight surveys
Average cell pressur e standard (£1.15+0.86 mbai (£0.4(+0.01’ mbal
deviation within flight surveys
Average cell temper ature mean (25£2)° C (22+4)° C
across flight surveys
Aver age cell pressure mean acr 0ss (1025.6+5.4) mbar (614.4+0.1) mbar
flight surveys
730 | Table 5: Average cell temperature and cell pressure standard deviation variability within each UAV flight survey,
recorded by the MGGA and the pM GGA. The aver age cell temperature and cell pressure mean is also given.

34




