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Abstract. Methane emission fluxes from many facility-scatmurges may be poorly quantified, potentially leadit

uncertainties in the global methane budget. Aceuafihospheric measurement based flux quantificagiongently required
to address this. This paper describes the first{tessng unbiased sampling) of a near-field Gauspiame inversion (NGI)
technique, suitable for facility-scale flux quartion, using a controlled release of methane §as unmanned aerial
vehicle (UAV) platforms were used to perform 23ffif surveys downwind of a point-source methanergksmse from a
regulated and flow-metered cylinder. One UAV waheeed to an instrument on the ground, while tineloUAV carried an

on-board prototype instrument, both of which ushkd same near-infrared laser technology. Both instnis were

calibrated using certified standards, to accounvéwiability in the instrumental gain factor, assng fixed temperature and
pressure. Furthermore, a water vapour correcti@torfa specifically calculated for the instrumentasvapplied and is
described here in detail. We also provide guidamtepotential systematic uncertainties associatetl temperature and
pressure, which may require further characterisgio improved measurement accuracy. The NGI teghmivas then used
to derive emission fluxes for each UAV flight supvéNe found good agreement of most NGI fluxes wvilie known

controlled emission flux, within uncertainty, vsiiig the flux quantification methodology. The lowand upper NGI flux
uncertainty bounds were, on average, 17%+10¢land 227%+98()% of the controlled emission flux, respectivehhi§

range of conservative uncertainty bounds incorgofattors including the variability in the positiof the time-invariant
plume and potential for under-sampling. While theserage uncertainties are large compared to methoch as tracer
dispersion, we suggest that UAV sampling can béljigomplementary to a toolkit of flux quantificati approaches and
may be a valuable alternative in situations whete access for tracer release is problematic. \We aséracer release
combined with UAV sampling as an effective approaciuture flux quantification studies. Succesdiuk quantification

using the UAV sampling methodology described hemmahstrates its future utility in identifying andanptifying emissions
from methane sources such as oil and gas extrakctfoastructure facilities, livestock agriculturadalandfill sites, where

site access may be difficult.

1 Introduction

Methane is the second most important anthropoggréenhouse gas (Etminan et al., 2016), with an itapb role in
atmospheric chemistry processes (Ehhalt et al.2)19here is more methane in the atmosphere td¢dayan—-average
annualised-basidhan there has even been over the past 800 009 (fetreridge et al., 1998; Loulergue et al., 2@0&;th
System Research Laboratory, 2020). The global metbadget is subject to significant uncertaintiéisschke et al., 2013;
Saunois et al., 2016b; Nisbet et al., 2019), paldity from inventory uncertainty in facility scaources such as landfill
sites (Scheutz et al., 2009), herds of cattle (flaand Clapperton, 1965) and oil and gas extmagtifrastructure (Brantley
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et al., 2014), which collectively contribute sigoéntly to global methane emissions (Dlugokenckgplgt2011; Saunois et
al., 2016a). These uncertainties can be reducedighrthe accurate source identification and suls®gguantification of
methane emission fluxes using top-down (atmosphema@surements based) methods, in order to validat®m-up

(inventory based) emission flux estimates (Lowrglet2001; Nisbet and Weiss, 2010; Allen, 2016sjelins et al., 2018).

Accurate top-down flux quantification from faciligcale sources requires a combination of wind veoeasurements along
with in situ measurements of atmospheric methanle fnaction (Dlugokencky et al., 1994; Rigby et, &017). Facility-
scale emission fluxes can be derived from nead-f&@mpling (less than 500 m from the source), whigly be acquired
from an unmanned aerial vehicle (UAV) platform (@atld and Tedders, 1985). UAVs are cheap, versatitt relatively
easy to use (Villa et al., 2016), compared to largened aircraft (lllingworth et al., 2014; Lehmagtral., 2016). They can
fly near to source and can be directed automaicading waypoints, to enable even and unbiasediaspsampling
(Greatwood et al., 2017; Feitz et al., 2018). Tharethree principal approaches for measuring methaole fraction from a
UAV in situ: on-board air samples can be colledtedsubsequent analysis (Chang et al., 2016; Geadvet al., 2017;
Andersen et al., 2018), air can be pumped throufging tube to a sensor on the ground for analyBisdy et al., 2017;
Wolf et al., 2017; Shah et al., 2019) or air carabalysed live using a sensor mounted on-boardJ#é¢ (Berman et al.,
2012; Khan et al., 2012; Nathan et al., 2015; Galstt al., 2017; Martinez et al., 2020). Yet, a kayitation to accurate
source identification and flux quantification isettprecision and accuracy of methane mole fractiamasarements
(Hodgkinson and Tatam, 2013). Miniaturised sensartable for UAV sampling are emerging (Vikd al, 2016), but high
precision lightweight in situ closed path sensdesturing superior techniques, such as off-axiegrdated cavity output

spectroscopy, have not yet materialised.

Some studies have used UAV remote sensing measntereederive emission fluxes (Golston et al., 2018ng et al.,

2018). However, to our knowledge, only Nathan e{2015) have derived fugitive methane emissioreffuusing UAV in

situ measurements. In that study, a UAV with arboard in-situ low precision sensor (+0.1 ppm atz) fiew in orbits

around a gas compressor station, using mass batemxcmodelling, with geospatial kriging for intefpthon, to derive the
emission flux. However this method was not tesmdUJAV sampling with an accurate known (controlledgthane flux
rate. It is crucial that novel flux quantificaticechniques are tested by sampling a known fluxprpio investigating
unknown emission sources (Desjardins et al., 2828z et al., 2018). Our previous study, was th& fest of an in situ flux
quantification technique using UAV sampling downdiof a controlled methane release, where a UAV eeemected to a
high precision methane analyser on the ground us&tgm of tubing (Shah et al., 2019). A data-setwaf-dimensional
downwind sampling measurements, on a vertical filane, was used to develop the near-field Gaugdiame inversion
(NGI) technique for flux quantification, as othéux quantification approaches failed (Shah et2019). Fully manual UAV
piloting was employed in this previous study toiady pursue the position of the time-invariant esion plume on the
sampling plane, using mid-flight knowledge of itssfiion. This resulted in calculated emission flixieat were significantly
positively biased compared to known emission fluxsés represents a source of vulnerability in yfuthanual UAV

sampling, which we address in this work.

Here we test the application of the NGI method wittbiased UAV sampling of controlled methane emissiources, by
flying two UAVs downwind of the release. In this rkpthe causes of positive flux bias reported irlSkt al. (2019) were
addressed in our sampling strategy, by flying a UAithout prior knowledge of the position of the 8ramvariant emission
plume. One UAV was connected to a commercially lab& instrument on the ground and the other adradighter

prototype on-board instrument (sect. 3). Both imsints were characterised and calibrated, wittetfezts of cell pressure

and cell temperature also assessed (sect. 2). fpuoach to water vapour correction is also outlimedect. 2. Limitations



to our sensor characterisation procedures andefutoprovements are also outlined. Sampled datatieas used to derive
85 NGl flux uncertainty ranges (sect. 4) for each @ffRight surveys. In sect. 5 the success of the N@®thod is assessed

overall and its sampling constraints are summarised

2 Methane instrumentation and calibration
2.1 Instrumental overview

Two instruments were used to derive atmospheriathane mole fractionX]) measurements during UAV samplini [
90 s given in units of parts-per-million (ppm) thrdwapt this paper, which are defined here as the earmbmoles of methane
per million moles of dry air (I® Mokyemanemol™), with parts-per-million (ppb) defined as the nienbf moles of methane
per billion moles of dry air (I?) molmemanemorl). In this section, the ABB Micro-portable GreenkeuGas Analyzer
(MGGA) and a lighter prototype MGGA (pMGGA), deseghfor UAV use, are compared and characteriseddess their

performance, albeit under ambient (variable) latuwyatemperature and pressure conditions. The teahspecifications of

95 | both instruments are compared Tmble 1Table-1Both instruments use off-axis integrated cavitytpot spectroscopy _ - [
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(ICOS) to derive simultaneous empirical measuremeaftmethane, carbon dioxide and water mole fractfoom the

absorption of a near-IR (1651 nm) laser, with thetew and methane absorption peaks separated yrD.Zhe pMGGA

uses an additional laser (1603 nm) to measure padbmxide mole fraction more accurately. Off-axi8AS techniques

reflect a tuneable laser between two mirrors inighdinesse optical cavity, to obtain high-precisionole fraction
100 measurements (see Paul et al. (2001) and Baer(&08P) for further details on off-axis ICOS).

The e-folding time of the high-finesse cavity intb@ensors was measured here by fitting an expiahelgtcay function to
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This represents the time taken for 63.2% of theeams of the high-finesse cavity to be replaced AHan variance of each
105 sensor was also derived (see Fig. 1 and Fig. 2ampling a dry gas standard continuously (17 hands23 minutes for the
MGGA and 38 hours and 30 minutes for the pMGGA)emambient conditions. The 1 Hz and 0.1 Hz Allawidtion for

| both instruments is given ifiable 1Table-1The sampling noise uncertainty,), used within the total mole fraction_ - {
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enhancement uncertainty (discussed in sect. 2gjesents the Allan deviation at the maximum samggiiequency. , for
the MGGA and pMGGA are 2.71 ppb (at 10 Hz) and pgd (at 5 Hz), respectively. The optimum Allan igace
110 integration time was also assessed for each s¢(®x3) s for the MGGA and (70+10) s for the pMGGHjis represents
maximum sampling time before instrumental drift inegto dominate over instrumental noise. During M@&GA Allan
variance test, cell temperature (which varied betw@4.9° C and 27.8°C) and cell pressure (whictiedabetween
1.0093 bar and 1.0128 bar) were also recordedsesagheir correlation wittX] (see Fig. S1 and Fig. S2). Correlation of
both cell temperature and cell pressure was poiti, Rearson correlation coefficients of -0.4849 ab@835, respectively,
115 and linear gradients of -0.0022 ppni* @nd -0.0022 ppm mbér respectively. Thus over a limited cell pressund aell
temperature range, there was no definitive coigdatvith [X] for the MGGA under typical laboratory conditiortepugh
there may be a need for a more comprehensiveerefieérature and cell pressure characterisatidmeifuture, depending on

the expected sampling conditions.
2.2 Empirical water vapour correction

120 Raw wet methane mole fraction measurement§o)[recorded by each instrument were corrected féluénce of

atmospheric water vapour on mole fraction retrigvélVater vapour influenceseasurements afry methane mole fraction

([X])—measurementfor three main reasons (Karion et al., 2013; C&Skeal., 2013; Rella et al., 2013). First and most
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significantly, dilution effects occur, where thellbbpresence of water reduces the quantity of medliathe cavity at a given
pressure. Second, strong, broad infrared absorp@éoals of water can interfere with the absorptipacsum of methane,
though this effect is thought to be small in thése as the spectral lines are well separated ispbetral sampling region of
these instruments. Third, pressure broadening lbanthe shape of the methane spectral absorpaod,bdue to collisional
interaction between water and methane moleculesipaced to pressure broadening without water in dhety. The

combined impact of pressure broadening absorptsrd thanges and dilution has a net effect of detrgdX], in both

instruments, based on laboratory observationsrange of methane and water mole fractions, undeicay near-surface

conditions.

To account for pressure broadening absorption barahges, both the MGGA and pMGGA use an interntaleral
algorithm to derive methane mole fractions, whicitludes empirically derived estimates of the effettpressure
broadening as a function of varying empirical watgpour mole fraction. The instruments then output dry mole fraction
measurements, which have additionally been comdotethe effect of mole fraction dilution by wateapour, and raw wet
methane mole fraction measurementdd], which have not been corrected for dilution (boe still calculated using the
same empirically derived pressure broadening cborgcas a function of water mole fraction). A typi pressure
broadening correction (as a function of water mivéetion) is determined by the manufacturer basedexperiments
conducted with a sample batch of instruments, ingldn average correction applied to all instrureehitowever, because
the correction convolves pressure broadening absarfpand changes due to water vapour with presbuooadening
absorption band changes due to instrument fadeese is some variability from unit to unit. Thesef, to obtain a more
accurate correction for the influence of water vapon the individual instruments used here, we yapplurther empirical
post-processing correction factor %]{ measurements (without the dilution correction)orégd by the instruments under
ambient laboratory conditions, using reported messents of water mole fraction (§8]). Although [HO] measurements
reported by the instruments may not be an accuegesentation of the true water mole fractionhe tavity, they are
sufficient for an empirical correction oiX]p, provided that [HO] does not drift and is independent of dry uncalied
methane mole fractionX[o™). Therefore [HO] was not calibrated against standards and aruimsntal reported value was

used for this empirical correction.

For the water correction to be valid, fB] should be independent of]j™. However both instruments reported small but
non-zero [HO] when sampling dry air, which decreased with éasing K],"”. Therefore before a water correction could be
applied, a [HO] baseline ([HO]o) was derived under ambient (variable) laboratamyditions up to 5 ppm, which represents
the upper limit of the World Meteorological Orgaation Greenhouse Gas Scale (WMO-X2004A) for meth&ees from
two cylinders with different methane compositios901 ppm and 5.049 ppm) was dried by passingaeutih a water trap
(a stainless-steel coil immersed in solid carbaxidie pellets) before being sampled by both the MG&d the pMGGA.
Dry air from an additional cylinder (2.167 ppm) waiso sampled by the MGGA. Each gas was samplethianom of 11
times for 4-minute periods, from which 1-minute @ages were taken. pB], decreased with{]"™, given by Eq. (1), where

a is the water baseline offset abds the water baseline coefficient. The data usefit {H,0], is plotted in Fig. S3 and Fig.
S4.

@ [HOlb=a+{® [Xo™)

was also tested up to approximately 100 ppm (séerSletails).

[H2O]o is assumed here to be relatively constant ovee.tifo test this, an Allan variance test was coretlicn [HO], for

both instruments (see Fig. S5 and Fig. S6), udiegsame Allan variance data-set described in theiqus section. This
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revealed a water baseline Allan deviation precigmmthe MGGA and pMGGA of +1610° Mol e Mol and +27 10

® mol,aer Mor?, respectively, using a 1-minute integration tirttee(averaging time used for each,(4o point). These 1-
minute Allan deviation averages are small compaoeithe water vapour content of typical tropospheii¢c suggesting that
[H,0]o remains relatively stable. Having established ablst and well characterised water baseline (assprambient
temperature and pressure conditions), a post-paeempirical water correction factor) (was derived by sampling gas
from a single cylinder (2.205 ppm for the MGGA ahd83 ppm for the pMGGA), which was humidified tdifed dew
points (from 0 °C to 18 °C), using a dew point gater (LI-610, LI-COR, Inc.), following a similarxperimental set-up
used by O'Shea et al. (2013). The humidified gas fivet sampled dry (to measupg{*), by passing it through the water
trap, and then sampled wet (to measifiig s a function of [KD]). An example of sampleX], and [HO] measurements,
used to calculate each data point, is given in Big). A single gas standard was deemed sufficienthis test as both
dilution and pressure broadening absorption baatgés affect the gain factor on methane mole fragtieasurements (i.e.
they do not affect the instrumental methane offsEfus this water correction is assumed to be iedégnt of Ko™ and
solely dependent on the amount of water in thetgakowever any water correction may be systemiyidafluenced by
cell temperature and cell pressurehich-is-beyond-the-scope of This was not discugsel@tail inthis work as these effects

are deemed to be small under typical near-surfaggammental changesompared to the large methane elevations that

were measure(see Sl for further discussion).

[X]o is then corrected by dividing it by as is effectively the ratio betweeX], and [X],™”, as a function of [pD]. The
ratio of [X], to [X]o™¥ was plotted against (B@] - [H.O]o), where [HO], was the water baseline measured during dry
sampling (see Fig. S9 and Fig. $S10). Subtractiregbidseline in this analysis minimised the effe¢t&Xd"™ on [FH:0]. A

quadratic fit was applied to both curves, with thieercept forced to unity. The first order coeféiot ( ) and second order

[H20].

2 =1+( (H0]-[H:0lp) +( ([H:O] - [H:00))
As [H;0]p in Eq. (2) is typically unknown, [¥D], defined in Eq. (1) can be substituted into Eg, {@)ield Eq. (3).
3 =1+( (HOl-a-(b X™)+( (HLO]-a-b ™))

As [XIo™ in Eq. (3) is also unknown, an approximation tfél,™ is close to X]o, in typical tropospheric humidity
conditions, can be used. Thus Eq. (3) can be r@nrih terms of X]o and [HO], using Eq. (4).

“4 1+( (HLOl-a-(b X)) +( ([H0]-a-b [X))

To check the above assumption, as a simple exaffmlehe MGGA), when [HO] is 0.01 MQlaer Mol and [>(]odry is

5 ppm, Eq. (3) yields of 0.98089 whereas Eq. (4) yields a similar vdhre of 0.98092. This small change supports the

use of Eq. (4) as an alternative to Eq. (3), byficming that [X]o™ is close toX]o in this simple example.

The fit given by Eq. (4) relies on a reliable wab@seline, independent of cell pressure and celpésature. If the MGGA
sampled 5 ppm of dry methane and without a baselameection, would be 1.0020, thus representing a methane mole
fraction reduction of 0.0098 ppm (at 5 ppm), assgminvariant environmental conditions. However,Es (4) acts to
remove this small uncertainty, the residual unaetyawould be very small. In addition, the uncentgiin our empirical

water correction fit was quantified using each watarection residualR) from Eq. (2), to derive a water fitting uncertigin

of the residuals and quantifies the quality of applied water correction fits, whei¢ is the total number of residuals.
However there may be additional water correctioocentainty due to effects of cell temperature arldpressure on, which

may be useful to examine further in future work.



1
5 =
Our water correction approach (given by Eqg. (2))aisalogous to the approach of previous work usimg same
210  spectroscopic techniqu®'Shea et al., 2013); this previous work found tha water correction is stable and does not.drift
Thus an uncertainty in our water correction fit wdeemed to be sufficient to characterise uncestaémbpirically. To
summarise, this is a purely empirical instrumergic#fic correction to correct for the effects of eawvapour in the cavity,
valid for the tested water mole fraction range pfta 0.016 mgl,e mol™. For example our correction (assuming constant
temperature and pressure) would increase an MGEW™ measurement (at 2 ppm) by +0.27%, at a humidity of
215  0.001 malae molt, and by +1.8%, at a humidity of 0.01 gl mol?, thus improving measurement accuracy.

2.3 Calibration

In order to convertX], into [X], both instruments were calibrated by samplingva standard methane mole fractioK](f,)
of 1.901 ppm and a high standard methane moledrafiiX].qr) of 5.049 ppm, both of which were certified WMO-0®4A
standards. Each gas was sampled intermittentlyforinute periods of continuous sampling. The watep was used
220  throughout each calibration as an extra precautmensure dry gas entered the sensor cavities.n@mate averages from
each 4-minute sampling period were taken to deoiwe value of low X]o™ ([X]o™w) and one value of highX]o™
(IXlo™hign) representative for each 8-minute period. The finceement between eack][™jo, and K]o™hign value was then
interpolated from 8 minutes to 4 minutes, such évary measured value ofJp",, had a corresponding interpolated value
of [X]od”/high and vice-versa. Individual measured and interpdlgk]o™ o, and p(]od’yhigh values for both instruments are
225  plotted in Fig. S11 and Fig. S12.

These measured and interpolated averages werdaisaftulate an average gain fact@) @nd gain factor uncertaintyd),
from the average and standard deviation, respégtigea set of at least 24 individual gain factazalculated using Eq. (6)
(Pitt et al., 2016).

230 () gain factor ———[(,Xﬂljhigh_[x]"’fw
X high'lx]o low

The average offse) and offset uncertainty §) was calculated by taking the average and stardiarition, respectively,
of individual offsets, calculated using Eq. (7) &gl (8) (Pitt et al., 2016).

Q) low offset = Kliow - (G [Xlo"™low)

8 high offset =Xlngn- (G [X]o"hign)

235 | G, ¢ Cand c for both instruments are given jiable 3Table-3During these calibrations, the cell temperaturéhe - [

MGGA and pMGGA were (31.4+0.7)° C and (24.6+0.1)€&pectively, and the cell pressure of the MGGA pMGGA
were (1005.9+0.2) mbar and (614.30+0.01) mbar eaisgely.

A key advantage of this calibration procedure it timcertainty irG is well quantified up toX]ngn, assuming stable cell
240 temperature and cell pressure. Cell temperature @il pressure both effect spectral fitting parametand may
consequently have an impact @nthough this effect would be smaller for the pMG@hich is pressure controlled. The
effect of cell temperature oB is small; this was tested by performing a shamntétest) calibration with the MGGA at
(44.08+0.02)° C, yielding a gain factor of 0.9978ed S| for details). In addition, the MGGA was loadied at
(968.7+0.3) mbar, yielding a gain factor of 0.996@e Sl for details). These test gain factors atk similar toG (from the
245  main calibration) of 0.9970+0.0002. Furthermoresrénwas no discernible correlation for both cethperature and cell
pressure during the MGGA Allan variance test (sbeva), which suggests th& is negligibly insensitive to these

parameters, over the limited environmental rangetie duration of the Allan variance test, thougbrencomprehensive
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characterisation of these parameters may be rehuiruture work. Although the pMGGA was not tesiadhis way, we
assume similar behaviour due to identical spectimisctechniques. Nevertheless, separate in-fieltraéions would be
preferable to enhance measurement accuracy, byatkesing the effect of variability in cell tempéure and cell pressure
on G. However there are logistical challenges withigief calibrations, such as the need for calibragases and the time
required to perform calibrations in dynamic atmasjhtemperature and pressure conditions. The &by calibrations
described here required at least three hours oplagnto characterise variability i®: this may be impractical in field

conditions.

2.4 Methane enhancement and uncertainty

The calibration procedures described above showGhiz almost equal to 1 and is almost equal to O, relative to the

This means that both instruments record rly fneasurements with very little systematic erroerewhen uncalibrated.
Thus for most methane measurement purpoXgsnjay not need to be corrected. However in this werkvas applied to

[X]o for improved accuracy.

[X] can be calculated in ppm using Eg. (9).
G

9 X]= = [X], +C

However, during flux calculation, the enhancementniethane mass densit)( in kg m°, above some background is
required and was calculated here using Eq. (10r Background methane mole fractiorX]() and corresponding
background uncertainty () can be calculated from a subset Xf fneasurements, which can be acquired from outhafip
sampling (see sect. 3). The molar density of dry diand the uncertainty in (), in units of dry mol rif, can be derived

from pressure, temperature and humidity measurem&he molar mass of methamé)(is fixed at 0.01604 kg malnans-

(10)  E=(X-[Xy M

To calculate the uncertainty B ( g), the linearity in the instrument response wagsattarised up to 5 ppm (i.e. the extent
of the WMO-X2004A scale). This was achieved by elterising the MGGA response to five certified WMQ004A
standards. A linear fit was then applied to meas{iX¢ with residuals used to derive an uncertainty tueon-linearity (,)

of +2.3 ppb (see Sl for further detail$he MGGAlinearity-was-assumed-to_beWe adbptsameion-linearity uncertainty

factor for the pMGGA astheyboth instrumentsise identical spectroscopic techniques.can then be calculated by

combining , with the precision and accuracy uncertainty conepts of K], using Eq. (11). Precision is characterised by
and accuracy is characterised hy ¢ and terms. ¢ also incorporates the effects of drifts, as it wlasived from a
prolonged sampling period over which drifts couleivelop. However ¢ does not incorporate uncertainties due to the
potential systematic error of cell temperature aell pressure variations of, which may manifest themselves as an

accuracy term in Eq. (11).

2 2 2 2
1) e=E 2+ 2+ 2 &+
AlthoughM remains constant,in Eq. (11) changes as a function ¥fJand [H,0], for each value oE. (is not required in
Eq. (11) as the offset cancels out in Eq. (10), mwéabstituting in Eq. (9). This is an important adtage of usingt rather

than [X], in the flux analysis used in the following secti
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2.5 Future improvements for instrumental charactersation

Although-itis-beyond-the scope-of- this-manusctiffnere are a number of steps that can be taken ter lobiaracterise both
instruments, to account for the effects of cell penature and cell pressure on instrumental oufffue. simple tests at the
end of sect 2.3 show that both cell temperature @idpressure can affe@, though this effect is subtle over small

variations.

ing-he Allan variance tests (see sect. Afkp show
that influence of cell temperature and pressurgstmumental output is smalThus future calibrations should be conducted

in a controlled environment. Cell temperature aelll gressure may also effect JBl], (see Sl for details). It would also be
useful to characterise [B], under a wider range of environmental conditiongtttermore, [HO], is assumed to respond
linearly to [X]o™ (up to 5 ppm) based on our sampling of two oretges standards. This linearity could be testddtime,
under controlled conditions, by sampling more séads. The linearity of instrumentaXJp™ response toX] could also be
tested by sampling more certified standards to [adpuhe range between 2 ppm and 5 ppm. It maytsaaseful to sample
below 2 ppm to fully characterise linearity, indlag at O ppm (using synthetic zero-air). Howevetttas instruments are
designed for atmospheric sampling, it is rare tmEa air below the atmospheric ambient mole fractackground
(approximately 1.9 ppm at the time of writing). @ other hand, although the WMO-X2004A scale doasexceed
5 ppm, it would be useful to test the linearityimstrumental response at higher mole fractionsyguspecialised certified
gas mixes. Nevertheless, we are confident tha{Eg.adequately quantifies uncertainties up to @ pipcorporating terms
for both accuracy and precision, assuming relativceinstant temperature and pressure. Measurementaay may be
improved by following the above suggestions, big th not the focus of this work and our instrunaémésting was deemed

sufficient for our UAV sampling approach, descritiedhe next section.

3 Method Testing
3.1 Experimental description

A UAV sampling methodology for source identificatiand flux quantification was tested in two fieljacent to a natural
gas extraction facility in Little Plumpton (near 8¥&am), Lancashire, United Kingdom (+53.78785° N94258° E), prior
to any drilling or hydraulic fracturing, over fiveampling days in August and September 2018. A nfigheofield site is
given in Fig. 3. The two adjacent grass fieldswimich all UAV sampling took place, belong to a futbperational dairy
farm. Methane was released from within the opegasiite at one of two controlled flux rateBy), from 0.25 m above
ground level (see SI for controlled release détafgwas undisclosed during flux analysis, prior to teenparisons shown

later in this paper, allowing for blind method tegt

Two adapted DJI Spreading Wings S1000+ octocopfevdlabelled UAV1 and UAV2) were used to sample thethane

The location of the UAVs in relation to the contedl release and their sampling paths was decidegbhoh day based on
public wind forecasts and on-site wind measurement$orizontally centre (as best as possible) éd8N flight track
downwind of the controlled release][measurements from both platforms are given in BigUAV1 was operated using
pre-programmed waypoints and ascended diagonadigh EJAV1 flight survey was composed of two partse dlight to the
right of the source (projected onto the sampliranpl perpendicular to mean wind direction) andtortée left. Meanwhile
each UAV?2 flight survey was composed of a singightl to perform horizontal transects, with eacdngect at a roughly
fixed height, up to approximately 100 m laterallyay from the take-off position. 7 surveys were asctdd by UAV1
(labelled, T1.1 — T1.7) and 15 surveys were coretlbly UAV2 (labelled, T2.1 — T2.15). Individualghit survey details are
given in Table S1 and Table S2.
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UAV1 (see Fig. 5) was connected to the MGGA on gheund, using 150 m of perfluoroalkoxy (PFA) tubif@g76 mm
inner diameter; 6.35 mm outer diameter). Air waligouthrough the tubing using a small pump (NMS .30 DC-B 12V,
KNF Neuberger UK Ltd), from which the MGGA subsaexhl The sampling lag time between air enterindtA¥ air inlet
and air entering the MGGA cavity was 25 s, withearerage volumetric flow rate through the tube df0@10) cnis® and a
flow rate through the instrument (at ambient presjsaf (27.90+0.05) cfs®. Both the MGGA and the pump were powered
by a 12 V lead-acid battery. As the tether conrmetteUAV1 occasionally kinked during flight, bloeig air through the
tube, 16% of all X]o sampling from UAV1 was discarded (such periodsewidentified and recorded in the field from the
flow of air to the pump). The pMGGA was mountedlmard UAV2 (see Fig. 5), beneath the centre frafhe. sampling
lag time between air entering the external airtinled air entering the pMGGA cavity was 2 s, witfioav rate through the
instrument of (5.08+0.02) chs®. The pMGGA was powered using the on-board 22.2AVD battery. Both the MGGA
and pMGGA transmitted live, real-time mole fractimeasurements wirelessly, to a tablet computehemgtound. Satellite
geolocation was recorded by the pMGGA, on-board QAMimultaneous with everyX], measurement. Satellite
geolocation was recorded on UAV1 by a separateaanebcomputer, sampling at 1 Hz. Aerial UAV flighacks are given
in Fig. S14 for UAV1 and Fig. S15 for UAV2.

A lightweight wind sensor (FT205EV, FT Technologiesnited) was mounted on-board UAV1, on a carbdwdipole
305 mm above the plane of the propellers (see iSiufther details and testing). It recorded wineeg and direction at
4 Hz. These measurements were used to model ciramged speed with height above ground le#! A two-dimensional
stationary sonic anemometer (WS500-UMB Smart WeaBensor, G. Lufft Mess- und Regeltechnik GmbH) \aés
situated on the southern boundary of the operaiiteg(see Fig. 3), (3.30+0.03) m above ground lelkis provided wind
speed, wind direction, relative humidity, temperatand pressure measurements every minute. Windurexaents from
both sensors were combined to derive the averag@lb wind speed as a function ®fWS2), for the duration of each

flight survey. This is described in detail in the S

The position of the UAV1 wind sensor and the pasiod the air inlet for both UAVSs, relative to thé&ape of the propellers,
are shown in Fig. 5. In hindsight, the UAV2 airdnishould have been elevated above the plane opritellers, as
downwash from the rotating propellers can distioet &pparent plume morphology, leading to smallreriro the geospatial
positioning of the sampled air (Schuyler and Guzn2017; Zhou et al., 2018). As UAV2 generally samdpht a greater
distance from the emission source than UAV1, alfmnthe instantaneous plume to disperse acrosger larea, the impact
of sucha geospatialpositioningerror is expected to the small. Nevertheless shoalld be taken in future work to reduce

these potential sampling biases.
3.2 Flux density measurements

Each individual UAV1 survey resulted in (9+1f1 minutes of useableX], measurements and each UAV2 survey resulted
in (8+1(1)) minutes of useableX], measurements (see Table S1 and Table S2 for éhdivsampling periods). This data
was prepared for flux quantification by carryingt abe following steps. TheX], timestamp from both instruments was
corrected to account for lag time. 1 Hz satellé®lgcation from UAV1 was interpolated to the 10 Xk, frequency of the
MGGA. [X], was converted intoq using Eq. (9)E was calculated withq] measurements from both instruments using Eg.
(20). [X]p, was derived by fitting a log-normal distributiom &ll recorded X] measurements from each flight survey, using
the method described by Shah et al. (2019) in eevipus study. This background was derived fromsaogram of all
useable X] measurements acquired during each flight experipeelog-normal fit can usually be applied to tbeest [X]

measurements in the histogram, which representfepluime sampling. The peak of the log-normal ditthese lowestq]
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measurements was taken to &[] was derived using average temperature, pressarectative humidity recorded at the
stationary anemometer for the duration of eachhfligurvey, with the standard deviation in tempemtypressure and

relative humidity used to derive.

Satellite-derived altitude was corrected to obtam height of the air inlet above ground level taking into account take-
off altitude and the height of the air inlet when the ground. This step ensures that the datageprehe true point of
sampling. After converting longitude and latituderfi degrees into meters, metric longitude andudéitwere projected
onto a plane perpendicular to and a plane parallehean wind direction, respectively. Mean windedtion was derived
from the stationary anemometer for the duratioeath flight survey. The coordinate projection prhoe is described in
further detail by Shah et al. (2019).

In order to calculate flux, flux density, (in kg s'm? was derived. To achieve this, each geospatialipmedE
measurement was combined Wi§2), using Eq. (12).

(12)  9=E W32

Geospatially mapped, on a plane perpendicular to mean wind directfon,each flight survey, is plotted in Fig. 6 for
UAV1 and in Fig. 7 for UAV2. Measurements of][(see Fig. 4 for a time series for each surveyjewet used in the flux
analysis, but are nevertheless of interest, asghew [X] to generally reduce with as expected, to support observations of

g enhancements shown in Fig. 6 and Fig. 7.

Both Fig. 6 and Fig. 7, show significant backgrowadnpling (yellow data points), extending suffithgriar away from the
position of the source projected onto the sampfitesne (0 m), such that the narrow turbulently atimgctime-invariant
plume centre across each transect (typically msgitebyq increase) had been passed. All of the UAV1 surveysig. 6
took place from a similar distance from the soumfeapproximately 50 m. It is clear that during masAV1 surveys,
enhancements iqg were concentrated near the ground (below 10 m)ctosk to the position of the source, projected ont
the sampling plane (0 m). However T1.3 shows camgiole enhancements @nabove the ground (up to approximately
30 m), which was possibly due to a transient ugdMéanwhile, the UAV2 flight surveys in Fig. 7, maof which took
place approximately 100 m from the source, shogel@nhancements @qacross the flux plane, up to approximately 15 m
above the ground. Enhancementsg|afi Fig. 7 can also be seen at a much greatemaladestance from the source, projected
onto the sampling plane. This is likely a consegeenf many UAV2 flight surveys sampling at a greatistance from the
source than UAV1 flight surveys, which gave thedimvariant plume more time to disperse. On thesiotrand, UAV1
flight surveys, which took place nearer to the seyshow that UAV1 intersected the time-invaridnige less often. Thus,
it may appear that the UAV flight track was not tted downwind of the source, when in practice eredriations in the
position of the time-invariant plume centre madeyipear this way, as the time-invariant plume did Imave time to

disperse.
3.3 Flux quantification

Calculatedq from each flight survey was used to derive an simisflux (in units of kg $) using the near-field Gaussian
plume inversion (NGI) flux quantification techniqsee Shah et al. (2019)). In principle, the NGithod accounts for
turbulent wind variations using Gaussian statistitke method also takes into account sampling aslightly offset
sampling plane (compared to the plane perpendidolanean wind direction) by introducing a third dinsion to the
traditional two-dimensional Gaussian plume modéle NGl method uses a least-squares approach toatempeasured

and modelled values af. Residuals irg are minimised to output model parameters, whicfugte an initial flux estimate
(Fe).
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410  Full details of the NGI method can be found in puevious study in Shah et al. (2019). We provideiaf overview here.
The size of the time-averaged plume is assumechdrease linearly with distance from the source,asgumingq to
decrease according to the inverse square law vistlartte (an assumption which is valid over shastagices). Therefore
instead of using constant crosswind and verticspelision terms, these terms are allowed to incneéibedistance from the
source, with both terms being fixed at a one mdistance. The crosswind dispersion term (at 1 ncheracterised using

415 measurements af, rather than assumptions of atmospheric stabititythese assumptions are valid for time-averaged
plumes characterised by dispersion, rather thdutemt advection. In addition, the centre of timeetiaveraged plume in the
crosswind direction is derived from measurements, @s the precise position of the source may be amknThe vertical
dispersion term (at 1 m) arkg can then be acquired by inverting modelled vahfeg derived by minimising residuals, as
described above.

420
A measurement flux uncertaintyg] is calculated by combining the uncertaintiesndividual E andWSzZ) values. A lower
uncertainty bound () is calculated using residuals between modelletirapasured values. An upper uncertainty bound
( 1 is calculated by incorporating with the potential effects of negative flux biasedto under-sampling, using a random
walk simulation. The simulation is repeated 180esnfor each flight survey. In each simulation, aistGaussian plume

425  (simulating a prescribed arbitrary target flux)sampled across three dimensions, where samplimgristrained to the
spatial limits of UAV sampling and is limited togfJAV sampling duration. The NGI method is usedi¢oive a flux from
these random walk simulations. The average fraatidarget flux underestimation from these simulasiocan be
incorporated into *. Random walk flux underestimation occurs duertatéd spatial sampling coverage (i.e. sampling paps
and limited spatial sampling extent. This simulati&iep therefore gives an important indicationhef $ystematic error due

430 to potential under-sampling. A, -, " and g values for each flight survey are given in Takbie S

4 Flux results and discussion

Calculated NGI emission fluxes were compared toki@wn (controlled) emission fluxes, using theadietween the NGI
flux uncertainty range arig, (see Fig. 8). As this was a blind flux analy§igwas not revealed to the analysis team prior to
calculatingthe NGI flux uncertainty range. Fig. 8 shows ttre NGI flux uncertainty range agrees well whf) for most
435  flight surveys. Only three surveys (T2.1, T1.1 &id7) had a flux uncertainty range that fell shafrE,. Although no flux
uncertainty range exceedeg, T2.3 spanned a large flux range, much of whithateoveF,. Flux underestimation may be
explained using the plots shown in Fig. 6 and Figwhich demonstrate the following: a limited saimglduration made it
possible to almost entirely avoid the time-invatiamission plume, thus resulting in low flux resuimilarly, some flights
intersected the time-invariant emission plume midttimes resulting in flux overestimation in casahough large NGI
440 uncertainty ranges can conservatively accountHisr éffect. Therefore it is clear that tRg value obtained using the NGI
method must not be taken at face value and theNi@ll flux uncertainty range must be considered tfremmore, the flux
ranges in Fig. 8 represent uncertainty bounds efstandard deviation; it is statistically realigtioexpect some discrepancy

betweerF, and the NGI flux uncertainty range.

445  The flux uncertainty ranges given in Fig. 8 arenasietric, although the magnitude of this asymmetag wlifferent for
flight experiments conducted by the different UAVS.was (0.33+0.14(0) times larger than™ for UAV2 but was only
(0.08+0.03(1)) times larger for UAV1. This is because UAV2 saedpfurther from the source, on average, and améas
sized sampling plane to UAV1. As UAV2 was furtheorh the emission source, the time-invariant plurad b greater

likelihood of extending beyond the sampling plame &eing missed (beyond the horizontal edges os#mpling plane),
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due to spatially limited sampling extent. This puial loss of in-plume sampling may have otherwésetributed towards

the overall flux, thus enhancing. Therefore * is comparatively larger thar for flights conducted by UAV2.

The suitability of our experimental sampling metblodjy can be assessed by quantifyingas a fraction of, which was
on average (+45+8)%. To assess the dominant soofces the contribution ofWS2) and E uncertainty components
towards it were analysed (see Sl for details asdltg). As ¢ is derived by combining individual components iradrature,
this analysis was conducted by assuming other tainges to be zero. The test showed that if wipdesl was the only
source of uncertainty, it would on average resu(ti90+8)% of r, therefore representing a dominant source of taicgy.
on average, far smaller than maximal cell tempeeatthanges (2.9° C) and cell pressure changesn(3as) observed

during the MGGA Allan variance test. The averagk teanperature and cell pressure during each flghwvey was also

derived (see Fig. S18 and Fig. S19) with averageshgn,Table 5Fable-5The values ifl able 5Fable-Tare not dissimilar to_ -

conditions during calibrations (plotted in Fig. SA&d Fig. S19). As there was no discernible caticelabetween X] and

cell temperature and cell pressure from the MGGhalvariance test and considering dominance of svicwhtributing
towards (, one can assume that variation in cell temperaindecell pressure had negligible net effect pnFurthermore,
the (poorly correlated) temperature trend fromM@GA Allan variance test reveals a maximum uncatjaof 20 ppb for
the MGGA and 14 ppb for the pMGGA (derived from thaximum difference between average calibratiohtesiperature
and average UAV sampling cell temperature). Theseemainty values are far smaller than the avemagé fraction

enhancement uncertainty (expressed as a dry mabd#dn) within each flight survey of (55+47) ppkeésTable S7 for

individual values), though further laboratory tegtwould be needed to better characterise theseteffsee sect. 2.5).

It is important to recognise the magnitude of th&lNincertainty ranges in Fig. 8, relative Fg, which are due to the
difficulties in inverting sparse spatial samplirgderive an emission flux, following the NGI methdthese uncertainties
reflect the limited sampling duration and the effeaf variability in wind. While we fully acknowlegt that flux uncertainty
ranges in Fig. 8 are large, the true value of t# Method with UAV sampling is to derive snap-shagtid flux estimates at
low cost, with an order-of-magnitude level preamsidor subsequent flux investigation using morecpm® approaches.
Although longer sampling periods in each flightvay may reduce the uncertainties in Fig. 8, thiprictically difficult

with limited UAV battery life, with little additioal benefit. Tethered power or multiple UAV flightsay alternatively be
used, as was the case with UAV1, but wind condétioan quickly change when sampling for prolongedods with too

many lengthy intervals between flights.

Some flux results (T1.1 for example) intersecteel time-invariant plume more often than others (Tibr2example) but
resulted in a lower NGI flux range. On closer i of the mole fraction time series given in.Fg flight surveys such
as T1.2 sampled higher mole fraction enhancememd fencey), than T1.1. However, as the time-invariant plumay
have largely been centred near to the ground,ntb@amore difficult to distinguish from a simpleopbf the flux density
UAV flight track. The comparative magnitude of métaction enhancements is clear, on examinatioth@fmole fraction
time series. Thus it is important to take into ag#dboth the number of plume intersections andntlagnitude ofg during

each plume intersection, when assessing NGl flaulte

In order to assess whether multiple flight survegsld be used effectively to capture the known iadigd emission flux,
within uncertainty, the upper and lower NGI uncietiabounds were averaged for all surveys (see Iierate row of Fig.

8). The average lower NGI flux uncertainty boundadsaction ofF, (F.) was 0.2+0.1(1) and the average upper NGI flux

uncertainty bound as a fractionfef (F,) was 2+1(1), for all surveys. Thu, (i.e. 1 in Fig. 8) falls comfortably within the
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average NGI flux uncertainty range, over 22 indeleen flight surveysF. and F, were also calculated for surveys
conducted by UAV1 and UAV2, separately. These sap&r andF, values for each UAV also comfortably overlap with
the F_ andF, values for all surveys combined. This suggests ta sampling strategies employed by both UAVsewer
capable of deriving the known emission flux, wittsiailar degree of both lower and upper uncertaifitye percentage
standard error ifr. andF., over all 22 flight surveys, was 12% and 9%, retipely. The large standard errorsknandF.
may be reduced with more surveys, in order to bettastrain the NGI flux uncertainty range. Howewssre precise flux
estimates can be obtained using other approaclobsasutracer dispersion methods. Although we reseghat the~_ and

F. uncertainty averages are large, we emphasisetianethodology has been adapted for rapid flutyarg rather than

precise flux estimates for inventory publication.

The ability of the NGI method to calculate a targetission flux was further assessed by calculdtiegcentral flux estimate
as a fraction of (F.) for each flight survey, using EfL3(43. F. is distinct fromF, (as a fraction oF), in thatF, finds the
centre of an asymmetric flux uncertainty, wheréas an initial flux estimate calculated using th&Nmethod, which does
not take into account the potential effects of wrssEmpling, which may result in a potential negafilvix bias.

+o .
2

Fe+
(13) Fe= =
The mean of (F;) and the mean standard erroFnfor the 22 surveys (see bottom row of Fig. 8)tgesach survey as an
independent quantification of the flux, with no gfefing for sampling time (as flight times were htlyasimilar). This
clearly demonstrates the improvement in flux accyrdor a constant source) that can be obtainet gieater sampling
time or repeated flights, as expectég.was also calculated for surveys conducted by Uavdl UAV2 separately: these
separatd=, values both overlap with the combinEgdvalue for all flight surveys (within one standafeviation); there is no
discernible difference in the NGI flux results ahtd by either UAV. This suggests that both UAV géing strategies were

equally capable of delivering the same emissiox délstimate, by taking the average of multiple flighrveys.

The overlap of the standard deviationFn(shown in Fig. 8) with the known emission fluxe(il in Fig. 8) also suggests
that there was no apparent flux bias (within uraiaty) in this study. This indicates that we hauecgessfully overcome the
causes of positive biases reported in our previiudy (Shah et al., 2019). Shah et al. (2019) sasngdbwnwind of a
controlled emission source and actively pursuedithe-invariant emission plume (projected ontoshenpling plane) using
mid-flight knowledge of its position, inferred bgleasing smoke grenades during flight surveys. Hewe this current
work, manual sampling was avoided by either flyldgV1 using pre-programmed waypoints or by flying VA using

lateral transects in course-lock. Both of the apphes presented here successfully avoided biasgulisg.

To conclude, UAV sampling can be used to practioddirive unbiased snap-shot emission fluxes wighNsI method, with
an order-of-magnitude precision, by sampling orlaame perpendicular to wind direction from at leagproximately 50 m
away from the source. Although typical flux uncerts were high, NGl UAV fluxes serve as an impatttool for snap-
shot source identification and flux quantificatioBur UAV methodology fills an important gap betweeheap leak
detection techniques (such as infrared camerasphwdo not provide fluxes, and reliable flux quénttion techniques
(such as the tracer dispersion method), which recgipensive instrumentation and may be more diffto organise. For
example, tracer methods can be problematic in osbese site access for tracer release is impossibile cases where the
plume may be lofted. The UAV methodology we deserib highly suitable for regulatory leak detectiand source
isolation, with the added capability to gauge theesity of flux leaks, for subsequent investigatiming other approaches.

We anticipate a combination of UAV sampling wittiracer release, where both a target gas (in tlie ozethane) and a
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proxy tracer can be measured simultaneously dowswtizking advantage of vertical sampling enabledU#\Vs, as a

powerful future toolkit for precise facility-scafleix quantification.

5 Conclusions

Two UAVs were used to test the near-field Gausgimme inversion technique for flux quantificatioBne UAV was
connected to the MGGA on the ground using a tetlibile the other carried a new ABB pMGGA prototyipstrument on-
board. Both instruments measured atmospheric metirerie fraction, which was calibrated and corredtedhe influence
of water vapour, following laboratory testing undembient conditions, assuming the effects of aathgerature and cell

pressure to be small.

The flux approach was tested for 22 UAV flight seys, by deriving fluxes from a controlled releasenethane gas. This
yielded successful results, with 19 out of 22 flukalling within the UAV-derived flux uncertaintgnge. This demonstrates
that the near-field Gaussian plume inversion methlagy used here could be used to derive emissimxefl from UAV
sampling of plumes from facility-scale (point) soes, where such sources are relatively invariaet tve period of such
UAV sampling. The lower flux uncertainty bound was, average, 17%+10()% of the controlled emission flux and the
upper flux uncertainty bound was, on average, 2298(k )% of the controlled emission flux. Thus the knoamission

flux was comfortably encapsulated by the UAV flesults, within uncertainty.

A key advantage of the methodology used here isittiley to sample downwind of sources to obtaifigife mole fraction
measurements. Such sampling allows for indeperaiehportable studies of methane emissions withauneed for heavy
infrastructure, special permissions, runway acaesprior notification. We conclude that the neaidi Gaussian plume
inversion flux quantification method can be usedfiz®ently in future with UAV sampling to derive gmahot methane
emission fluxes from relatively constant facilityede sources such as oil and gas extraction infictstre, livestock
agriculture and landfill sites. An exciting futuepplication may be the incorporation of UAV samgliwithin a tracer
release methodology, where simultaneous measureofientarget gas and a proxy tracer can take adganof vertical
sampling enabled by UAVs. This avoids the limitatiof current mobile vehicle sampling which cannamgle lofted

plumes. Together, this may represent a powerfukéutoolkit for precise and efficient flux quantiition.
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Figure 1. Allan variance for the MGGA plotted agairst integration time on logarithmic axes.
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Figure 2. Allan variance for the pMGGA plotted aganst integration time on logarithmic axes.
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flight survey, with sampling height above ground leel also plotted (coloured dots). A logarithmic calur legend has
been used. Vertical blue lines indicate an interrugion in continuous sampling.
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735
Figure 5. A photograph of UAV1 and UAV?2, indicatingthe position of the air inlet relative to the basef the UAV.
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Figure 6. UAV1 flight tracks (coloured dots), withthe colour corresponding tog. Periods in which the tubing inlet
740  kinked have been removed. A logarithmic colour leged has been used. The position of the source projed on the

plane perpendicular to mean wind direction has beeset to a reference of 0 m. The controlled emissidlux and the

parallel distance of the sampling plane from the aoce (weighted to the position ofg enhancements) are given in

brackets.
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745
Figure 7. UAV2 flight tracks (coloured dots), withthe colour corresponding tog. The position of the source projected

on the plane perpendicular to mean wind direction hs been set to a reference of 0 m. The controlledhission flux
and the parallel distance of the sampling plane frm the source (weighted to the position off enhancements) are
given in brackets.

750

24



Figure 8. NGl flux uncertainty range (thick cyan bas), for each method testing flight survey, as a &ction of Fo. The

£ uncertainty range (horizontal blue lines) is givenon either side ofF. (vertical blue lines). and _ and
averages (vertical blue lines) are plotted for UAV1UAV2 and for all flight surveys. Standard deviaton uncertainty
755  ranges (horizontal blue lines) and standard error mcertainty ranges (thick yellow bars) are given oreither side of

_and values.
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MGGA PMGGA

Mass 4.8 kg 3.4 kg
Length 0.35m 0.33m
Width 0.30m 0.20 m
Depth 0.15m 0.13m
Power consumption 35 W 32W
Operating DC voltage 10vV-30V n0ov-28V
Cell pressure atmospheric pressure controlled to 0.61 bar
E-folding time (1.6+£0.2) s (3.0£0.1) s
Volumetric flow rate (27.90+0.05) crhs? (5.08+0.02) cms?
Maximum sampling frequency 10 Hz 5Hz

n +2.71 ppb +5.44 ppb
1 Hz Allan deviation +0.71 ppb +2.2 ppb
0.1 Hz Allan deviation +0.24 ppb +0.72 ppb
Optimum integration time (20£3) s (70£10) s

Table 1: General properties of the MGGA and the pMG3A.
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760 |

MGGA pPMGGA
a -0.000312 MQlae Mol +0.000195 MQlae Mor*
b -0.000193 MQlae Mol ppni* -0.0000257 M@l Mol* ppm’

-1.556 Mol MQlaer

-1.640 Mol MQlater -

-12.25 mof molyate

-1.208 mol molyate”

0.0004253

0.0002613
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MGGA

pMGGA

Gt ¢

0.9970+0.00023

0.9869+0.00028

Cic

(+0.0132+0.0020) ppm

(-0.0019+0.0015) ppm

Table 3: Calibration coefficients for the MGGA and pMGGA.
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UAV1 UAV2
Flights per survey 2 1
Distance of sampling plane from 47m—-50m 64 m—-114 m
source
Take-off and landing Manual Manual
Flight control Waypoints Manual (course lock)
Average velocity across the sampling| (1.520.1) m & (2.8£0.6) m 3
plane
Payload PFA tubing and inlet, wind sensor pMGGA
Height of plane of propellers 0.540 m 0.680 m
Height of air inlet 0.845m 0.370 m

Table 4: A comparison between UAV1 and UAV2.
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UAV1

UAV2

Instrument

MGGA

pMGGA

Average cell temperature standard
deviation within flight surveys

(¥0.16+0.09)° C

(¥0.28+0.28)° C

Average cell pressure standard
deviation within flight surveys

(+1.1540.86) mbar

(20.4040.01) mbar

Average cell temperature mean
across flight surveys

(25+2)° C

(22+4)° C

Average cell pressure mean across
flight surveys

(1025.6+5.4) mbar

(614.4+0.1) mbar

Table 5: Average cell temperature and cell pressurstandard deviation variability within each UAV flight survey,
recorded by the MGGA and the pMGGA. The average cétemperature and cell pressure mean is also given.
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