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Abstract. Methane emission fluxes from many facility-scaturges may be poorly quantified, potentially leadim
uncertainties in the global methane budget. Aceuaihospheric measurement based flux quantificédiongently required
to address this. This paper describes the first(tséng unbiased sampling) of a near-field Gausplame inversion (NGI)
technique, suitable for facility-scale flux quaitition, using a controlled release of methane Gas unmanned aerial
vehicle (UAV) platforms were used to perform 23ffii surveys downwind of a point-source methanergkesse from a
regulated and flow-metered cylinder. One UAV wahkeeed to an instrument on the ground, while tieoUAYV carried an
on-board prototype instrument, both of which uskd same near-infrared laser technology. Both insnis were
calibrated using certified standards, to account#oiability in the instrumental gain factor, assng fixed temperature and
pressure. Furthermore, a water vapour correcti@torfa specifically calculated for the instrumentasvapplied and is
described here in detail. We also provide guidamtepotential systematic uncertainties associatel t@mperature and
pressure, which may require further characterisgio improved measurement accuracy. The NGI teglenivas then used
to derive emission fluxes for each UAV flight suyvéNe found good agreement of most NGI fluxes wiie known
controlled emission flux, within uncertainty, vsfiig the flux quantification methodology. The lowend upper NGI flux
uncertainty bounds were, on average, 17%+d)9%¢land 227%+98@% of the controlled emission flux, respectivelhig
range of conservative uncertainty bounds incorgofattors including the variability in the positiof the time-invariant
plume and potential for under-sampling. While thaserage uncertainties are large compared to methoch as tracer
dispersion, we suggest that UAV sampling can béljigomplementary to a toolkit of flux quantificati approaches and
may be a valuable alternative in situations whete access for tracer release is problematic. \We aséracer release
combined with UAV sampling as an effective approaciuture flux quantification studies. Succesdfuk quantification
using the UAV sampling methodology described hemaanstrates its future utility in identifying andamtifying emissions
from methane sources such as oil and gas extraktiastructure facilities, livestock agriculturadalandfill sites, where
site access may be difficult.

1 Introduction

Methane is the second most important anthropoggréenhouse gas (Etminan et al., 2016), with an itapo role in

atmospheric chemistry processes (Ehhalt et al.2)19here is more methane in the atmosphere tduay there has even
been over the past 800 000 years (Etheridge €1998; Loulergue et al., 2008; Earth System Reselaboratory, 2020).
The global methane budget is subject to signifieamertainties (Kirschke et al., 2013; Saunoisl.e2816b; Nisbet et al.,
2019), particularly from inventory uncertainty iacility scale sources such as landfill sites (Sthet al., 2009), herds of

cattle (Blaxter and Clapperton, 1965) and oil aag gxtraction infrastructure (Brantley et al., 20Mhich collectively
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contribute significantly to global methane emissigBlugokencky et al., 2011; Saunois et al., 201%hagse uncertainties
can be reduced through the accurate source idetidin and subsequent quantification of methanesgom fluxes using
top-down (atmospheric measurements based) metlwdsder to validate bottom-up (inventory based)ission flux
estimates (Lowry et al., 2001; Nisbet and Weis42®@llen, 2016; Desjardins et al., 2018).

Accurate top-down flux quantification from faciliscale sources requires a combination of wind veogasurements along
with in situ measurements of atmospheric methanke rinaction (Dlugokencky et al., 1994; Rigby et, &017). Facility-
scale emission fluxes can be derived from nead-fsgimpling (less than 500 m from the source), wiiety be acquired
from an unmanned aerial vehicle (UAV) platform (®@tld and Tedders, 1985). UAVs are cheap, versatitd relatively
easy to use (Villa et al., 2016), compared to langened aircraft (lllingworth et al., 2014; Lehmaatral., 2016). They can
fly near to source and can be directed automayicading waypoints, to enable even and unbiasedaspsampling
(Greatwood et al., 2017; Feitz et al., 2018). Tteeethree principal approaches for measuring methaole fraction from a
UAYV in situ: on-board air samples can be colledmdsubsequent analysis (Chang et al., 2016; Greadvet al., 2017;
Andersen et al., 2018), air can be pumped throuliing tube to a sensor on the ground for analyBisgy et al., 2017;
Wolf et al., 2017; Shah et al., 2019) or air carabalysed live using a sensor mounted on-board)#é (Berman et al.,
2012; Khan et al., 2012; Nathan et al., 2015; Golgstt al., 2017; Martinez et al., 2020). Yet, a keytation to accurate
source identification and flux quantification isettprecision and accuracy of methane mole fractiGasurements
(Hodgkinson and Tatam, 2013). Miniaturised sensaitable for UAV sampling are emerging (Vikaal., 2016), but high
precision lightweight in situ closed path sensdesturing superior techniques, such as off-axiegrdated cavity output

spectroscopy, have not yet materialised.

Some studies have used UAV remote sensing measnieiitederive emission fluxes (Golston et al., 2018ng et al.,

2018). However, to our knowledge, only Nathan e{2015) have derived fugitive methane emissiorgtuusing UAV in

situ measurements. In that study, a UAV with arboard in-situ low precision sensor (+0.1 ppm atz) Hew in orbits

around a gas compressor station, using mass baterxceodelling, with geospatial kriging for intetption, to derive the
emission flux. However this method was not teswdUAV sampling with an accurate known (controlledgthane flux
rate. It is crucial that novel flux quantificatidechniques are tested by sampling a known fluxprpio investigating
unknown emission sources (Desjardins et al., 2628z et al., 2018). Our previous study, was th& fest of an in situ flux
guantification technique using UAV sampling downdiof a controlled methane release, where a UAV eamected to a
high precision methane analyser on the ground us&thm of tubing (Shah et al., 2019). A data-setwaf-dimensional
downwind sampling measurements, on a vertical filane, was used to develop the near-field Gaugdiame inversion
(NGI) technique for flux quantification, as othéuxX quantification approaches failed (Shah et2019). Fully manual UAV
piloting was employed in this previous study toivady pursue the position of the time-invariant esion plume on the
sampling plane, using mid-flight knowledge of itssfgion. This resulted in calculated emission fleixieat were significantly
positively biased compared to known emission fluxiés represents a source of vulnerability in yuthanual UAV

sampling, which we address in this work.

Here we test the application of the NGI method wittbiased UAV sampling of controlled methane emissiources, by
flying two UAVs downwind of the release. In this iothe causes of positive flux bias reported irtsbkt al. (2019) were
addressed in our sampling strategy, by flying a UAithout prior knowledge of the position of the @rmvariant emission
plume. One UAV was connected to a commercially latséé instrument on the ground and the other dadradighter

prototype on-board instrument (sect. 3). Both imsients were characterised and calibrated, witletteets of cell pressure

and cell temperature also assessed (sect. 2). fpuoach to water vapour correction is also outlimedect. 2. Limitations
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to our sensor characterisation procedures andefuoprovements are also outlined. Sampled datateas used to derive
NGI flux uncertainty ranges (sect. 4) for each 8ffight surveys. In sect. 5 the success of the N@®thod is assessed

overall and its sampling constraints are summarised

2 Methaneinstrumentation and calibration
2.1 Instrumental overview

Two instruments were used to derive atmospheriargthane mole fractionX]) measurements during UAV sampling( [
is given in units of parts-per-million (ppm) thrduaut this paper, which are defined here as the eammbmoles of methane
per million moles of dry air (I8 Molyemanemol™), with parts-per-million (ppb) defined as the nwembf moles of methane
per billion moles of dry air (I8 Molyemanemol™). In this section, the ABB Micro-portable GreenkeuGas Analyzer
(MGGA) and a lighter prototype MGGA (pMGGA), desaghfor UAV use, are compared and characterisedgess their
performance, albeit under ambient (variable) latooyatemperature and pressure conditions. The teahspecifications of
both instruments are compared in Table 1. Bothrunsénts use off-axis integrated cavity output spscopy (ICOS) to
derive simultaneous empirical measurements of methearbon dioxide and water mole fraction, from #osorption of a
near-IR (1651 nm) laser, with the water and mettabs®rption peaks separated by 0.2 nm. The pMG@A as additional
laser (1603 nm) to measure carbon dioxide moldifnaenore accurately. Off-axis ICOS techniqueseaefla tuneable laser
between two mirrors in a high-finesse optical cgvib obtain high-precision mole fraction measuratagsee Paul et al.
(2001) and Baer et al. (2002) for further detailsoff-axis ICOS).

The e-folding time of the high-finesse cavity intlb@ensors was measured here by fitting an expiahelgicay function to
the transition from a high to low mole fractionredard gas (see Table 1 for results, with senser fite also given). This
represents the time taken for 63.2% of the contehtbe high-finesse cavity to be replaced. TheaAlvariance of each
sensor was also derived (see Fig. 1 and Fig. 2Zampling a dry gas standard continuously (17 hands23 minutes for the
MGGA and 38 hours and 30 minutes for the pMGGA)emambient conditions. The 1 Hz and 0.1 Hz Allewidtion for
both instruments is given in Table 1. The sampfioge uncertaintys), used within the total mole fraction enhancement
uncertainty (discussed in sect. 2.4), represemdAtlan deviation at the maximum sampling frequengyfor the MGGA
and pMGGA are 2.71 ppb (at 10 Hz) and 5.44 ppl5 (dt), respectively. The optimum Allan varianceegration time was
also assessed for each sensor ((20£3) s for the M@&tdl (70+10) s for the pMGGA); this represents mmasm sampling
time before instrumental drift begins to dominateeroinstrumental noise. During the MGGA Allan vamia test, cell
temperature (which varied between 24.9°C and 2Z)8and cell pressure (which varied between 1.0283and
1.0128 bar) were also recorded to assess theielabon with [X] (see Fig. S1 and Fig. S2). Correlation of both ce
temperature and cell pressure was poor, with Pea@welation coefficients of -0.4849 and -0.38&Spectively, and linear
gradients of -0.0022 ppm°*Cand -0.0022 ppm mbay respectively. Thus over a limited cell pressurd aell temperature
range, there was no definitive correlation wiXj for the MGGA under typical laboratory conditioriepugh there may be a
need for a more comprehensive cell temperaturecalhighressure characterisation in the future, ddjpgnon the expected
sampling conditions.

2.2 Empirical water vapour correction

Raw wet methane mole fraction measurement)[recorded by each instrument were corrected fdluence of
atmospheric water vapour on mole fraction retrigsv#ater vapour influences measurements of dry ametimole fraction
([X]) for three main reasons (Karion et al., 2013;i@&et al., 2013; Rella et al., 2013). First andtrs@nificantly, dilution
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effects occur, where the bulk presence of watenagesl the quantity of methane in the cavity at @mipgressure. Second,
strong, broad infrared absorption bands of waterigterfere with the absorption spectrum of methaneugh this effect is
thought to be small in this case as the spectmaklare well separated in the spectral samplingmeaf these instruments.
Third, pressure broadening can alter the shapehefntethane spectral absorption band, due to @wlhsiinteraction
between water and methane molecules, comparec$syre broadening without water in the cavity. ¢hmbined impact
of pressure broadening absorption band changedianihn has a net effect of decreasingg[in both instruments, based on
laboratory observations at a range of methane aterwnole fractions, under typical near-surfacedd@ns.

To account for pressure broadening absorption bzhehges, both the MGGA and pMGGA use an internaieral
algorithm to derive methane mole fractions, whicitludes empirically derived estimates of the effettpressure
broadening as a function of varying empirical watgpour mole fraction. The instruments then output dry mole fraction
measurements, which have additionally been comldctethe effect of mole fraction dilution by watespour, and raw wet
methane mole fraction measurementqd), which have not been corrected for dilution (aut still calculated using the
same empirically derived pressure broadening ctorecas a function of water mole fraction). A tyal pressure
broadening correction (as a function of water moéetion) is determined by the manufacturer basederperiments
conducted with a sample batch of instruments, iigléin average correction applied to all instrureehiowever, because
the correction convolves pressure broadening abearpand changes due to water vapour with presbupadening
absorption band changes due to instrument factoese is some variability from unit to unit. Theved, to obtain a more
accurate correction for the influence of water wapon the individual instruments used here, we yapplurther empirical
post-processing correction factor %{ measurements (without the dilution correction)orégd by the instruments under
ambient laboratory conditions, using reported mesments of water mole fraction (J8]). Although [HO] measurements
reported by the instruments may not be an accuegteesentation of the true water mole fractionhia tavity, they are
sufficient for an empirical correction oiX]p, provided that [KHO] does not drift and is independent of dry uncalibd
methane mole fractionX][o™). Therefore [HO] was not calibrated against standards and arumsntal reported value was

used for this empirical correction.

For the water correction to be valid, fB] should be independent of]p™”. However both instruments reported small but

non-zero [HO] when sampling dry air, which decreased withéasing K]

. Therefore before a water correction could be
applied, a [HO] baseline ([HO],) was derived under ambient (variable) laboratamyditions up to 5 ppm, which represents
the upper limit of the World Meteorological Orgaatisn Greenhouse Gas Scale (WMO-X2004A) for meth&es from
two cylinders with different methane compositiohs901 ppm and 5.049 ppm) was dried by passingéutih a water trap
(a stainless-steel coil immersed in solid carbaxidie pellets) before being sampled by both the MGIad the pMGGA.
Dry air from an additional cylinder (2.167 ppm) waso sampled by the MGGA. Each gas was samplethianom of 11

times for 4-minute periods, from which 1-minute @ages were taken. p@], decreased withx]o™

, given by Eq. (1), where
a is the water baseline offset ahds the water baseline coefficient. The data usefit {H,O], is plotted in Fig. S3 and Fig.
S4.

(1) [H0l =a+ (b- [Xo™)

a andb for both instruments are given in Table 2. Theefbf [HO], changes onX],"” beyond the 5 ppm range was also
tested up to approximately 100 ppm (see Sl forildgta

[H2O]o is assumed here to be relatively constant oves.tifo test this, an Allan variance test was coretlicin [HO], for
both instruments (see Fig. S5 and Fig. S6), udiegsame Allan variance data-set described in theigus section. This

revealed a water baseline Allan deviation precigsamthe MGGA and pMGGA of +1610° molue molt and +27- 10
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® mol,.er Mol™, respectively, using a 1-minute integration tirttee (averaging time used for each,@, point). These 1-
minute Allan deviation averages are small compaoeithe water vapour content of typical tropospheiic suggesting that
[H.O]o remains relatively stable. Having established ablst and well characterised water baseline (asgurambient
temperature and pressure conditions), a post-poaegmpirical water correction factor) (was derived by sampling gas
from a single cylinder (2.205 ppm for the MGGA a2d83 ppm for the pMGGA), which was humidified tdiged dew
points (from 0 °C to 18 °C), using a dew point gamar (LI-610, LI-COR, Inc.), following a similarxperimental set-up
used by O'Shea et al. (2013). The humidified gas fivat sampled dry (to measur€]{™”), by passing it through the water
trap, and then sampled wet (to measig &s a function of [KD]). An example of sampleX], and [HO] measurements,
used to calculate each data point, is given in B. A single gas standard was deemed sufficienthis test as both
dilution and pressure broadening absorption baadgs affect the gain factor on methane mole fragtieasurements (i.e.
they do not affect the instrumental methane offsBtus this water correction is assumed to be ieddent of K], and
solely dependent on the amount of water in thetgakiowever any water correction may be systembyigafluenced by
cell temperature and cell pressure. This was rsmudised in detail in this work as these effectslaegned to be small under
typical near-surface environmental changes compiaréte large methane elevations that were meagaesdS| for further

discussion).

[X]o is then corrected by dividing it by asv is effectively the ratio betweer], and [X]o™”, as a function of [KD]. The
ratio of [X]o to [X]o™ was plotted against (B@] - [H.O]s), where [HO], was the water baseline measured during dry
sampling (see Fig. S9 and Fig. S10). Subtractiegbtiseline in this analysis minimised the effeétpX™” on [H0]. A
guadratic fit was applied to both curves, with thiercept forced to unity. The first order coeféint (x) and second order
coefficient §3) of the quadratic fit, given in Table 2, were thEnused to derive using Eq. (2), as a function of {d].

(2 v=1+ @ ([H0] - [H0]p)) + (8- ([Hz0] - [Hz0]0))

As [H;0]p in Eq. (2) is typically unknown, [$0], defined in Eg. (1) can be substituted into Eq, {@)ield Eqg. (3).

®) v=1+@- (HO]-a- (b [Xo™) + B (HO]-a- (b [Xe™)?)

As [X]o®™ in Eq. (3) is also unknown, an approximation tfl"™ is close to X]o, in typical tropospheric humidity
conditions, can be used. Thus Eq. (3) can be renrib terms of X]o and [HO], using Eq. (4).

4 v=1+ (@ (H0]-a- (0 [X]o) + (8- ((H0] -a- (b [X]0))))

To check the above assumption, as a simple exatfplehe MGGA), when [HO] is 0.01 Ma)aemol™ and Ko™ is

5 ppm, Eg. (3) yields of 0.98089 whereas Eq. (4) yields a similar vdtrey of 0.98092. This small change supports the

use of Eq. (4) as an alternative to Eq. (3), byficaing that [X]o™ is close toX], in this simple example.

The fit given by Eq. (4) relies on a reliable wabaseline, independent of cell pressure and celpézature. If the MGGA
sampled 5 ppm of dry methane and without a baselameection,v would be 1.0020, thus representing a methane mole
fraction reduction of 0.0098 ppm (at 5 ppm), asswgrninvariant environmental conditions. However,Eaxg (4) acts to
remove this small uncertainty, the residual undetyawould be very small. In addition, the uncenmtgiin our empirical
water correction fit was quantified using each watarection residualR) from Eq. (2), to derive a water fitting uncertgin
factor @,) for each instrument (see Table 2), using Eq. T8)s o, uncertainty is the standard deviation of the mefatihe
residuals and quantifies the quality of our applieter correction fits, wherd is the total number of residuals. However
there may be additional water correction uncernyaihte to effects of cell temperature and cell pressny, which may be
useful to examine further in future work.

© =22
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Our water correction approach (given by Eq. (2))aisalogous to the approach of previous work usimg $ame
spectroscopic techniqu®'Shea et al., 2013); this previous work found tha water correction is stable and does not.drift
Thus an uncertainty in our water correction fit wdeemed to be sufficient to characterise uncegtagmpirically. To
summarise, this is a purely empirical instrumergcsic correction to correct for the effects of wavapour in the cavity,
valid for the tested water mole fraction range pfta 0.016 mql.e,mol™. For example our correction (assuming constant
temperature and pressure) would increase an MGEA™ measurement (at 2 ppm) by +0.27%, at a humidity of

0.001 MO)ae; Mol?, and by +1.8%, at a humidity of 0.01 mgl, mor?, thus improving measurement accuracy.
2.3 Calibration

In order to converty{], into [X], both instruments were calibrated by samplingva $standard methane mole fractioX](].)

of 1.901 ppm and a high standard methane moledra¢iX]niqr) of 5.049 ppm, both of which were certified WMO-O®A
standards. Each gas was sampled intermittentlyforinute periods of continuous sampling. The watap was used
throughout each calibration as an extra precautmensure dry gas entered the sensor cavities.n@mgte averages from
each 4-minute sampling period were taken to dedne value of low X]o™ ([X]o™w) and one value of highX[o™™
([X]Od’yhigh) representative for each 8-minute period. The tinceement between eack][”,w and P(]o“’yhigh value was then
interpolated from 8 minutes to 4 minutes, such évery measured value ofJi"™",., had a corresponding interpolated value
of [X]odryhigh and vice-versa. Individual measured and interpdlep(]odrymw and [X]O‘”yhigh values for both instruments are
plotted in Fig. S11 and Fig. S12.

These measured and interpolated averages werdaisattulate an average gain fact@) @nd gain factor uncertaintyd),
from the average and standard deviation, respégtigEa set of at least 24 individual gain factaralculated using Eqg. (6)
(Pitt et al., 2016).

i (Xhign- X
(6) gain factor ="l
X0 high = Ko™ low

The average offseC) and offset uncertainty§) was calculated by taking the average and stardiwition, respectively,
of individual offsets, calculated using Eq. (7) &l (8) (Pitt et al., 2016).

) low offset = Kiow - (G - [X]o™iow)

(8  high offset = Klng - (G [XIo™ngn

G, o, C andoc for both instruments are given in Table 3. Durihgse calibrations, the cell temperature of the MGIBd
pPMGGA were (31.4+£0.7)° C and (24.6£0.1)° C, respety, and the cell pressure of the MGGA and pMG@kre
(1005.940.2) mbar and (614.30+0.01) mbar, respelgtiv

A key advantage of this calibration procedure &t tincertainty irG is well quantified up toX]ng, assuming stable cell
temperature and cell pressure. Cell temperature @aid pressure both effect spectral fitting parssmetand may
consequently have an impact @nthough this effect would be smaller for the pMG@hich is pressure controlled. The
effect of cell temperature 08 is small; this was tested by performing a shanntétest) calibration with the MGGA at
(44.081£0.02)° C, vyielding a gain factor of 0.9979%e€ S| for details). In addition, the MGGA was lpadied at
(968.7+0.3) mbar, yielding a gain factor of 0.996@e Sl for details). These test gain factors athk similar toG (from the
main calibration) of 0.9970+0.0002. Furthermoresréhwas no discernible correlation for both cethperature and cell
pressure during the MGGA Allan variance test (sbeva), which suggests th& is negligibly insensitive to these
parameters, over the limited environmental rangettie duration of the Allan variance test, thougbrencomprehensive
characterisation of these parameters may be retjirirbuture work. Although the pMGGA was not testadhis way, we

assume similar behaviour due to identical spectquisctechniques. Nevertheless, separate in-fielitbreions would be
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preferable to enhance measurement accuracy, bgathésing the effect of variability in cell tempéure and cell pressure
on G. However there are logistical challenges withi@ief calibrations, such as the need for calibragjases and the time
required to perform calibrations in dynamic atmasjhtemperature and pressure conditions. The &bir calibrations

described here required at least three hours opléagnto characterise variability i®: this may be impractical in field

conditions.
2.4 Methane enhancement and uncertainty

The calibration procedures described above showGhiz almost equal to 1 an@ is almost equal to 0, relative to the
atmospheric methane background, for both instrusnésge Table 3), under ambient (but not controltadditions. This
means that both instruments record rafjs [neasurements with very little systematic errogrewhen uncalibrated. Thus
for most methane measurement purposdg,rhay not need to be corrected. However in this w@rwas applied toX], for

improved accuracy.

[X] can be calculated in ppm using Eq. (9).
© K= (3-1¥,) +C

However, during flux calculation, the enhancementriethane mass densitl)( in kg m*, above some background is
required and was calculated here using Eq. (10 Mahckground methane mole fractiorX]() and corresponding
background uncertaintyy) can be calculated from a subset Xf fneasurements, which can be acquired from outhafip
sampling (see sect. 3). The molar density of drygiand the uncertainty in (g,), in units of dry mol i, can be derived

from pressure, temperature and humidity measurean&he molar mass of methamé)(is fixed at 0.01604 kg Mokhane.

(10)  E=(X]-[Xp)p M

To calculate the uncertainty B (og), the linearity in the instrument response wagattarised up to 5 ppm (i.e. the extent
of the WMO-X2004A scale). This was achieved by ebtgrising the MGGA response to five certified WNMQ004A
standards. A linear fit was then applied to meas{Xg with residuals used to derive an uncertainty tlueon-linearity §,)

of +2.3 ppb (see Sl for further details). We adtpt same non-linearity uncertainty factor for tHdGGA as both
instruments use identical spectroscopic techniqugesan then be calculated by combiniag with the precision and
accuracy uncertainty components Xf,[using Eq. (11). Precision is characterisedrbgnd accuracy is characteriseddpy

oc andg, terms.og also incorporates the effects of drifts, as it wasved from a prolonged sampling period over \rhic
drifts could develop. Howeves: does not incorporate uncertainties due to thenpialesystematic error of cell temperature
and cell pressure variations Bhwhich may manifest themselves as an accuracyitefq. (11).

1
11 =E- 246,24 ¢g,2) - p‘M)Z +(UG)2+(‘TV)2+ ”/))22
1) e =E (@2 +al+ad) (55) )+ (B) +(2) + (%
AlthoughM remains constant,in Eq. (11) changes as a function ¥fJand [HO], for each value dE. o¢ is not required in

Eq. (11) as the offset cancels out in Eq. (10), webstituting in Eqg. (9). This is an important adtage of usinde rather

than [X], in the flux analysis used in the following secti
2.5 Futureimprovementsfor instrumental characterisation

There are a number of steps that can be takentter Eharacterise both instruments, to accountttier effects of cell
temperature and cell pressure on instrumental oulne simple tests at the end of sect 2.3 showtibth cell temperature

and cell pressure can affégt though this effect is subtle over small variasiolihe Allan variance tests (see sect. 2.1) also
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show that influence of cell temperature and pressr instrumental output is small. Thus future bralions should be
conducted in a controlled environment. Cell tempesand cell pressure may also effectQf (see Sl for details). It
would also be useful to characterise,{Hy under a wider range of environmental conditionsrtiiermore, [HO]o is
assumed to respond linearly &{* (up to 5 ppm) based on our sampling of two oretgas standards. This linearity could
be tested in future, under controlled conditionssampling more standards. The linearity of inseatal [X]o™ response to
[X] could also be tested by sampling more certifimshdards to populate the range between 2 ppm @pd5 It may also be
useful to sample below 2 ppm to fully charactefisearity, including at 0 ppm (using synthetic z&ig). However as the
instruments are designed for atmospheric sampiing, rare to sample air below the atmospheric ambmole fraction
background (approximately 1.9 ppm at the time dfimg). On the other hand, although the WMO-X200gZale does not
exceed 5 ppm, it would be useful to test the liitgan instrumental response at higher mole frawiousing specialised
certified gas mixes. Nevertheless, we are confidduat Eq. (11) adequately quantifies uncertaintigs to 5 ppm,
incorporating terms for both accuracy and precisassuming relatively constant temperature andspres Measurement
accuracy may be improved by following the abovegestjons, but this is not the focus of this workl aur instrumental

testing was deemed sulfficient for our UAV samplamproach, described in the next section.

3 Method Testing
3.1 Experimental description

A UAV sampling methodology for source identificatiand flux quantification was tested in two fielljacent to a natural
gas extraction facility in Little Plumpton (near ¥&am), Lancashire, United Kingdom (+53.78785° N94258° E), prior
to any drilling or hydraulic fracturing, over fiveampling days in August and September 2018. A nfigheofield site is
given in Fig. 3. The two adjacent grass fieldswimich all UAV sampling took place, belong to a jutbperational dairy
farm. Methane was released from within the opegasiite at one of two controlled flux rateSg), from 0.25 m above
ground level (see Sl for controlled release détdilg was undisclosed during flux analysis, prior to teenparisons shown

later in this paper, allowing for blind method tegt

Two adapted DJI Spreading Wings S1000+ octocopfevd)(labelled UAV1 and UAV2) were used to sample thethane
plume on a downwind vertical plane, roughly perpeuldr to mean wind direction (see Table 4 for UA¥tails). The
location of the UAVSs in relation to the controlleglease and their sampling paths was decided dndschbased on public
wind forecasts and on-site wind measurements, tiadrtally centre (as best as possible) each UAghfitrack downwind

of the controlled releaseX] measurements from both platforms are given in. BigUAV1 was operated using pre

programmed waypoints and ascended diagonally. BBV flight survey was composed of two parts: olightt to the
right of the source (projected onto the sampliranp| perpendicular to mean wind direction) andtortbe left. Meanwhile
each UAV2 flight survey was composed of a singightl, to perform horizontal transects, with eacdngect at a roughly
fixed height, up to approximately 100 m laterallyay from the take-off position. 7 surveys were agtdd by UAV1
(labelled, T1.1 — T1.7) and 15 surveys were coretuby UAV2 (labelled, T2.1 — T2.15). Individualdtit survey details are
given in Table S1 and Table S2.

UAV1 (see Fig. 5) was connected to the MGGA on dheund, using 150 m of perfluoroalkoxy (PFA) tubi®y76 mm
inner diameter; 6.35 mm outer diameter). Air wallgolthrough the tubing using a small pump (NMS.Q3DDC-B 12V,
KNF Neuberger UK Ltd), from which the MGGA subsaethl The sampling lag time between air enterindtA¥ air inlet
and air entering the MGGA cavity was 25 s, withaarrage volumetric flow rate through the tube df0@10) cnis® and a
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flow rate through the instrument (at ambient pressaf (27.90+0.05) cfs®. Both the MGGA and the pump were powered
by a 12 V lead-acid battery. As the tether conrieteteUAV1 occasionally kinked during flight, bloclg air through the
tube, 16% of all X]o sampling from UAV1 was discarded (such periodsenidentified and recorded in the field from the
flow of air to the pump). The pMGGA was mountedlmard UAV2 (see Fig. 5), beneath the centre frabhe. sampling
lag time between air entering the external airtialed air entering the pMGGA cavity was 2 s, witficav rate through the
instrument of (5.08+0.02) chs’. The pMGGA was powered using the on-board 22.2AVP battery. Both the MGGA
and pMGGA transmitted live, real-time mole fractimeasurements wirelessly, to a tablet computehergtound. Satellite
geolocation was recorded by the pMGGA, on-board QAMimultaneous with everyX], measurement. Satellite
geolocation was recorded on UAV1 by a separatecamebcomputer, sampling at 1 Hz. Aerial UAV flighacks are given
in Fig. S14 for UAV1 and Fig. S15 for UAV2.

A lightweight wind sensor (FT205EV, FT Technologigsited) was mounted on-board UAV1, on a carbdwdipole

305 mm above the plane of the propellers (see iSiuither details and testing). It recorded win@esgh and direction at
4 Hz. These measurements were used to model clivamged speed with height above ground le#@! A two-dimensional

stationary sonic anemometer (WS500-UMB Smart WeaB8ensor, G. Lufft Mess- und Regeltechnik GmbH) a0

situated on the southern boundary of the operaiteg(see Fig. 3), (3.30£0.03) m above ground leVhis provided wind

speed, wind direction, relative humidity, temperatand pressure measurements every minute. Windureraents from
both sensors were combined to derive the averageldb wind speed as a functionofWS2)), for the duration of each
flight survey. This is described in detail in thie S

The position of the UAV1 wind sensor and the pasibb the air inlet for both UAVSs, relative to thé&ape of the propellers,
are shown in Fig. 5. In hindsight, the UAV2 airehlshould have been elevated above the plane opriteellers, as
downwash from the rotating propellers can distioet apparent plume morphology, leading to smallrerio the geospatial
positioning of the sampled air (Schuyler and Guzn#217; Zhou et al., 2018). As UAV2 generally sagapht a greater
distance from the emission source than UAV1, allgnhe instantaneous plume to disperse acrosgerlarea, the impact
of such a geospatial positioning error is expedtethe small. Nevertheless care should be takdotime work to reduce

these potential sampling biases.
3.2 Flux density measurements

Each individual UAV1 survey resulted in (9x&)) minutes of useableX], measurements and each UAV2 survey resulted
in (8+1(1s)) minutes of useableX], measurements (see Table S1 and Table S2 for dhdivsampling periods). This data
was prepared for flux quantification by carryingt abe following steps. TheX], timestamp from both instruments was
corrected to account for lag time. 1 Hz satellg®lgcation from UAV1 was interpolated to the 10 [Pk, frequency of the
MGGA. [X]o was converted into{ using Eg. (9)E was calculated with{] measurements from both instruments using Eq.
(20). [X], was derived by fitting a log-normal distributiom &ll recorded X] measurements from each flight survey, using
the method described by Shah et al. (2019) in eevipus study. This background was derived fromistoram of all
useable X] measurements acquired during each flight experiiree log-normal fit can usually be applied to theest [X]
measurements in the histogram, which represenbfeplime sampling. The peak of the log-normal ditthese lowestX]
measurements was taken to B&,[p was derived using average temperature, pressdreetative humidity recorded at the
stationary anemometer for the duration of eachhfligurvey, with the standard deviation in tempemtpressure and

relative humidity used to derivsg.



370

375

380

385

390

395

400

405

Satellite-derived altitude was corrected to obthim height of the air inlet above ground leveltéking into account take-
off altitude and the height of the air inlet whem e ground. This step ensures that the datagepréhe true point of
sampling. After converting longitude and latituderh degrees into meters, metric longitude anduld¢itwere projected
onto a plane perpendicular to and a plane paralehean wind direction, respectively. Mean windedtron was derived
from the stationary anemometer for the duratioeaxdh flight survey. The coordinate projection pthoe is described in
further detail by Shah et al. (2019).

In order to calculate flux, flux density, (in kg s' m? was derived. To achieve this, each geospatialipmed E
measurement was combined Wiilg(2), using Eq. (12).

(12)  g=E-WS?

Geospatially mapped, on a plane perpendicular to mean wind directfon,each flight survey, is plotted in Fig. 6 for
UAV1 and in Fig. 7 for UAV2. Measurements of][(see Fig. 4 for a time series for each surveyewet used in the flux
analysis, but are nevertheless of interest, asshew [X] to generally reduce with as expected, to support observations of

g enhancements shown in Fig. 6 and Fig. 7.

Both Fig. 6 and Fig. 7, show significant backgrosadhpling (yellow data points), extending sufficigriar away from the
position of the source projected onto the sampfiteme (0 m), such that the narrow turbulently atimgctime-invariant
plume centre across each transect (typically mstaitebyq increase) had been passed. All of the UAV1 surveysg. 6
took place from a similar distance from the soumfeapproximately 50 m. It is clear that during mbasAV1 surveys,
enhancements ig were concentrated near the ground (below 10 m)ctog® to the position of the source, projectea ont
the sampling plane (0 m). However T1.3 shows carmalle enhancements gnabove the ground (up to approximately
30 m), which was possibly due to a transient ugdiéanwhile, the UAV2 flight surveys in Fig. 7, maof which took
place approximately 100 m from the source, shogel@nhancements macross the flux plane, up to approximately 15 m
above the ground. Enhancementg @fi Fig. 7 can also be seen at a much greatemlaléstance from the source, projected
onto the sampling plane. This is likely a consegeensf many UAV2 flight surveys sampling at a greatistance from the
source than UAV1 flight surveys, which gave theeimvariant plume more time to disperse. On thesotiand, UAV1
flight surveys, which took place nearer to the seushow that UAV1 intersected the time-invaridohge less often. Thus,
it may appear that the UAV flight track was not ted downwind of the source, when in practice @reariations in the
position of the time-invariant plume centre madeppear this way, as the time-invariant plume did Imve time to

disperse.
3.3 Flux quantification

Calculatedq from each flight survey was used to derive an simisflux (in units of kg 3) using the near-field Gaussian
plume inversion (NGI) flux quantification technigsee Shah et al. (2019)). In principle, the NGlthod accounts for
turbulent wind variations using Gaussian statistitee method also takes into account sampling cslightly offset
sampling plane (compared to the plane perpendidolanean wind direction) by introducing a third @insion to the
traditional two-dimensional Gaussian plume modéle NGl method uses a least-squares approach toarempeasured
and modelled values @ Residuals img are minimised to output model parameters, whidtughe an initial flux estimate

(Fo).
Full details of the NGI method can be found in ptevious study in Shah et al. (2019). We provideiaf overview here.

The size of the time-averaged plume is assumechdease linearly with distance from the source,abgumingq to

decrease according to the inverse square law \starcte (an assumption which is valid over shastagices). Therefore

10



instead of using constant crosswind and verticgpelision terms, these terms are allowed to incwébkelistance from the
410 source, with both terms being fixed at a one mdistance. The crosswind dispersion term (at 1 ncharacterised using

measurements af, rather than assumptions of atmospheric stabidig/,these assumptions are valid for time-averaged

plumes characterised by dispersion, rather thautent advection. In addition, the centre of timeetiaveraged plume in the

crosswind direction is derived from measurementg, @fs the precise position of the source may be amnknThe vertical

dispersion term (at 1 m) ark€ can then be acquired by inverting modelled vabfag derived by minimising residuals, as
415  described above.

A measurement flux uncertaintyd is calculated by combining the uncertaintiesndividual E andWSZ) values. A lower
uncertainty boundq() is calculated using residuals between modelletiraeasured) values. An upper uncertainty bound
(¢") is calculated by incorporating with the potential effects of negative flux biasedto under-sampling, using a random

420  walk simulation. The simulation is repeated 180etinfor each flight survey. In each simulation, atistGaussian plume
(simulating a prescribed arbitrary target flux)s@empled across three dimensions, where sampliegristrained to the
spatial limits of UAV sampling and is limited toglJAV sampling duration. The NGI method is usedi¢oive a flux from
these random walk simulations. The average fraatidarget flux underestimation from these simuladiocan be
incorporated inta". Random walk flux underestimation occurs duertotéd spatial sampling coverage (i.e. sampling yaps

425  and limited spatial sampling extent. This simulat&iep therefore gives an important indicationhef $ystematic error due
to potential under-sampling. Afle, o°, ¢" ando values for each flight survey are given in Talbfe S

4 Flux results and discussion

Calculated NGI emission fluxes were compared tokti@wvn (controlled) emission fluxes, using theodietween the NGI
flux uncertainty range arfg, (see Fig. 8). As this was a blind flux analysigwas not revealed to the analysis team prior to
430 calculatingthe NGI flux uncertainty range. Fig. 8 shows that NGI flux uncertainty range agrees well with) for most
flight surveys. Only three surveys (T2.1, T1.1 &id7) had a flux uncertainty range that fell shafrf,. Although no flux
uncertainty range exceedeg, T2.3 spanned a large flux range, much of whidhaleoveF,. Flux underestimation may be
explained using the plots shown in Fig. 6 and Figwhich demonstrate the following: a limited saimglduration made it
possible to almost entirely avoid the time-invatiamission plume, thus resulting in low flux resuimilarly, some flights
435 intersected the time-invariant emission plume mletitimes resulting in flux overestimation in casakhough large NGI
uncertainty ranges can conservatively accounttisr é¢ffect. Therefore it is clear that thg value obtained using the NGI
method must not be taken at face value and theN@ll flux uncertainty range must be consideredtliemmore, the flux
ranges in Fig. 8 represent uncertainty bounds efstandard deviation; it is statistically realigtocexpect some discrepancy
betweenrF, and the NGI flux uncertainty range.
440
The flux uncertainty ranges given in Fig. 8 arenasetric, although the magnitude of this asymmeteas wlifferent for
flight experiments conducted by the different UAVS.was (0.33+0.14(d)) times larger tham™ for UAV2 but was only
(0.08+0.03(%)) times larger for UAV1. This is because UAV2 sadeapfurther from the source, on average, and dmaas
sized sampling plane to UAV1. As UAV2 was furtheorfi the emission source, the time-invariant plurad b greater
445  likelihood of extending beyond the sampling plame &eing missed (beyond the horizontal edges obémapling plane),
due to spatially limited sampling extent. This pui&l loss of in-plume sampling may have otherwgsatributed towards

the overall flux, thus enhancirg. Therefores” is comparatively larger thati for flights conducted by UAV2.

11
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The suitability of our experimental sampling metbled)y can be assessed by quantifyigs a fraction of,, which was
on average (+45+8)%. To assess the dominant sowfces the contribution oWz and E uncertainty components
towards it were analysed (see Sl for details ardlt®). Asor is derived by combining individual components uradrature,
this analysis was conducted by assuming other taindes to be zero. The test showed that if wipdesl was the only
source of uncertainty, it would on average resu(t#90+8)% ofor, therefore representing a dominant source of taicey.
The standard deviation variability in cell temperat and cell pressure within each flight surveye(3able 5) was, on
average, far smaller than maximal cell temperatin@nges (2.9° C) and cell pressure changes (3.5 rabserved during
the MGGA Allan variance test. The average cell terapure and cell pressure during each flight suwvayg also derived
(see Fig. S18 and Fig. S19) with averages givehainle 5. The values in Table 5 are not dissimitacanditions during
calibrations (plotted in Fig. S18 and Fig. S19).tAsre was no discernible correlation betwegnaind cell temperature and
cell pressure from the MGGA Allan variance test aodsidering dominance of winds contributing toveasg, one can
assume that variation in cell temperature and pe#kssure had negligible net effect ep Furthermore, the (poorly
correlated) temperature trend from the MGGA Allamiance test reveals a maximum uncertainty of 20Dfppthe MGGA
and 14 ppb for the pMGGA (derived from the maximudifference between average calibration cell tempeeaand
average UAV sampling cell temperature). These uatey values are far smaller than the average nifidetion
enhancement uncertainty (expressed as a dry mabtidn) within each flight survey of (55+47) ppleésTable S7 for
individual values), though further laboratory tagtivould be needed to better characterise theseteffsee sect. 2.5).

It is important to recognise the magnitude of th&INincertainty ranges in Fig. 8, relative Fg, which are due to the
difficulties in inverting sparse spatial samplir@yderive an emission flux, following the NGI methdthese uncertainties
reflect the limited sampling duration and the effeaf variability in wind. While we fully acknowleg that flux uncertainty
ranges in Fig. 8 are large, the true value of tt& Method with UAV sampling is to derive snap-stagiid flux estimates at
low cost, with an order-of-magnitude level preamsidor subsequent flux investigation using morecg@® approaches.
Although longer sampling periods in each flightvayr may reduce the uncertainties in Fig. 8, thipractically difficult

with limited UAV battery life, with little additioal benefit. Tethered power or multiple UAV flightsay alternatively be
used, as was the case with UAV1, but wind condstioan quickly change when sampling for prolongedods with too

many lengthy intervals between flights.

Some flux results (T1.1 for example) intersected tilme-invariant plume more often than others (Tfbrzexample) but
resulted in a lower NGI flux range. On closer irdgjmn of the mole fraction time series given in .Hg flight surveys such
as T1.2 sampled higher mole fraction enhancemamis fiencey), than T1.1. However, as the time-invariant plumay
have largely been centred near to the ground,ntbeamore difficult to distinguish from a simpleoplbf the flux density
UAV flight track. The comparative magnitude of mdtaction enhancements is clear, on examinatioth@fmole fraction
time series. Thus it is important to take into astdboth the number of plume intersections andntlagnitude ofg during
each plume intersection, when assessing NGl flaxlte

In order to assess whether multiple flight survegald be used effectively to capture the known iietd emission flux,
within uncertainty, the upper and lower NGI uncietiabounds were averaged for all surveys (see Ifarate row of Fig.

8). The average lower NGI flux uncertainty boundagsaction ofF, (F.) was 0.2+0.1(&) and the average upper NGl flux

uncertainty bound as a fractionfef (F,) was 2+1(%), for all surveys. Thub, (i.e. 1 in Fig. 8) falls comfortably within the

average NGI flux uncertainty range, over 22 indeleen flight surveysF. and F, were also calculated for surveys

conducted by UAV1 and UAV2, separately. These sep& andF, values for each UAV also comfortably overlap with
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the F. andF, values for all surveys combined. This suggests tie& sampling strategies employed by both UAVsewer

capable of deriving the known emission flux, witlsienilar degree of both lower and upper uncertaiiitye percentage

standard error ifr. andF,, over all 22 flight surveys, was 12% and 9%, retigely. The large standard errorsfnandF,
may be reduced with more surveys, in order to bettestrain the NGI flux uncertainty range. Howewaore precise flux

estimates can be obtained using other approaclobsasutracer dispersion methods. Although we reseghat theF. and

F. uncertainty averages are large, we emphasisetinanethodology has been adapted for rapid fludyaisa rather than

precise flux estimates for inventory publication.

The ability of the NGI method to calculate a targetission flux was further assessed by calculdtiegcentral flux estimate
as a fraction of (F.) for each flight survey, using Eq. (135 is distinct fromF, (as a fraction of), in thatF, finds the
centre of an asymmetric flux uncertainty, wherEas an initial flux estimate calculated using th&INmethod, which does

not take into account the potential effects of urslempling, which may result in a potential negafilvix bias.

Fo
The mean of (F;) and the mean standard erroFnfor the 22 surveys (see bottom row of Fig. 8)tsesach survey as an
independent quantification of the flux, with no gliing for sampling time (as flight times were kathasimilar). This
clearly demonstrates the improvement in flux accyrdor a constant source) that can be obtainetl gieater sampling
time or repeated flights, as expectegd.was also calculated for surveys conducted by UAvd UAV2 separately: these
separaté- values both overlap with the combinEdvalue for all flight surveys (within one standateviation); there is no
discernible difference in the NGI flux results dhtd by either UAV. This suggests that both UAV gding strategies were

equally capable of delivering the same emissior dstimate, by taking the average of multiple flighrveys.

The overlap of the standard deviationFn (shown in Fig. 8) with the known emission fluxe(il in Fig. 8) also suggests
that there was no apparent flux bias (within uraiaty) in this study. This indicates that we havecgssfully overcome the
causes of positive biases reported in our previiudy (Shah et al., 2019). Shah et al. (2019) sagndbwnwind of a
controlled emission source and actively pursuedithe-invariant emission plume (projected ontoshenpling plane) using
mid-flight knowledge of its position, inferred bgleasing smoke grenades during flight surveys. Hewe this current
work, manual sampling was avoided by either flyldgV1 using pre-programmed waypoints or by flying VA using

lateral transects in course-lock. Both of the apphes presented here successfully avoided biasgulisg.

To conclude, UAV sampling can be used to practycadirive unbiased snap-shot emission fluxes wigiNiBl method, with
an order-of-magnitude precision, by sampling orame perpendicular to wind direction from at leagproximately 50 m
away from the source. Although typical flux uncerts were high, NGI UAV fluxes serve as an impatttool for snap-
shot source identification and flux quantificatioBur UAV methodology fills an important gap betweeheap leak
detection techniques (such as infrared camerasghwdo not provide fluxes, and reliable flux quéindtion techniques
(such as the tracer dispersion method), which reqeipensive instrumentation and may be more diffio organise. For
example, tracer methods can be problematic in cabege site access for tracer release is impossibie cases where the
plume may be lofted. The UAV methodology we deserib highly suitable for regulatory leak detectiand source
isolation, with the added capability to gauge teeesity of flux leaks, for subsequent investigati®ing other approaches.
We anticipate a combination of UAV sampling withracer release, where both a target gas (in tlie o@ethane) and a
proxy tracer can be measured simultaneously dowshwizking advantage of vertical sampling enabledU#ys, as a

powerful future toolkit for precise facility-scallix quantification.
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5 Conclusions

Two UAVs were used to test the near-field Gausgiame inversion technique for flux quantificatiodne UAV was
connected to the MGGA on the ground using a tetlubile the other carried a new ABB pMGGA prototypstrument on-
board. Both instruments measured atmospheric metheote fraction, which was calibrated and corre¢tedhe influence
of water vapour, following laboratory testing undenbient conditions, assuming the effects of aathgerature and cell

pressure to be small.

The flux approach was tested for 22 UAV flight ®ys, by deriving fluxes from a controlled releagenethane gas. This
yielded successful results, with 19 out of 22 feifalling within the UAV-derived flux uncertaintange. This demonstrates
that the near-field Gaussian plume inversion methagy used here could be used to derive emissimxedl from UAV
sampling of plumes from facility-scale (point) soes, where such sources are relatively invariaet tve period of such
UAV sampling. The lower flux uncertainty bound was, average, 17%+10£% of the controlled emission flux and the
upper flux uncertainty bound was, on average, 229(il)% of the controlled emission flux. Thus the knoamission

flux was comfortably encapsulated by the UAV flesults, within uncertainty.

A key advantage of the methodology used here islfiéy to sample downwind of sources to obtaifigife mole fraction
measurements. Such sampling allows for indeperatahiportable studies of methane emissions withmineed for heavy
infrastructure, special permissions, runway acaegsprior notification. We conclude that the nealdi Gaussian plume
inversion flux quantification method can be usedfo®ntly in future with UAV sampling to derive gmahot methane
emission fluxes from relatively constant facilitgate sources such as oil and gas extraction infietstre, livestock
agriculture and landfill sites. An exciting futuegplication may be the incorporation of UAV samgliwithin a tracer
release methodology, where simultaneous measureofientarget gas and a proxy tracer can take adgantf vertical
sampling enabled by UAVs. This avoids the limitatiof current mobile vehicle sampling which cannammgle lofted

plumes. Together, this may represent a powerfuréutoolkit for precise and efficient flux quant#ition.
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Figure 1. Allan variance for the M GGA plotted against integration time on logarithmic axes.
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Figure 3. The two fields used for UAV sampling. The map extends 0.71 km horizontally and 0.50 km vertically. The
controlled release points are marked by labelled crosses (see Table S3 for details). The background image is taken
from Google Maps (imagery (2017): DigitalGlobe, GetMapping plc, Infoterra Ltd & Bluesky, The Geol nformation
Group).
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Figure 4. [X] measurements acquired by the MGGA and the pMGGA, as a function of sampling duration, for each
flight survey, with sampling height above ground level also plotted (coloured dots). A logarithmic colour legend has
been used. Vertical bluelinesindicate an interruption in continuous sampling.
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730

Figure 5. A photograph of UAV1 and UAV?2, indicating the position of the air inlet relative to the base of the UAV.

22



735

740

TL1 (51 m,0.657 gs™)

50
40
30
20
10 D—
— g
0 =
-40 =20 0 20 40
T1.3 (49 m, 0.657 g5
30 e ——
-
20
10 y
— -
-

-30 -20

-10 0 10 20 30 40 50

T15 (50 m, 0.657 gs™')

30

20

101

height above ground level (m)

-40

-20 0 20 40

T1.2 (48 m, 1.095 gs™')

30

20

10

—

2

-40

-20 0 20

T1.4 (50 m, 0.657 gls'l)

40

301

201

10

-30

-20

-10 0 10 20

_TL6 (49 m, 0.657 ¢ 5")

30

40

50

20

10

-30

20

10

0= L L

L n 1 n n L

-50 -40 -30

0 0.4

Figure 6. UAV1 flight tracks (coloured dots), with the colour corresponding to . Periods in which the tubing inlet
kinked have been removed. A logarithmic colour legend has been used. The position of the source projected on the
plane perpendicular to mean wind direction has been set to a reference of 0 m. The controlled emission flux and the

parallel distance of the sampling plane from the source (weighted to the position of g enhancements) are given in

brackets.

-20 -10 0 10 20 30

25 5

10

20

. - 2
measured flux density (mg s "'m?)

distance along plane perpendicular to mean wind direction (m)

23

40

50

80



745

T2.2 (102 m, 0.657 g ls")

e
10
0

-40 -20 0 20 40 60 80
T2.3 (110 m, 0.657 g s™") T2.4 (97 m,0.657 gs™)
40 30  e—
3 20 —
10 — 10 | —
-50 0 50 -50 0 50
T2.5(99 m, 0.657 gs™) T2.6 (58 m, 0.657 gs™")
2 . . : a ; .
20 — 101 —
10 — ] — e ———
0 N P : ; A
-50 0 50 -40 -20 0 20 40 60
-1
- . T2.7(64 m, 0.657gs™) : . T2.8 (114 m, 0.657 g 5™
[S . 10 r T T T T T
= 10 — 1 e — .
E oL v (U : : - ’ ; ;
3 30 60 40 20 0 20 40 60 -60 -40 20 0 20 40 60
ko) -1
£ . T29 87 m,0.657gs") : . T2.10 (97 m, 1.095 g s™)
0 F— . : ; . , .
e "t e ] T e ———— e
& e S ¢ ’ - e — e —
Q 0= : y : ! 60 40 20 0 20 40 60
S -80 -60 -40 -20 0 20 40 60 - -
= T2.11 (95 m, 1.095 gs™") T2.12 (95 m, 1.095 g s™")
%D 0+ e 4 10 | em— —
‘D e | m——— e —
= 0 L0 oeeepm— ri L ol . . . m
-60 -40 -20 0 20 40 60 -60 -40 -20 0 20 40 60
' _T2.13 (75 m, 1.095g5™) , , T2.14 (69 m, 1.095 g5
o - = 1 ae—ea———— ]
80 -60 40 220 0 20 40 60 -40 =20 0 20 40 60
T2.15 (101 m, 0.657 g s™)
10 .
i e
0 L S—————
-40 -20 0 20 40 60 80
0 0.2 0.6 1 2 4 7 13 26

measured flux density (mg sTm?)

distance along plane perpendicular to mean wind direction (m)
Figure 7. UAV2 flight tracks (coloured dots), with the colour corresponding to g. The position of the sour ce projected
on the plane perpendicular to mean wind direction has been set to a reference of 0 m. The controlled emission flux
and the parallel distance of the sampling plane from the source (weighted to the position of q enhancements) are
given in brackets.

24



750

T1.1
T1.2
T1.3
T1.4
TL.5
T1.6
T1.7
T2.1
T2.2
T2.3
T2.4
T2.5
T2.6
T1.7
T2.8
T2.9
T2.10
TI.11

T™ 17
11.12

T1.13
__ TL4
F.and F. (UAVI1)
F. (UAVI)
F.and F, (UAV2)
F. (UAV2)
F.and F. (all)

F. (all)

0 0.5 1 1.5 2 25 3 35 4 4.5
NGI flux range/known emission flux

Figure 8. NGI flux uncertainty range (thick cyan bars), for each method testing flight survey, asa fraction of F,. The
o uncertainty range (horizontal blue lines) is given on either side of F. (vertical blue lines). F, and F and F,
averages (vertical blue lines) are plotted for UAV1, UAV2 and for all flight surveys. Standard deviation uncertainty
ranges (horizontal bluelines) and standard error uncertainty ranges (thick yellow bars) are given on either side of F,,

F_and F; values.

25



755

MGGA pMGGA
M ass 4. kg 3.4kg
Length 0.3tm 0.3:m
Width 0.3Cm 0.2Cm
Depth 0.1fm 0.1cm
Power consumption 35W 32W
Operating DC voltage 10V -3CV 10V -28V
Cell pressure atmospheri pressurecontrolled to 0.6 bai
E-folding time (1.€£0.2) s (3.C+0.1) s
Volumetric flow rate (27.9x0.05 cn s* (5.06:0.02) cn '
Maximum sampling frequency 10Hz 5Hz
on +2.71 ppk 15.44 ppb
1 Hz Allan deviation +0.71 ppk 2.2 ppk
0.1 Hz Allan deviation +0.24 ppk +0.7Z ppk
Optimum integration time (20+3) s (7C+10) s

Table 1: General properties of the MGGA and the pM GGA.
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MGGA

pMGGA

-0.00031; MOy mol™

+0.00019' MOkyae mol™

-0.00019: MOk, o, Mol pprr™

T

-0.000025 mMOlyae mol™ ppn

-1.55€ mol Mokyater -

-1.64C mol Mol ™~

-12.2E moP MOk

-1.20¢ mol* MOkyate

SERIE Ri=aE

0.000425

Vv

0.000261:

Table 2: Water correction coefficientsfor the MGGA and pMGGA, required to obtain v using Eq. (4) and o,.
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MGGA pMGGA
Gtog 0.9970+0.0002 0.9869+0.0002
Ctoc (+0.0132+0.002( ppir (-0.0019+0.001¢ ppir

Table 3: Calibration coefficientsfor the MGGA and pM GGA.
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760

UAV1 UAV2
Flights per survey 2 1
Distance of sampling plane from 47m-50m 64m-114m
source
Take-off and landing Manua Manua
Flight control Waypoint: Manual (course locl
Aver age velocity acrossthe sampling | (1.5£0.1 ms™ (2.840.6 m<™
plane
Payload PFA tubing and inlet, wind sensor pMGGA
Height of plane of propellers 0.540 m 0.680 m
Height of air inlet 0.845m 0.370 m

Table4: A comparison between UAV1 and UAV2.
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UAV1 UAV2
Instrument MGGA pMGGA
Aver age cell temperature standard (+0.1€&¢0.09° C (+0.2¢£0.28° C
deviation within flight surveys
Aver age cell pressure standard (+1.15+0.86; mbal (20.4(+0.01 mbau
deviation within flight surveys
Average cell temperature mean (25£2)° C (22+4)° C
across flight surveys
Aver age cell pressure mean acr0ss (1025.6%5.4) mbar (614.410.1) mbar
flight surveys

Table 5: Average cell temperature and cell pressure standard deviation variability within each UAV flight survey,
recorded by the MGGA and the pM GGA. The aver age cell temperature and cell pressure mean is also given.
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