
 
General comment: 
 
We would like to thank all three reviewers for their vey insightful comments. This study has been 
a humbling experience for the first author who has dedicated several years working on extracting 
scientific value out of the ARM facility radars and other sensors. A great challenge was to 
consolidate the differences between the ARM radars and generalized enough an algorithm initially 
developed by Alain Protat to work on a much larger dataset.  
 
A project website has been developed and gives a graphical overview of the calibration procedure 
as applied to each site and radar system described in the manuscript. The web site is now available 
to the ARM radar user community. We hope to continue updating the material on the web site as 
the ARM program conducts additional field deployments. We also plan to expand our analysis to 
the European radar network. 
 
 http://doppler.somas.stonybrook.edu/CloudSat_GlobalCalibrator/index.html 
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Overview:  
 
I think publication of this technique and the results for ARM radars will be of value to many 
investigators and investigations that have (and will continue to) rely on ground-based radar 
datasets. While I was under no illusion that the ARM radars were well calibrated, I nonetheless 
found the results to be sobering.  
 
Recommendation: Publish after minor revisions  
 
General Comments:  
 
1) A few more details on the technique. I largely follow the technique, but you need to add a few 
more details, see specific comments for Page 6. The goal should be to make it so that someone 
else could implement the approach given this description. In particular, please discuss uncertainties 
in estimated calibration corrections associated with equations 2 and 3, as well as the height range 
used to estimate the best offset.  
 
We would like to thank the reviewer for his excellent comments that help us to clean up the 
methodology and provide additional information on how to reproduce our approach. Details 
comments are provided below 
 



2) Differences in rules and thresholds for including or not including columns & Verification 
metrics. Do the different rules and thresholds for including or not including radar columns, which 
are to some degree necessarily different between CloudSat and ARM, matter? (see e.g. differences 
on Page 5, line 16; Page 7 line 17). I am concerned about the possibility that differences in the 
mean Z-profiles might be due simply to having different conditions or “distributions of cloud-
types” in each collection from which the mean-Zprofile is calculated. One way to check this would 
be to look not just at the mean-Z-profile but also to ask if the two profiles are based on a similar 
fraction of the observations in each set. Said another way, once you construct your “non-
precipitating CFAD” and pick your dBZethreshold (for calculating the mean-Z-profile), is the 
profile of cloud fraction associated with this dBZ-threshold the same for both CloudSat and ARM. 
If it is, then one can be confident that errors in the reflectivity correction due to differences in cloud 
populations will be small. I suggest creating a metric, such as the vertically integrated absolute 
cloud-fraction difference divided by the mean cloud fraction, and plotting this information along 
with the calibration corrections. Likewise, it would be interesting to see how this metric depends 
on the number of columns, which like figure #6, should give one a sense of what is a reasonable 
value for this quantity. Likewise, the cloud-top-height (CTH) distribution comparison you 
introduce (Fig 4d) provides confidence that the calibration correction is robust and that it is based 
on the same cloud populations. As far as I can see, after you introduce the idea of this as “a 
verification”, you don’t use it. At a minimum it seems like you should discuss whether the CTH 
distributions are consistently improved (made more similar) with the radar correction or not. 
Again, you might make a metric that expresses this improvement – though I suspect the above 
cloud fraction metric is likely better for this purpose.  
 
The reviewer is correct. The cloud-top-height (CTH) distribution comparison are used in a 
qualitative way to verify that they converge as we get closer to the correct calibration offset. As 
part of the manuscript, we are also releasing a web site that provide graphics and animations for 
all the ARM sites and radar systems compared to CloudSat. You can clearly see that in CTH 
distribution comparison always get better at each site as we approach the RMSE. In few cases, the 
improvement in the CTH was not evident and the estimated calibration offsets were removed 
manually. We hope that the reviewer and the larger user community will find the material on the 
web site useful.  
 
 http://doppler.somas.stonybrook.edu/CloudSat_GlobalCalibrator/index.html 
 
3) Results for Darwin and the size of the analysis region I don’t typically like to point to my own 
work when reviewing an article, but in this case I think some work that a former student of mine 
Zheng Liu, Tom Ackerman and I have done at Darwin is very germane to this study. Liu, Z., R. 
Marchand, and T. Ackerman (2010), A comparison of observations in the tropical western Pacific 
from groundâA˘ Rbased and satellite millimeterâ ˇ A˘ Rwavelength ˇ cloud radars, J. Geophys. 
Res., 115, D24206, doi:10.1029/2009JD013575. In particular, we compared CloudSat and the 
Darwin MMCR measurements and we investigated the size of the analysis region and sampling 
uncertainties in some detail. That study very much supports using a 300 km radius area and 6 
month window. Note also figure 8 in this paper. While we did not derived a calibration offset, our 
results are broadly consistent with idea that ARM calibration was too LOW at Darwin in the 2006-
7 (wet season), and agrees your with figure 9a (CloudSat – ARM difference of ∼= 5 dB at this 
time). 



 
We would like to thank the reviewer for pointing out to his previous work that is quite relevant to 
the results presented here. The suggested work is one of the first that compared ground-based and 
space-based millimeter wavelength radar observations. A reference was added in the revised 
manuscript regarding the finding of the study at Darwin. 
 
Minor Comments: 
 
Page 1, line 28. detail => detailed  
 
The manuscript is revised according to your suggestion. Thank you. 
 
Page 2, line 5. Opening sentence is awkward, rephrase. Perhaps "Part of the motivation for the 
ARM radar expansion, was to improve cloud microphysical retrievals through the use of dual-
wavelength ratios, that is, making use of the relative difference in radar scattering at different 
wavelengths. This difference signal is often only a few dB and as one might expect, this .... "  
 
This is a good way or rephrasing the opening sentence. The manuscript is revised according to 
your suggestion. Thank you. 
 
Page 2, line 11. Do you mean calibrating ARM vertically pointing radars is more difficult than the 
WSR-88D network? What is being compared to what is not clear? Suggest you rephrase this and 
following sentence to be clearer and generally read better.  
 
We agree with the reviewer. We rephrase the sentence as follows: “Soon after the National 
Aeronautics and Space Administration (NASA) Tropical Rainfall Measuring Mission (TRMM) 
spaceborne radar was in orbit, its remarkable stability made it a calibration standard and its 
comparison to the ground-based observations of the  Weather Surveillance Radar -1998 Doppler 
(WSR-88D) network uncovered several issues with the calibration of the radars despite the 
mandate of the WSR-88D network on quantitative precipitation estimation and the implementation 
of routine calibration procedures [Bolen and Chandrasekar, 2000]. On the other hand, establishing 
routine calibration procedures based on engineering testing procedures or natural targets for the 
ARM profiling cloud radars  is a far more challenging task.” 
 
Page 3, line 3. Change “. . . is such diverse” to “. . . to such a diverse set . . .”.  
 
The manuscript is revised according to your suggestion. Thank you. 
 
Page 3, line 31. “. . .on the same. . .” to “at the same”.  
 
The manuscript is revised according to your suggestion. Thank you. 
 
Page 4: First paragraph: Mode analysis. How did you account for differences in the minimum 
detectable signal between the modes? I presume you only included neighboring time & range bins 
where both modes have a measurement with high SNR?  
 



The reviewer is correct, we only used neighboring time/range bins with SNR >0. We have revised 
the text to make it more clear: “The difference [dB] in the measured radar reflectivity between two 
modes is estimated at heights where both modes provide observations (e.g., the MMCR mode 2 
does not provide data below 3.6 km) with high Signal-to-Noise (SNR > 0 dB), and at ranges where 
the averaged profiles were correlated to filter our ranges where bid discrepancies due to radar 
artifacts were present” The last requirement (correlation of profiles in range) was introduced 
because the pulse compression can introduce range side lobes.  
 
Page 4. The first paragraph launches into a discussion of mode differences (which is useful) but a 
bit confusing when one is expecting a comparison of CloudSat and ARM calibrations. I suggest 
breaking this paragraph about line 8 and adding. “Therefore as a prelude to comparing CloudSat 
and ARM, we begin with a comparison of reflectivity values between ARM radar modes. As will 
become clear later, changes in the reflectivities between modes is often, though not always, 
indicative of changes in overall calibration.”  
 
The manuscript is revised according to your suggestion. Thank you. 
 
Page 4, line 13. I presume “bid” should be “big”.  
 
The manuscript is revised according to your suggestion. Thank you. 
 
Perhaps Page 4, line 14. Specify period (6 months?). 
 
The time window used to compare two ARM radar modes is 1-month since there is a large dataset 
to compare. The duration of the time window was added in the revised manuscript. Thank you. 
 
Page 4, line 16. Perhaps change to read: “Overall, the mode reflectivity differences are small (±2 
dB) and only occasionally are the differences much higher than 2 dB. While the absolute values 
of mode difference is in the next generation of ARM cloud profiling radars (KAZR and KAZR2) 
is often similar, arguably there are fewer jumps or rapid changes (except perhaps at OLI). In 
general it is difficult to identify which mode has a better calibration, because as will be shown, the 
calibration difference between CloudSat and ARM is typically larger than ±2 dB.  
 
The manuscript is revised according to your suggestion. Thank you. 
 
** Page 4: Second paragraph on difference between Protat and current approach. This paragraph 
is nearly impossible to follow if you don’t already know what Protat 2010 did. In particular, I have 
no idea what “. . . a rigorous selection of the CloudSat overpasses within a certain radius to avoid 
any errors in the estimation of the proximity of CloudSat columns to the ARM site location” 
means. But other parts of this are confusing to me (and I am familiar with Protat 2010). I strongly 
encourage you to reorganize the manuscript such that you FIRST explain your approach in detail 
and ONLY at the end of this material highlight how this approach differs from Protat (2010).  
 
The comment regarding the “. . . a rigorous selection of the CloudSat overpasses within a certain 
radius to avoid any errors in the estimation of the proximity of CloudSat columns to the ARM site 
location” refers to a software bug found in the original code provided to us by Alain and sometimes 



was introducing CloudSat echoes that were not within the specified radius from the ARM site as 
being within the specified radius. We agree with the reviewer comment. We re-organized the 
description of the methodology, first we explain our approach in detail and at the end we highlight 
any differences to Protat 2010. We hope that the revised manuscript offers a clearer description of 
the methodology used in this study. 
 
** Page 6, equation 2. What is the justification for using a constant here? You used Rosenkranz 
and . . . ? Somehow you must have specified some set of atmospheric profiles to come up with 
these constants? Explain in enough detail so someone else could implement this idea. Nominally, 
I think it would have been better to calculate a set of gasses corrections for ARM (perhaps using 
ERA data just as CloudSat does). **But in lieu of this, I think you need to address how much error 
(uncertainty) using this constant introduces in your calibration correction.  
 
Initially, we wanted to use the ARM facility soundings to estimate the gaseous attenuation for the 
ARM radar observations. However, in most cases, the CloudSat overpasses and the ARM 
soundings which are available on 2-4 times per day are several hours apart. Our preliminary 
analysis indicated large differences in the two estimates especially during periods when large scale 
advection was present. Thus, we decided to use the same thermodynamic profile for gaseous 
attenuation for both the ARM and CloudSat observations. As the reviewer pointed out, CloudSat 
uses ERA which is available all the time along the CloudSat orbit. The use of the ERA-based 
CloudSat gaseous attenuation for the ARM radar eliminates any possible biases related to biases 
in the reanalysis and mitigates all uncertainty in the methodology used to estimate the conversion 
constant. The estimation of the conversion constant was performed using a large number of ARM 
soundings at each fixed or mobile site. The ARM soundings were used as input to Rosenkranz to 
estimate the G#$%&'()*+   and the (G-.%&'(). The conversion factor was found to have a latitudinal 
dependency, thus, three different values we introduced. Per the reviewer request, we estimated the 
standard deviation of the parameter C and it was found to be around 0.5 for AWR, NSA, OLI and 
TMP and 0.8 for ENA, SGP and TWP. If we consider that the column integrated gaseous 
attenuation at 35-GHz is about 0.4 for AWR, NSA, OLI and TMP; 0.6 for ENA and SGP; and 1.0 
for TWP, we can estimate the uncertainty introduced by using a constant C using Eq. 2. The 
uncertainty is: 0.14 dB for AWR, 0.09 dB for NSA, OLI and TMP, 0.15 dB for ENA and SGP and 
0.2 dB for TWP. The following text was added in the methodology: 
 
“The conversion factor is derived using [Rosenkranz, 1998] and a large number of ARM sounding 
and its average value depends on the ARM radar location (i.e., 1.45±0.5 for AWR, 2.08±0.5  for 
NSA, OLI and TMP, 3.36±0.5  for ENA and SGP and 4.03±0.5  for TWP) . Considering that the 
averaged integrated two-way attenuation at 35-GHz at these locations is 0.4 dB for AWR, NSA, 
OLI and TMP, 0.6 dB for ENA and SGP and 1.0 for TWP, the uncertainty introduced by using the 
conversion factor is 0.13 dB at AWR, 0.09 dB at NSA, OLI and TMP, 0.15 dB at ENA and SGP 
and 0.2 dB at the TWP sites.”  
 
** Page 6, equation 3. What assumptions does this equation entail? Again, I think you need to 
address how this impacts the uncertainty of your calibration corrections?  
 
Equation 3 is adopted by the methodology described in Protat (2010). In brief, Protat (2010) used 
a large database of in situ ice cloud microphysical measurements of the ice particle size distribution 



gathered in different international field experiments, assumed a temperature-dependent mass–
dimension relationship, and calculate radar reflectivity at 35 and 94-GHz using Mie theory. The 
scattering calculations results here fitted to extract the power-law relationship shown in Eq. 3. As 
the reviewer suggests, there are a lot of assumption in estimating this relationship.  
 
Fortunately, in our analysis we use sensitive radars. Both CloudSat and the ARM profiling radar 
are capable of observing ice clouds with reflectivities as low as -30 dBZ throughout the upper 
troposphere. Only a very small fraction of the CloudSat and ARM observations used for the 
comparison exceed 0 dBZ. We examined the sensitivity of the calibration offsets to the application 
or not of the Eq 3 and it was found negligible. In any case, and for consistency with previous effort, 
we did apply Eq 3. The following text was added: 
 
“Eq. 3 is based on assumption regarding the mas-diameter relationship of the ice particles used in 
the Mie scattering calculations. According to Eq. 3, differences in the radar reflectivity at 35- and 
94-GHz start exceeding 1-dB at about 0 dBZ at 35-GHz. In the analysis presented here, the vast 
majority of the 35-GHz radar ice reflectivities used are below 0 dBZ. Thus, any uncertainty 
introduced by using Eq. 3 is considered negligible.” 
 
** Page 6, line 17. I am not sure I understand this definition, there seems to be a grammatical error 
here. Do you simply mean "precipitating column = 10% (or more) of the radar volumes below the 
FL have ANY reflectivity (even if it is -30 dBZe). So if FL is 2 km at there are 20 bins below 2km, 
if 3 bins have ANY detection (even if it is just a low cloud) you are calling it precipitating?  
 
The reviewer is correct, there is a radar reflectivity threshold that is missing. The correct phrase 
is: “An ARM column is considered to be precipitating if at least 10% of the range gates below the 
freezing level report echoes higher than -10 dBZ”. We have added this correction to the revised 
manuscript. 
  
 What do you do if the FL is near the surface (in the CloudSat clutter) or with only a few ARM 
bins ∼ 5 ?  
 
The same rules apply. However, our FL estimate is always conservative (always higher by at least 
500 m than the actual FL) and we never use CloudSat observations in the lowest 1.5 km of the 
atmosphere 
 
Why do you use a different threshold 35% for CloudSat? This seems arbitrary.  
 
The following text was added in the revised manuscript: “The threshold selection 35% for 
CloudSat is based on an extensive sensitivity study. In particular, we estimated the sensitivity of 
calibration offset for different allowed % (from 0 to 100%) of CloudSat echoes with radar 
reflectivity exceed -10 dBZ below the freezing level. The calibration offset exhibited systematic 
biases for threshold values higher than 35%. Thus, the threshold value of 35% was selected to 
maximize the number of CloudSat columns used and at the same time eliminate the possibility of 
systematic biases.” 
 



** Page 6, items 2 to 4. This material seems important and needs to be better explained. In 
particular, how does the "degradation" work? I presume you mean that the mean-Z-profiles, are 
obtained from the CFADS in step 4 by summing bins with dBZ > Threshold > Minimum 
Detectable Signal (MDS) weighted by the bin dBZe? (I note without weighting this just give you 
the “profile of cloud fraction”). If yes, it might be important to choose threshold that is + 3 to 5 dB 
larger than the MDS.  
 
The CloudSat only echoes with cloud mask values higher than 20 are used. Based on these filtered 
values, we estimate the CloudSat MSD (one constant value for the entire troposphere). In ARM, 
we are doing pretty much what the reviewer suggests, we use a threshold of +3 to +5 dB larger 
that the theoretical MDS. This relates to the next question of the reviewer.  
 
Where/How does the SNR > -15 mentioned early come in?  
 
Profiling cloud radars utilize high pulse repetition frequency (3-10 kHz) and long averaging (1-2 
sec). Thus, are capable at extracting signal at low SNR conditions. Not all collected samples are 
independent (this depends on the signal bandwidth, or otherwise the Doppler spectrum width). For 
typical conditions of spectrum width encountered in weak reflectivity targets, we estimate that we 
have 1000 or more independent samples used in the moment estimation. The resulting reduction 
in the received noise variance is given by the square root of the number of samples ~ 15 dB. 
Although our experience with working with the ARM facility profiling cloud radars is that signal 
extraction is possible at even lower that -15 dB SNR conditions, we decided to accept only radar 
reflectivity estimates with SNR>-15 to ensure the removal of any outliers.  
 
Page 7. It seems you address the issues of the number of columns in detail later in the text, but do 
NOT the distance issue. (see also general comment #3). Perhaps add some discussion and/or better 
yet show result for OLI site (where you have lots of data) – add a line to fig 7 – for results based 
on 100 vs. 300 km?  
 
A details sensitivity study was performed at each ARM radar site to investigate the impact of the 
selected maximum distance for CloudSat observations on the estimated calibration offsets. It was 
found that a distance of 200 km was optimum for most locations. The following text was added in 
the revised manuscript: “In particular, we examined the sensitivity of the estimated calibration 
offset to the selected maximum distance of the CloudSat observations. Using difference distance 
values from 100 to 300 km every 25 km at different sites, we investigated the behavior of the 
estimated calibration offsets. Our analysis indicated that a maximum distance of 200 km was 
optimum for most ARM locations and therefore, was selected as a fixed value throughout the 
study.” 
 
** Page 7/8, analysis on number of columns vs. number of good columns ? I like very much the 
analysis you have included on the number of columns. But unless I misunderstand you are counting 
ALL columns here. Not the number of good columns (i.e. columns which are devoid of high/ice 
clouds or precipitating). I think it would be far more sensible to count the number of columns with 
good data (and set a minimum threshold on this) rather than all radar columns.  
 



The number of columns reported is the number of good columns given the selection criteria 
described in the methodology section. This is consistent with Figure 5 that shows that the number 
of samples strongly depends on seasonal cloud variability.  
 
Page 9, line 21. I presume you mean “only” not “on”. Why is it that only GE mode is available?  
 
The reviewer is correct, we do mean only. Regarding the comment that only GE mode is available: 
After checking with the ARM facility, we discovered that there is a chirp mode that was given a 
different filename in the archive and thus, it is not possible for us to find it.  
 
Page 9, line 22. The stability here demonstrates that changes in mode differences are “indicative” 
not necessary for there to be calibration issues.  
 
The reviewer is correct. We have indicated in the revised summary and in the text that changes in 
model differences are only indicative of time periods with calibration issues. 
 
Page 10, line 37. So the dots here in Fig. 11 represent different frequencies, not just different 
months? I strongly suggest using different symbols for the different frequencies.  
 
In the revised manuscript, Fig 11 has been revised according to your suggestion. Thank you. 
 

 
 
Page 11, line 27. Perhaps rephrase as "In many cases, the offset ... . Thus, changes in the reflectivity 
offset between the modes should be monitored, and used to identify periods where the calibration 
stability is suspect, and moving forward perhaps trigger more prompt additional external 
calibration evaluations".  
 
The manuscript is revised according to your suggestion. Thank you. 
 



Page 12, line 4. Seem redundant with the above comments on page 11. 
 
The summary has been revised and we believe any redundancy has been removed. 
 
 
 


