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Response to Referee comment 1

The authors thank all reviewers for their constructive comments and suggestions, which
have helped us to improve the quality of this paper both in sciences and writing. All
comments are carefully considered and responded. The response in blue italic letters
follow each comments in black.

1. General comments: The paper by Sun et al. reports from airborne in-situ mea-
surements over North-East China in August 2018. The in-situ profiles derived on three
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different days are compared with profiles from OCO-2 and a carbon cycle data assim-
ilation data system (Tan-tracker). The topic of the manuscript is of high importance
since high-quality observations are needed to enable a better analysis of the global
carbon cycle. Specifically, in-situ measurements are highly valuable to study local phe-
nomena in detail and to allow for an evaluation of satellite products. This is especially
true and important for regions were observations are rare and the variability of the
atmospheric greenhouses are not well constrained, because emission amounts are
not well known. Therefore | strongly encourage the authors to continue their work in
this field because the gained data sets are highly valuable to the carbon community.
However, the manuscript lacks on a detailed description and discussion to support
the conclusions drawn by the authors. Personally, | also doubt the quality of the air-
craft borne in-situ measurements and therefore suggest publication of the manuscript
only after my main (specific) comments are carefully addressed. Specific comments: |
suggest to re-structure the manuscript and to expand the section “instrumentation” to
“methods” by including a subsection on Tan-Tracker and OCO-2 (including a thorough
description of the model products and the derivation of the OCO-2 data product).

Thank you so much for the advice on this study. The section 2 “Instruments” is rewritten
as “Methods” and the original context of section 2 changed to 2.1 “Aircraft Instrumen-
tation”. In addition, we added section 2.2 “Tan-Tracker and OCO-2 data” to describe
the Tan-Tracker (v1) model and the OCO-2 data used in this article, please see de-
tail in section 2.2, Page 5, Line 132 in the revised manuscript: “Based on the nonlinear
least squares four-dimensional variational data assimilation algorithm (NLS-4DVar) and
the Goddard Earth Observing System atmospheric chemistry transport model (GEOS-
Chem), Tan-Tracker provides surface flux inversion estimates and profiles of CO2 with
47 levels of vertical resolution from the surface to 0.03 hPa and horizontal resolution
of 2.5° x 2°. The NLS-4DVar assimilation model Tan-Tracker (v1) and OCO-2 XCO2
(v9r) retrievals are used to optimize surface terrestrial ecosystem CO2 flux and ocean
CO2 flux, while prior Fossil Fuel emission and prior Fire emission remain unchanged
(details of model setting and prior flux information can be found in Han and Tian, 2019).
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The Orbiting Carbon Observatory-2 (OCO-2), successfully launched on 2 July 2014,
obtained global measurement of CO2 since September 2014.Three bands at 0.76,
1.61 and 2.06 um was used, and spectrometers of OCO-2 measure high-resolution
near-infrared reflected sunlight from Earth’s surface. Global XCO2 is the main product
of OCO-2 with high precision, more details about the mission, the retrieving algorithm
and data characteristic is expected to be found in Crisp et al. (2008) and O’Dell et al.
(2012). The uncertainty and bias of the XCO2 products related to surface properties,
aerosol and cloud, and the retrieving algorithm has been reported by Butz et al. (2009),
Jung et al. (2016) and Connor et al. (2016). The OCO-2 data (V9r) including XCO2,
CO2 profile and the a priori profile was used in this study.”

2. Page 2, L41: all-weather?

Response: We corrected the sentences in line 41, Page 2 as “... , which can provide
global coverage of the column-averaged dry-air mole fraction of CO2 (XCO2)”

3. P3, L92: Which one? AIMMS-207?

Response: Yes, we corrected the words “AIMMS” to “AIMMS-20AG” and we added fol-
lowing sentences after that: “The geolocation information including latitude, longitude,
ambient pressure and height of the aircraft we used is obtained by AIMMS-20AG. In
order to estimate the humidity of the environment accurately, we calculate the relative
humidity by temperature and dew point. The static temperature was measured by the
Total Temperature Sensor (Model 102 Type Non-De-iced, Rosemount Aerospace Inc)
and the dew point temperature was measured by Dew Point Hygrometer (Model 137

Vigilant™, EdgeTech)”

4. P3, L94: Why did you use a CVI inlet? Where there other measurement (aerosol)
systems onboard? Please be also more specific w.r.t. to the airborne set-up. Did you
need to use an external pump to achieve the large gas flow? How long was the inlet
(from the tip to the cell)? | am not aware of a publication which reports the airborne
deployment of this kind of analyzer, so | suggest to include a schematic which shows
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the set-up and the periphery to control cell/inlet pressure, temperature and volume or
mass flows.

Response: The aircraft is designed for weather modification by China Meteorological
Administration (CMA), and with lucky, we are allowed to take our greenhouse gas an-
alyzer aboard to carry on the measurement of CO2 and CH4. The infrastructure of
the aircraft and the gas flow system is designed and fulfilled in USA by the team of
weather modification. We loaded our greenhouse gas analyzer inside of the aircraft
and modified some gas flow arrangements to better fit the requirement for greenhouse
profile measurement. We use CVI inlet and/or the ISO inlet which had been installed
on the aircraft. The ISO inlet was used when the aircraft passed through the cloud,
and the CVI inlet was used at other time. The schematic diagram was shown in the
figure 1 (in the revised manuscript). As the schematic diagram shows, the external
oil-less diaphragm vacuum pump (F-9A 08-03, GAST) was mounted between the CVI
inlet and/or the 1SO inlet, with the maximum pressure of 31.15 I/min used to keep a
stable airflow. The length of the air channel from the tip of the inlet to the cell is about
0.6 meters. The development of an airborne system for greenhouse measurement
using the cavity-enhanced absorption spectroscopy technique (CEAS) has been re-
ported by O’Shea et al. (2013) and Palmer et al., (2013). More sentences are added
in the revised manuscript in section 2.1, Line 99, Page 4: “The ultraportable green-
house gas analyzer, UGGA (model 915-0011; Los Gatos Research), was connected
to an aircraft-based impactor inlet system which consists of CVI (Model 1204; Brechtel
Manufacturing Inc.) and ISO inlet (Model 1200; Brechtel Manufacturing Inc.) in the
pressurized cabin for continuous measurement of CO2 and CH4.”

5. P3, L96: SL/min? Which kind of Mass Flow controller?

Response: The air sample flow rate of CVI inlet is constant of 15 I/min (Aircraft-based
Counterflow Virtual Impactor Inlet System CVI - Model 1204, Brochure).

The following sentences are added in the revised manuscript (Line 101, Pages 4) “The

C4



CVI and/or ISO inlet was mounted on the top of the aircraft body as shown in figure 1
(in the revised manuscript), and the air flow rate of is kept constant by the automatic
controller (Aircraft-based Counterflow Virtual Impactor Inlet System CVI - Model 1204,
Brochure; Isokinetic Inlet System ISO Inlet - Model 1200, Brochure).”

6. P3, L97: The given values are from the manufacturer and might be valid for con-
trolled laboratory conditions. Usually, the performance on a mobile platform is highly
affected by variations of pressure, temperature and/or mechanical vibrations. | assume
that this specific instrument is even more sensitive since it is not especially designed for
use aboard research aircraft. Did you cross-check the theoretical precision values your-
self in the laboratory, e.g. by supplying the system with sample gas of constant CO2
and CH4 mixing ratios? Did you check the sensitivity of your instrument to changes
in pressure and temperature? Did you check the short and long-term drift of your
instrument’s sensitivity (i.e. over one flight and over a couple of days, respectively)?
Did you check the repeatability of your measurements?

Response: Just before taking off, the Greenhouse Gas Analyzer (GGA) was calibrated
against the standard gas, and the stability of instrument was checked and tested,
immediately after touching down, again the same standard gas of CO2 and CH4.
The data obtained after the calibration process are shown in figure 2 in the revised
manuscript, it shows a relatively stable measurement and without drift after the flight.
The precision and reparability of the instruments are also checked and test multiple
times in the laboratory and the results show that it is stable and good for the measure-
ments.

7. Comment: P3, L98: What do you mean with response time in this case? Is this the
response time of the system to a change in atmospheric concentrations (due to e.g.
the residence time in the inlet)? Is it the averaging time to achieve the given precision
(in theory)? O is it the flush time of the cell and thus, gives the best achievable time
resolution?
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Response: The response time in this place means the averaging time to achieve the
given precision, and the data processing was made to smooth with a 10-s running
average to further remove errors. The residence time in the inlet from the tip to the
analyzer of the system is around 220 seconds, and the data during this period in each
level flight are removed (which means only the data 220 seconds after the flight keeps
level are used) and reanalyzed, the modified results and figure are given in the revised
manuscript.

The following sentences are added in revised manuscript (Line 104, Page 4) “The
UGGA uses a cavity ringdown absorption technology, called off-axis integrated cavity
output spectroscopy, to determine the trace gas concentration with a high precision of
< 300 ppb (CO2) and < 2 ppb (CH4) and a 10-s response time according to the user
manual and was tested and controlled in the laboratory.”

8. P3, L98: Please specify: Where was the pressure controller installed? | assume in
front of the instrument? How constant was the pressure during the flight?

Response: As the schematic diagram shows, the external oil-less diaphragm vacuum
pump (F-9A 08-03, GAST) was mounted between the CVI inlet and/or the I1SO inlet,
with the maximum pressure of 31.15 I/min used to keep a stable airflow. There is
also a smaller pump inside the UGGA system to exhaust air outside the analyzer to
the outlet tube and the maximum flow of the pump of UGGA is about 0.3 I/min so the
pressure and the air flow to the UGGA can be controlled. We add the cell pressure
of the instrument cavity as the supplement figure 1, which shows that the pressure is
stable in each level flight. The standard deviation of 0.029, 0.029, 0.033 and the range
of the cell pressure of three flights is 51.31-51.43 torr, 51.32-51.43 torr, 51.30-51.42
torr on 7 August, 9 August and 10 August.

Explanation is added in the revised manuscript (Line 114, Page 4): “The instrument
automatically records and saves the temperature and pressure in the cavity during
measurements. The standard deviation of the cell pressure during three flights is 0.029,
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0.029, 0.033 on 7, 9 and 10 August and the range of the cell pressure on each flight is
below 0.12 torr”

9. P3, L99: Which temperature? The cell temperature? A range of more than 6
degrees seems very huge to me and should impact the sensitivity of the instrument.
Did you check this in the lab (see also above)?

Response: Yes, it is the cell temperature, and we added supplement figure 2 shown
the cell temperature with height. Considering the large variation of the cell temperature
which may reduce the precision of the instrument, only data when cell temperature is
within 3-sigma is used in analyses, with the range of cell temperature, respectively for
the three flights, between 28.85-29.69°C, 28.26-31.37°C, 29.09-31.43°C, the standard
deviation of 0.46 (7 August), 1.55 (9 August), 1.18 (10 August).

We corrected the sentences in our manuscript, Line 113, Page 4 to: “The sample
cavity temperature also remained stable and constant by the temperature controller of
the instrument.” And we added the sentence in our manuscripts, Line 116, Page 4:
“For the cell temperature, the standard deviation is 0.46, 1.55 and 1.18 on each day
and the range of it is below 3.11°C.”

10. P3, L99: Please provide more details on the Standards. How many standards
did you use? At which concentrations? How did you calibrate the system? Did you
(or some of the other institutions cross-calibrate the standards in a way that they are
traceable to the typically used NIST standards? How stable was the system? How
reproducible were the standard measurements before and after the flight?

Response: We added some details on the standards, and explanation is added in the
revised manuscript, Line 121, Page 4: “The standard gas we used is based on dry
and clean air with greenhouse gases with known concentration value, filled in a 29.5L
aluminum alloy cylinder with silanization and other special treatment on the inner wall,
the gas is traceable to the world meteorological organization global atmospheric obser-
vation network (WMO-GAW) level 1 standard gas (Yao et al., 2013). The concentration
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of the CO2 is 400.13 ppm and CH4 is 1.867 ppm. Just before taking off, the instru-
ment was warming up for more than 45 minutes, and then connected to the standard
gas for calibration, and keep the measurement of the standard gas 5 minutes more.
After landing, the standard gas is connected immediately to check the stability of the
instrument by measuring the standard gas. The result is demonstrated in figure 2, and
added in the revised manuscript. It can be seen that, before takeoff and after landing,
the concentration is stable around the value of standard gas concentration, and there
is almost no drift after the flight.”

11. P4, L107, Figure 1: What do you want to show with this figure? | suggest to zoom
in and to include at least the flight patterns of all 3 flights conducted in August 2017.
You might also show a series of three figures with all three flight paths plotted over a
weather map.

Response: We revised figure 1 (figure 3 in the revised manuscript) which shows the
large area including the experiment site and the airport by google map and zooms
in with flight path shown on the map. Because after taking off, the aircraft climbed
up directly to the maximum height, only the paths in the decline phase are plotted to
better display level flight trajectory, and only measurement during level flight are used
for analysis. The flight paths for the three days is similar, so only the trajectories on 7
August is given in the article, and the flight path on 9 and 10 August aircraft are given
in the supplement, we added in supplement figure 3.

We corrected the sentences in our manuscript, Line 147, Page 5 to: “Aircraft measure-
ment were carried out from August 7 to 10 over Jiansanjiang (47.11°N, 132.66°E, 61
m above sea level), which is located in Heilongjiang province, Northeast China. Figure
2 shows the geolocation of the Jiansanjiang aircraft and the fight path.”

12. Section 3: This section is especially weak. | suggest to include information about
the flight strategy, as well.

Response: Thanks for the advice, we rewrite section 3, and added more sentences
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about the flight strategy, and explanations are added, please see response to next
comment.

13. So e.g., why did you fly in in the morning hours (during which the boundary layer
develops)? Did you try to match the time of an OCO-2 overflight? Or was this due to
logistical (ATC) reasons? Why did you choose to fly over a horizontal distance of 150
km (the swath is a couple of km’s only)? Did you adjust the flight track to measure
along-track of OCO-2? Or is this Did you always follow the same flight strategy on the
three days? What was the descending rate and the corresponding pressure variation
during spiraling down?

Response: The flight strategy was added and explained, and we added table 1 listed
the details of the three flights. Since we cannot decide when to fly since the ATC
restriction to avoid the civil aviation, so that we did not adjust the flight track to measure
along-track OCO-2.

Explanation as following is added in the revised manuscript, Line 152, Page 5: “The
aircraft is designed for weather modification by China Meteorological Administration
(CMA), so the infrastructure of the aircraft and the gas flow system are also designed
and completed in USA by the team of weather modification agency and an US com-
pany. CMA is in charge of the flight route, and there is a chance (several times later
are planning) that it can carry our greenhouse gas analyzer to measure the profiles
of CO2 and CH4. We loaded our greenhouse gas analyzer on the aircraft and mod-
ified some gas flow arrangements to better fit the requirement for greenhouse profile
measurement. Due to the logistical problem and the ATC restriction, we must fly in the
morning from around 7:30 to 11:00 (local time) of these days to avoid obstructing civil
aviation. The details of the three flights are listed in table 1.

14. P4, L110, Figure 2: From this figure it looks like that you did ~7 constant flight
legs, is that correct? | don't think you need this figure if you provide a horizontal map
of the flight patterns as suggested for figure 1, which gives an idea about the flight
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dimensions in Lat/Lon direction. Instead, | suggest to include a simple time-series of
in-situ measured CO2, CH4, and flight altitude for this particular flight. According to
figure 3, the flight trajectory in 7 August looks like that there are about 7 level flights in
this flight, and the level flight is about every 300-700 m during the flight as the figure
shows. From figure 3 we want to show the horizontal coverage of these flight and the
flight trajectory, since the 3-D figure may not necessary in all three days which looks
identical, and we added the flight trajectory of the other two days (9 and 10 August)
shown in the supplement figure 3. The horizontal map overlaid with the flight trajectory
in three days (7, 9, 10 August) is shown in figure 4 (in the revised manuscript), which
we have revised the original one, and we hope these figures can look better which
gives the idea of the dimensions of the flight pattern with relative information of the
surface. And the variation of mole fraction of CO2, CH4 with flight altitude in the flights
are shown in figure 5 (in the revised manuscript).

Response: We corrected the sentences and more explanations as following are added
in the revised manuscript to make it clear. Line 160, Page 6: “The flight trajectory
on 7 August is shown in figure 4. The aircraft climbed up quickly and directly to the
maximum height to about 7.5 km 30 min after taking off, and then descending down
step by step at about every 300 m. Since the 3-D figure in these three days looks
identical, the flight trajectory of the other two days (9 and 10 August) is not shown in
figure 4

And also we put the information of airport Jiansanjiang and flight trajectory in the newly
plotted figure 3.

15. Section 4: Please keep in mind that there are several ways how variable water
vapor levels influence the CO2/CH4 measurements: 1) The dilution effect, 2) variation
in the line broadening of the carbon dioxide and methane lines due to varying water
vapor concentration, and 3) nonlinearity of the reported water vapor concentration due
to self-broadening of the water vapor line. Here you discuss the dilution effect which
certainly is the most important one. However, the water concentration measurement
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must be highly accurate to allow for a meaningful accuracy in the derived dry gas con-
centrations. Therefore, I'd like to see an in-depth error analysis for the approach used
herein. Moreover, | suggest to include the time-series of measured relative humidity
and derived water vapor (including error bars!), at least in the supplement. Response:
The measurement is making under real humidity conditions, so the water vapor had
to be corrected to drive the CO2 and CH4 concentrations under dry conditions. We
find that the measured relative humidity and temperature by AIMMS-20AG may have
some uncertainty, so we used the static temperature measured by the Total Tempera-
ture Sensor (Model 102 Type Non-De-iced) and the dew point temperature measured
by Dew Point Hygrometer (Model 137 VigiIantTM, EdgeTech). To estimate the ambient
humidity, we calculated the relative humidity by the dew point and temperature, and
then doing water correction of CO2 and CH4 mixing ratio. We have no corresponding
facilities to measure the measure the broadening effect of water vapor on the spec-
tral line, we suppose the instrument factory have considered this effect during factory
calibration experimental, so the water vapor correction except for dilution was not con-
sidered here. The RH profile we added in supplement figure 4 (a) with 1-c uncertainty
bar, and the data is accurately time- matched to the CO2 and CH4 profiles. We also
added the ambient temperature and pressure during the flight in supplement figure 4
(b) and (c), respectively. Time-series of measured pressure, dew point and tempera-
ture are given in the supplement figure 5. The data process of the meteorology data
are the same as that of CO2 and CH4. The 1-¢ of the data in the level flight is taken
as the uncertainty, their variation with height are also shown in the figure.

Corrections and explanation are added in the revised manuscript, Line 177, Page 6:
“Where Lv = 2.500x 106 J Kg-1, Mw is the molecular weight of water equals to 18.016,
R =8.3145J K-1mol-1, and es (in hPa) at temperature T (in K). Pressure p (hPa) of the
ambient atmosphere are measured by the aircraft meteorology system, AIMMS-20AG,
and the temperature T (K) was measured by Total Temperature Sensor (Model 102
Type Non-De-iced). The relative humidity RH (%) was calculated by the dew point and
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temperature. The dew point data is obtained by Dew Point Hygrometer (Model 137
Vigilant"", EdgeTech).”

16. P5, L 132: All data are recorded at 1s and then smoothed to remove errors because
of the response time? As mentioned above, please be clear in the use of your wording
w.r.t. response time. The residence time usually can be corrected for if e.g. volume
flow and inlet pressure are known.

Response: Yes, the measurement are made at 1s frequency and then 10-s average
are done to smooth and remove potential errors concerning the response time. Con-
cerning the residence time of air flowing the pipe and cell. We have modified the data
processing method to take the effect of gas residence time in the pipeline into account.
Therefore, we removed the data 220s from the start during the level flight in average,
because this data was acquired during the descent of the aircraft, which may cause
uncertainty of the measurement.

Corrections as following are added in the revised manuscript, Line 191, Page 7: “The
time points at the beginning and end of level flight are determined according to the
altitude and its variation of the aircraft. Considering the residual time of the GHG mea-
surement system, the data obtained 220 s from the start of the level flight is considered
to be observed when the aircraft is descending rather than in level, which may cause
uncertainty of the measurement. Therefore, the data were reserved after the level flight
starting for 220 s. If the duration time of certain level flight lasted less than 220 s, the
data observed during that level flight were also discarded.”

17. Section 5, Figure 3: This figure shows that you did much more constant flight
legs than it seems from figure 2. Do these dots represent 10s values? What is real
variability and what is instrument precision? Variation in CO2 on each leg is large
(maybe also because of the large horizontal distance), the vertical variability on Aug
10 seems larger than the horizontal variability on that day. Is this a real atmospheric
feature and do you have any explanation for this? Also, the boundary layer variability
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on 9 Aug seems much larger than on other days. Is this a horizontal gradient? Please
include a more indepth discussion on these profiles. I'd like to also see the standard
deviation or even better, median instead of average values including some percentiles.
What was the boundary layer height? Please include also a vertical profile of met.
variables, at least in the supplement.

Response: Please see the response to the previous comment about the data pro-
cessing. We corrected the figure 3 as the reason mention in response to the previous
comment, (figure 5 in the revised manuscript), the lines represent the average value of
each level flight and the dots represent the data obtained after the 10s average, water
correction and the residual time correction. The 1-o bars are given in the figure 6 in the
revised manuscript. Since only the data during the level flight are analyzed, the data
during landing time was discarded, which is about from 1 km to the surface, and it is
difficult for us to correctly estimate the boundary layer height based on the observation
data obtained by the aircraft. The meteorology data are given in the supplement. time-
series of temperature and dew point is shown in supplement figure 5, and the profile of
RH, temperature and pressure is shown in supplement figure 4 (a), figure 4 (b), figure
4 (c), and the meteorology data are accurately time-matched with that of CO2 and CH4
data.

18. P5, L 142: “was attributed to different weather conditions”: Please provide more
details on this hypothesis.

Response: The weather condition during the three flights are sunny, overcast and
overcast on 7, 9 and 10 August respectively, as the sentences in P5, L143 indicated,
so we assume that the relatively larger gradient of the CO2 profile from around 0.6 to
2 km on 7 August might be caused by the weaker CO2 uptake from the vegetation on
the surface.

“

We corrected the sentence as
conditions. . .”

. was probably attributed to different weather
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19. P6, L161: Please give a short introduction about the Model, the used a-priori
information and the simulations — and the difference. Which data are assimilated? The
OCO-2 data? Doesn’t look like. The aircraft data?

Response: Tan-Tracker (v1) is a 4D-Var assimilation model and OCO-2 XCO2 re-
trievals (v9r) are used to optimize surface terrestrial ecosystem flux and ocean flux,
with prior Fossil Fuel emission and prior Fire emission remain unchanged. Car-
bon Tracker posterior flux (v2017, Peters et al., 2007, https://www.esrl.noaa.gov/gmd/
ccgg/carbontracker/) was used as prior terrestrial ecosystem CO2 flux and scaled
ocean flux (Takahashi et al., 2009, scaled to 2016 with Marine Boundary Layer CO2
concentration www.esrl.noaa.gov/gmd/ccgg/GHGreference/) was used as prior ocean
flux in Tan-Tracker (v1). Prior Fossil Fuel emission including fossil fuel emission of
Open-source Data Inventory of Anthropogenic CO2 (ODIAC) (Oda and Maksyutov,
2011, http://www.odiac.org/index.html), ship emission (Endresen et al., 2007) and avi-
ation emission of Aviation Emissions Inventory Code (AEIC) (scaled to 2016, Olsen
et al., 2013). Prior Fire emission including biomass burning emission of Global Fire
Emissions Database v4 (GFED4) (Randerson et al., 2018, http://www. globalfire-
data.org/index.html) and biofuel emission (Yevich and Logan, 2003). The above de-
scribed prior fluxes used to drive GEOS-Chem for the CO2 simulation were integrated
and provided by the Harvard—-NASA Emissions Component (HEMCO) model (Keller
et al., 2014). Model a priori and model simulation used in our manuscript are GEOS-
Chem simulation forced by prior flux and Tan-Tracker (v1) results separately. Note
that prior terrestrial ecosystem flux and ocean flux are different from those used in
observing system simulation experiments (OSSEs) of Han and Tian (2019). But their
description of OCO-2 data assimilation experiment is still in writing, so we only cite Han
and Tian (2019).

We add follow sentences in the newly added section 2.2, Line 136, Page 5, as men-
tioned before: “The NLS-4Dvar assimilation model Tan-Tracker (v1) and OCO-2 XCO2
(v9r) retrievals are used to optimize surface terrestrial ecosystem CO2 flux and ocean
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CO2 flux, while prior Fossil Fuel emission and prior Fire emission remain unchanged
(details of model setting and prior flux information can be found in Han and Tian, 2019).”

20. P6, L 163: “The variation of CO2 ...". | don’t understand this sentence. Do you talk
about the aircraft measurements? What about uncertainty bars for the aircraft data?

Response: The variation here means the structure of CO2 vertical profile which can be
divided into three parts according to different characteristic of variation. We corrected
figure 4 (figure 6 in the revised manuscript) and added 1-iAs bars. The sentence are
corrected to make it more clear.

21. P6, L165: Reproducing CO2 uptake from vegetation by a model is highly challeng-
ing, but | do not see any information from the model (neither a-priori or simulated). Is
this what you mean with “Below 2km, CO2 is assumed to be vertically mixed...”?

Response: Because the model keep the same mole fraction of CO2 profile below 2
km, it cannot provide any information of the source and sink on the ground. The profile
of the aircraft showed low concentration near ground and increased with the height,
but currently the model did not reflect this feature.

22. Comment: P6, L166: OCO-2 data were averaged over what area and what time?
Please provide a graphical explanation which OCO2-Data you used. How did you get
the vertical information?

Response: Because no data were obtained from OCO-2 over Jiansanjiang during the
flight on 7, 9 and 10 August, we used the satellite data on 5 August which is closest in
time to the experiment. The 1° x 1° average of the data were used for comparison. The
height information of the satellite profile is available on the satellite products. Correction
and explanations as following are added in in the revised manuscript, Line 227, Page
8: “Because no data were obtained from OCO-2 (v9r) ...

23. P6, L175: “.. .with large differences in values”. So do you have any explanation?
Apart from the quality of the in-situ data, one reason might be the comparison of mea-
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surements on different days. To get an impression about the day-to-day variability in
that region, you might have a look at a longer timeseries of OCO-2 data. You also might
have a look at the weather conditions (low or high pressure systems, frontal crossings)
and how these may have influenced the day-to-day variability.

Response: Explanations as following are added in the revised manuscript, Line 244,
Page 8. “GHGs profiles have been rarely observed before near the experiment site, or
over Northeast of China as far as we know. The model simulations are based on data
of regional emission inventory. The accuracy of simulated profiles and concentration
near surface over the experiment site still remains unknown. So continuous and reg-
ular observation of the GHGs profiles are necessary to better understand the regional
emission amounts and the variation of the GHGs.”

24. P7, L194: Did you use all these observations (aircore, balloon, aircraft) for your
specific case or is this a general description? Is this Tan-Tracker? Please be more
specific.

Response: The sentence “.. .high-altitude balloons, AirCore, Observations of the Mid-
dle Stratosphere balloon, and aircraft” refers to the data source used by TCCON'’s a
prior profiles (Toon and Wunch, 2014). Due to altitude limit of flight, TCCON a prior
profiles were used to extrapolate the profiles above the tropopause. As the other ref-
eree’s comment mentioned, the use of any other profile will create additional biases
when comparing to OCO-2 data, so we added another methods for extrapolation by
using the a priori profile of OCO-2 as the supplement to the profile in the height where
the measurement are not available.

Explanations as following are added in revised manuscript, Line 262, Page 9: “We
used two extrapolation methods to extend the profile of the aircraft measurements and
then estimates the XCO2 value of the in-situ measurement respectively. 1) The un-
known part of the aircraft profile was directly from the OCO-2 a prior profile. 2) A
well-mixed and constant mixing ratio of CO2 is assumed from the surface to the lower
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limit of flight, and from the upper limit of flight to the tropopause. The CO2 concentra-
tions above the tropopause were calculated with an empirical model (Toon and Wunch,
2014) which considers tropopause height as well as realistic latitude and time depen-
dencies through curve fitting of data from high-altitude balloons, AirCore, Observations
of the Middle Stratosphere balloon, and aircraft. In general, the mole fraction of CO2
decreased exponentially with height from the tropopause to upper stratosphere, and
the tropopause height was obtained from NCEP reanalysis data with a 2.5° x 2.5° res-
olution, which was linearly interpolated to the geographic coordinates of Jiansanjiang.
Figure 7 shows the extrapolated CO2 profiles using method (2).”

25. P7, L197: This information come much too late (should be at the beginning of
section 5.2).

Response: We moved this sentence to section 5.2, Page 8, Line 258.

26. P7, L199: You compare XCO2 values with the in-situ measured data. The vari-
ability of the latter is nearly 40 ppm, which is not at all captured by the OCO-2 average
profile. In my opinion, you can’t compare column values and derive a bias (especially
not with the accuracy given).

Response: Yes, you are right, the flight measurement was just obtained in limited
altitude range, while the XCO2 is given for the whole atmosphere, therefore, they are
not compared in the same level. But considering the low variation of CO2 with time
in the high altitude of atmosphere, it is, at certain degree, reasonable to compare
the XCO2 after the extension of the profile. To compare the uncertainty induced by
the extension of the profile, results from two different extrapolation methods are used
(table 4 in the revised manuscript). To assure the stable of the instrument, calibration
and test against the standard gas is done just before the aircraft takeoff and checked
again immediately after landing. figure 1 in the revised manuscript shows that the
instrument is stable and accurate, almost no drift. After considering the residence time
of the airflow in the pipeline, and removing the data in 10-second average reprocess,
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the data shows much less variabilities.

27. Table 2: Please provide details on the uncertainty analysis for the aircraft errors:
accuracy (traceability to WMO scale) and precision.

Response: As mentioned in previous response, calibration and test against the stan-
dard gas is done just before the aircraft takeoff and checked again immediately after
landing, and the standard gas we used can be traced back to WMO scale. The average
of the difference between the standard gas and the measurement of the instrument of
each day was considered as the accuracy of the aircraft data. As for precision, the
instrument was not continuously calibrated against the standard gas during the flight,
1-0 deviation of the measurements during level flight of each day is considered as the
precision.

And we added sentences in the revised manuscript in Page 201, Line 7: “The accuracy
of CO2 and CH4 is below 0.66 ppm and 0.002 ppm, 0.16% and 0.10% of the CO2 and
CH4 concentration in standard gas, respectively. For precision, the 1-¢ value is below
0.71 ppm and 0.0062 ppm for CO2 and CH4, respectively” The data of Table 2 (Table
4 in the revised manuscript) are corrected.

We added the following references to our manuscript: Crisp, D., Miller, C., and
DeCola, P.: NASA Orbiting Carbon Observatory; measuring the column averaged
carbon dioxide mole fraction from space, J. Appl. Remote Sens., 2, 023508,
doi:10.1117/1.2898457, 2008. Endresen, @., Sgrgard, E., Behrens, H. L., Brett, P.
O. and Isaksen, |. S. A.: A historical reconstruction of ships’ fuel consumption and
emissions, J. Geophys. Res. Atmos., 112(12), 1-17, doi:10.1029/2006JD007630,
2007. Han, R. and Tian, X.: A dual-pass carbon cycle data assimilation system
to estimate surface CO2 fluxes and 3D atmospheric CO2 concentrations from
spaceborne measurements of atmospheric CO2, Geosci. Model Dev. Discuss.,
doi:10.5194/gmd-2019-54, in review, 2019. Jung, Y., Kim, J., Kim, W. Boesch, H.,
Lee, H., Cho, C., and TaeYoung, G.: Impact of Aerosol Property on the Accuracy of
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a CO2 Retrieval Algorithm from Satellite Remote Sensing, Remote Sens., 8, 322,
doi:10.3390/rs8040322, 2016. Keller, C. A., Long, M. S., Yantosca, R. M., Da Silva,
A. M., Pawson, S. and Jacob, D. J.: HEMCO v1.0: A versatile, ESMF-compliant
component for calculating emissions in atmospheric models, Geosci. Model Dev.,
7(4), 1409-1417, doi:10.5194/gmd-7-1409-2014, 2014. Oda, T. and Maksyutov, S.:
A very high-resolution (1kmx1 km) global fossil fuel CO2 emission inventory derived
using a point source database and satellite observations of nighttime lights, Atmos.
Chem. Phys., 11(2), 543-556, doi:10.5194/acp-11-543-2011, 2011. O’Dell, C. W.,
Connor, B., Bésch, H., O’Brien, D., Frankenberg, C., Castano, R., Christi, M., Eldering,
D., Fisher, B., Gunson, M., McDuffie, J., Miller, C. E., Natraj, V., Oyafuso, F., Polonsky,
l., Smyth, M., Taylor, T., Toon, G. C., Wennberg, P. O., and Wunch, D.: The ACOS CO2
retrieval algorithm — Part 1: Description and validation against synthetic observations,
Atmos. Meas. Tech., 5, 99—121, doi:10.5194/amt-5-99-2012, 2012. O’Shea, S. J.,
Bauguitte, S. J.-B., Gallagher, M. W., Lowry, D., and Percival, C. J.: Development
of a cavity-enhanced absorption spectrometer for airborne measurements of CH4
and CO2, Atmos. Meas. Tech., 6, 1095-1109, doi:10.5194/amt-6-1095-2013, 2013.
Palmer, P. I., Parrington, M., Lee, J. D., Lewis, A. C., Rickard, A. R., Bernath, P.
F., Duck, T. J., Waugh, D. L., Tarasick, D.W., Andrews, S., Aruffo, E., Bailey, L.
J., Barrett, E., Bauguitte, S. J.B., Curry, K. R., Di Carlo, P, Chisholm, L., Dan, L.,
Forster, G., Franklin, J. E., Gibson, M. D., Griffin, D., Helmig, D., Hopkins, J. R.,
Hopper, J. T., Jenkin, M. E., Kindred, D., Kliever, J., Le Breton, M., Matthiesen, S.,
Maurice, M., Moller, S., Moore, D. P., Oram, D. E., O’'Shea, S. J., Christopher Owen,
R., Pagniello, C. M. L. S., Pawson, S., Percival, C. J., Pierce, J. R., Punjabi, S.,
Purvis, R. M., Remedios, J. J., Rotermund, K. M., Sakamoto, K. M., da Silva, A.
M., Strawbridge, K. B., Strong, K., Taylor, J., Trigwell, R., Tereszchuk, K. A., Walker,
K. A., Weaver, D., Whaley, C., and Young, J. C.: Quantifying the impact ofBOReal
forest fires on Tropospheric oxidants over the Atlantic using Aircraft and Satellites
(BORTAS) experiment: design, execution and science overview, Atmos. Chem.
Phys. Discuss., 13, 4127-4181, doi:10.5194/acpd-13-4127-2013, 2013. Peters, W.,
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Jacobson, A. R., Sweeney, C., Andrews, A. E., Conway, T. J., Masarie, K., Miller, J.
B., Bruhwiler, L. M. P, Pétron, G., Hirsch, A. I., Worthy, D. E. J., van der Werf, G.
R., Randerson, J. T., Wennberg, P. O., Krol, M. C. and Tans, P. P.: An atmospheric
perspective on North American carbon dioxide exchange: CarbonTracker., Proc. Natl.
Acad. Sci. U. S. A., 104(48), 18925—-18930, doi:10.1073/pnas.0708986104, 2007.
Randerson, J. T., Werf, G. R. van der, Giglio, L., Collatz, G. J. and Kasibhatla, P.
S.: Global Fire Emissions Database, Version 4, (GFEDv4).ORNL DAAC, Oak Ridge,
Tennessee, USA. doi:10.3334/ORNLDAAC/1293., 2018. Takahashi, T., Sutherland, S.
C., Wanninkhof, R., Sweeney, C., Feely, R. A., Chipman, D. W., Hales, B., Friederich,
G., Chavez, F., Sabine, C., Watson, A., Bakker, D. C. E., Schuster, U., Metzl, N.,
Yoshikawa-Inoue, H., Ishii, M., Midorikawa, T., Nojiri, Y., Kértzinger, A., Steinhoff, T.,
Hoppema, M., Olafsson, J., Arnarson, T. S., Tilbrook, B., Johannessen, T., Olsen, A.,
Bellerby, R., Wong, C. S., Delille, B., Bates, N. R. and de Baar, H. J. W.: Climatological
mean and decadal change in surface ocean pCO2, and net sea-air CO2 flux over
the global oceans, Deep. Res. Part Il Top. Stud. Oceanogr., 56(8—10), 554-577,
doi:10.1016/j.dsr2.2008.12.009, 2009. Yevich, Rosemarie, and Jennifer A. Logan.: An
assessment of biofuel use and burning of agricultural waste in the developing world,
Global biogeochemical cycles, 17(4), doi:10.1029/2002GB001952, 2003.

Please also note the supplement to this comment:
https://www.atmos-meas-tech-discuss.net/amt-2019-363/amt-2019-363-AC1-
supplement.pdf

Interactive comment on Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2019-363, 2019.
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