We thankthe Reviewers foitheir very thorough and constructive comments, which have helped
to improve the quality of ik paper. Below are our responses teititomments. The response
(e.g., blue) follows each comment.

Comments from the editors and reviewers:

This paper introduces an algorithm for the determination of the cloud top predetned from
measurements of oxygen absorption in the NIR by the E€1i€os onboarthe DSOVR
platform. The topic is important and appropriate for the journal.

The paper shows some sound science and the authors have structuredrtbeaript in the
correct way. All major sections needed to present a retragatithmare, in my opinion,
addressed. However, major improvements arensddedand | will be willing to evaluate a
revised version of the paper. | bullett improvementand remarks "general comments” section
and then | delve in the explanatiohspecifics later on.

*** General main comments

- Before any scientific content scrutiny, | suggeghtmroughlycheck punctuation, syntand
word G(c)-apitalization and arrangement prior publication. Copernicus seshimad definitey
help here, but also aridremost checks by tHenglishnative coauthordJneven sentences or
awkward wording are present throughout the manusanigtare too many to be listed by a
referee. This will help to showcase the logic ofitiethod and themportance of the results.

- In the introduction state clearly and make explicit the difference with YangJ@RT, 2013.
As both papers share the same goal, data source andhos, it ismportant to highlight the
advancement achieved in this pavith respect to previodgerature.Some scientific insights
about the difference between the A and tHealBdare given in Yang et al. but are put to little of
any use in this workOne would expecdome science advancement and not a mere application
repetition of a method. Athy criticism and required improvements naturally follow from this
remark.

Author reply: In the revised manuscript, we have addethesentences to describe the scientific
insights about Yang et al. JQSRT, 2013, wldolishown as follows:

AéBy using EPIC r ef | e cbamand Bbandadbgonptmrtodeteterce at o0 Xxy
channels, Yang et .g2013) developed a method to retrieve CTH and cloud geometrical
thickness simultaneously for fully cloudy scene over ocedace.First their method calculates
cloud centroid heights for both-AndB-bandchannet using the ratios between the reflectance

of the absorbing and reference channels, then derives the CTH and the cloud geometrical
thickness from the twdimensional look up tables that relate the sum and the difference between
the retrieved centroid heights for AndB-bands to th€TH and the cloud geometrical
thicknessThe difference in the £A- and Bband cloud centroid heights is resulted from the
different penetration depths of the two bands. Compared to the cloud height variability, the
penetration depth differences are much smaller and the retrieval acttoradhis methoaan

be affectedy theinstrument noise (Davis et al. 2018apb).



Compared to Yang et gR013, this paperuses ananalytical method to address the issue of in
cloud penetrationThis approach is less prone to errors caused by instrument noise and the
results are more robustn this paper, the analytad methodfadopted ideas of the semi

analytical modeliokhanovsky and Rozanov, 2004; Rozanov and Kokhanovsky, 2004
developed a quadratic EPIC analytic radiative transfer equation to analyze the radiative transfer
in oxygen A andB-bandchannet . o

- Therefore, the treatmenf aerosols is overly simplified or neglectedether witherror
analysis as function of cloud optical thickness or cloud cover, since we knadinothahe
remote sensing perspective these tuantities are connected.

Author reply: In the revised papewe have added some comments to describa¢hesol
extinctionissue. The detailed information is shown in igliesof later questions.

- The coefficients A, B, C (P6 L199) must be presewntberwise the reader is nequipped with
the knowledge to replicate the results.

Author reply: We have presented coefficients A, B, (Eiquation 13 irthe revised paper.

- The presentation and analysis of the results is subopiitfiddout proper andustomary
validation with external independent data sets little knowledge can baboortthe
applicability ranges of the presented method in real geophysical scendniicisjs one of the
stated goals of the paper, otherwise Section 5 would natesented.

Author reply: In the revised paper, we have addewa subsection 3.2, i.e., validation of the

retrieval methodWe used the cloud layer top pressure information from CALIPSO

measurementas a reference® validate our retrievahethod.Through the case of validation, we

obtain the followingresultsié under single | ayer c¢cloud situat
measurements are close to the CTP from CALISPO; under-lawyti cloud situations, the CTP

derived from EPIC measements aréargert han t he CTP fForohese€ngle | SPOé .
layer cloud caseshe mean values of CTP of CALIPSO, EPIC effective, EPIC baseline and

EPIC retrieval are 846, 834, 866 and 850 mb, respectively. Compared to the CTP from

CALIPSO measuremenighe EPIC effective and baseline CTPs are 12 mb smaller or 20 mb

larger, respectively; the EPIC retrieval wibnsideration ophoton penetration is only 4 mb

larger. This shows that our method for the CTP retrieval is valid and accurate under gergle la

cloud situations with COD > 3 and low surface albedo. Under tewii cloud situations, the

high-level clouds are often thin clouds, which can be detected by CALIPSO but hard to derive by
our retrieval method. It is because the EPIC retrieved CTiRlyrehows the pressure of cloud

layer that reflects themgor part of incident sun ligha.

*** Specific comments to individual sections
- Abstract

P1 L28: why "obviously"? It is not a straightforward inference and it is not objective, but
subjective instead. Please, remove it from the abstract.

Author reply: We haveremoved it as suggested.



P1 L2930: could you provide quantitative figures for the comparisons? Somethin@lkef
N cases, we found an average bias between C&RdAband of xxx hPa xxx hPa_stdv".

Author reply: We have added this sentence into the abstract as suggested.

A éOut of around 10000 casés,retrieved CTP betweeh- andB-band we found araverage
bias of @ mb with standard deviation of 81 mkb

P2 L44: "their atmospheric profiles™? You may want to check this, because the atmospheric
profile is the same. You are simply converting betwepggmtitiesbased orthe RT levels.

Authorreply:We have r evrelaegadt mas goeriitchepr of i | eod.

P2 L46: you may want to cite the Yamamdttark paper as first historical record @TP
retrieval from oxygen absorption.

Author reply: We havecited theYamamoteWark paper as suggested

P2L49-50: " Many approaches are designevdhouto retri
considering their ircloud photon penetration, and therefore derive effectivptegsures higher
than CTP."

| have two remarks for this statement.

1) there arether approaches taking into consideratiogloud photon penetratiothey must
be correctly cited. Notably, analytical radiativansferhas been implementdy Kokhanovsky
and Rozanov, JQSRT 2004 (forward problem) and Rozand\Kokhanovsky, JGR 2004
(inverse problem) and globally deployed and validatetddly et al, AMT, 2012 and Lelli et al.
ACP 2014. For the LUT method, the referenckedgola et al. AMT 2018. So please, cite this
literature

Author reply: In the revised paper, we hasiedthese literatureand another pap®&ichardson
and Stephen&018)

fAlthough the theory of using oxygen absorption bands to retrieve CTP was proposed
decades ago (Yamamoto and Wark, 1961), it is still very challenging to do the retrieval
accurately due to the complicateddloud penetration effect (Yang et al., 2019, 2@a&yvis et
al., 2018a, 2018Richardson and StepherZ)18;Loyola et al., 2018; Lelli et al., 2014, 2012;
Schuessler et al., 201Bpzanov and Kokhanovsky, 2004; Kokhanovsky and Rozanov, 2004,
Kuze and Chance, 1994; O'brien and Mitchell, 1992; FischieGaiass|, 1991; and eté.). In
the meantime, to improve the retrieval accuracy of CTP, varsmmiquedave beemppliedto
the retrieval methods withidloud photon penetration. For exampekhanovsky and Rozanov
(2004)proposed a simple seranalytical model for calculation of the taf-atmosphere (TOA)
reflectance of an underlying surfaaemosphere system, accountfogaerosol and cloud
scattering. Based on the workkKdkhanovsky and Rozanov (2004), Rozanov and Kokhanovsky
(2004) developed an asymptotic algorithm for @¥H and the geometrical thickness
determination using measurements of the cloud reflectiortitumd his retrieval method was



applied by Lelli et al. (2012, 2014) to deri€d H using measurements from GOME instrument
on board the ESA ERS3 space platform.

Richardson, M. and Stephens, G.L., 2018. Information content of®@®@gen Aband
channeldor retrieving marine liquid cloud propertiestmospheric Measurement
Techniquesl1(3), pp.15151528.

2) The authors assume that the reader already knows the scientific reasoningtzeQing
overestimation / CTH underestimation. Which might notrbe. So, pleasexplain here why
the neglection of photon penetration and multiple scattering wiltieicloud gives rise to this
effect.

Author reply: In the revised paper, we have addeel following two sentences

fi €éTo estimate th€TPfrom satellite measurements, many approaches have been
designed to retri eve withootaoodsidéringerldukphdtonv e t op
penetration. These approaches did not consider light pengtchiud, therefore the derived
CTH s lower tharthe cloud top, and the effective top pressures is higher thaé CT®

P2 L 67%68: "the differences betweenlrand and reference band are negligible". Btasement
cannot be generalized. So, please add "at nominal EPIC response furmtmmsiar.

Author reply: We haverevised it as suggested.

P3 L 8687: "the ratios of absorption/reference are less impacted by the instrument calibration
and other measurement erfdrmight agree with this statement if the authcais provide at

least a reference to some EPIC assessment reports or paperalgioduiee (nor relative neither
ratioed) calibration and degradation of the NIR chanaedsprovided. | tend to believe it is the
case but | would like to have this informatiorhand for sake of consistency.

Author reply: Currently, wedo notfind the exact statemesfrom referencditeratureto present
this comment. But we catrawthe conclusion from thstudies oMarshaket al. (2018).

Marshak, A., J. Herman, A. Szabo, K. Blank, S. Carn, A. Cede, |. Geogdzhaev, D. Huléng, L.
Huang, Y. Knyazikhin, M. Kowalewski, N. Krotkov, A. Lyapustin, R. McPeters, K. Meyer, O.
Torres and Y. Yang, 2018. Earth Observations from DSCOVR/EPIC Instruitheletin Amer.
Meteor. Soc. (BAMSY, 18291850,https://doi.org/10.1175/BAM®-17-0223.1

According to this paper, the calibration of EPIC measurements consists of twqkxé&psm

LevelO datayaw EPIC datadqounts per second),toLeveAiicor r ect ed count
includes 6 steps, such as dark offset correction, nonlinear correction, temperature correction,
straylight corrections, and et€2) Geolocatioralgorithmsfrom Level 1A to Level 1BTo

convert the count rates to reflectance data, calibration factors are needesfleti@nce
calibrationis implementedy using other satellite instruments like OMPS and MODIS. For
example, EPIC 680 and 780 nm channels use M@®tbtain calibration factar . For oxygen
A-andB-bandchannes | | unar observations are BRsoed fo

pr

at


https://doi.org/10.1175/BAMS-D-17-0223.1

not i ncrease much wi t Badlnm differerdce ileleadsetd aediffeyt h ¢ h a
ence inRin the range of 0.000©.00130r0.8%1 . 2% (e. g., Ohtake et al

i élndeed, the ratié (a1, &) of the lunar reflectance values measured in counts per second at
two neighboring channets andesisvery stablé . 6 The c¢ alsoft688andi7é&dmm f act or
arecalculated as followgGeogdzhayev and Marshak, 2018)

Geogdzhayev, I. and A. Marshak, B0Calibration of the DSCOVR EPIC visible and NIR
channels using MODIS Terra and Aqua data and EPIC lunar observationgs. Meas. Tech.
11, 359-368, https://doi.org/10.5194/anrit1-359-2018

0 , 0
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oo vy’ Ox Wmet
From the above calibration processes, we can get the following information:

(1) For EPIC oxygen AandB-bandchanne$, weneed a series of calibration to obtain the
reflectance datavhich accuracy is impacted by many factdrake 688 nm channels
an examplgits accuracy is impacted liye preprocessing calibration erraccuracy of
0 andF(e Yl Yy

(2) For the ratio ohbsorption/referende.g..,Resg/Reso): becausell EPIC channels share
thesame optical system atite same CCD sensors, someprocessing calibration
errors can be reduced when we calculate the ratio of two channels. RegsReso, the
impact of accuracy ai  is eliminated, because it is only determined by

— ¢ 0@ Yy ¢

Therefore, we can salthe ratios of absorptioto referenceehannelsare less impacted by the
instrument calibration and other measurement ervide 'have updated the manuscripts as
follows:

AéAl so, compared to any spae(d, i and¥EB,Itheratiogx y g e n
of absorptiorto referencechannelgi.e., 'Y j°Y andY 'Y ) are less impacted by the
instrument calibration and other measurement error. This can be explained by the following
reasons: First, the EPIC measments at oxygen A and B absorption and reference bands share
same sensor and optical system, when calculating the ratios of them, some preprocessing
calibration errors can be reduced. Second, to calc¥lateandY , the ratio of lunar

reflectance ameighboring channels (i.6Qx ofx x @nd O Wiy P Jtand the calibration

factors of oxygen A and B reference bands (be., andv ) are useqGeogdzhayev and
Marshak , 2018Marshak et al., 2018). Therefore, the accuracyyof andY is determined

by the stability ofOx @by x @nd O¢ Why P Tand the accuracy @f and0d  together. But

the accuracy of absorptida referenceatiosis only determined by the staibjiof X @b X w

and 0@ Yhyp Y 1

Still Section-2- does not mention any surface influence. We know that the contiatid@® nm
is impacted by the red edge, whereas tisamd is not. So, | find myself leftith the doubt: are
the authors aware tiis?

Author reply: Thank you for reminding the issue of redge. We have addeccomment about
it into the revised paperas follows:é I 't i s worth noting that for E


https://doi.org/10.5194/amt-11-359-2018

oxygen A andB-bands, the surface influencannot be ignored~or examples, in the snow or

ice covered area the surface albedo is high; in the plants covered area, the surface albedo changes
substantially between oxygent#and and Boand due to the impact of spectrad-exige Seager
etal.,,200% . o

P3 Figure 1: Can the authors provide here in the caption or in the text the deteels of
simulation for these oxygen spectra? Mainly observational geometry, aerostuadialzone
concentration and surface reflectivaidedo?

Author reply: In Figure 1, the absorption optical depth spectruthebxygen A and B bands is
only related to the oxygen absorption coefficients and the atmospheric model. We have added
some detailed information about simulation into the revised paper, which is shown as follows:

i éThe high resolution absorption optical deppectrum at oxygen-Band and Boand is
calculated by LineBy-Line Radiative Transfer Model (LBLRTM;lough et al., 200% with
HITRAN 2016 databasé3ordon et al., 201)/for theU.S. standard atmosphece.

P4 L106107: "Cloud pressure thickness candstimated with cloud optical thicknessing
statistical rules.Which are? Can thauthorsexplain what statistical rules afeey referring to
and the physical principles behind this statement? Referencals@angelcome along the way
(this remarkhas to be read jointly with the remarks &ection 4.4 below).

Author reply: In this study the retrieval method cannot retrieve the cloud pressure thickness
with CTP simultaneously, and it considghe cloud pressure thickness as an input parameter for
CTP retrieval. We will improve our method to address this igstlee future

Currently, we use cloud optical thickness to estimate cloud pressure thicknessdiyASA
atmospheric reanalystiat In the revised manuscript, we have addethiledcommentgo
state how we use cloud optical thicknesegttmae the cloud pressure thickness:

i €éThe cloud pressure thickness or the cloud vertical distribution has substantial impact on the
accuracy othe CTP retrievalsGarbajal Henken et al., 201%ischer and Grassl, 1991;

Rozanov and Kokhanovsky, 2004; Preusker and Lindstrot,)) 200®is study, the cloud

pressure thickness is used as an input parameter to retrieve the CTP. Howeslatedo

accurate cloud pressure thickness is provided by other satellite sensors now. To constrain the
errorfrom theestimation of cloud pressure thickness, we relate it to the cloud optical thickness.
It is reasonable because clouds with higher optieekness normally have higher values of
pressure thickness. To explore the correlation between cloud pressure thickness and cloud optical
thickness, we use the related cloud data from Moe#eanRetrospective analysis for Research

and Applications Versiof (MERRA-2, Gelaro et al., 200)7which is a NASA atmospheric
reanalysis for the satellite era using the Goddard Earth Observing System Model Version 5
(GEOSS5) with Atmospheric Data Assimilation System (ADAS).

Based on stati st i simglelayerhqgaidl watern coudodver anmaanig eegon 0 s
(S23.20, W170.86, S2.11, W144.14) in 2017, we can get an equation for cloud pressure
thickness approximation, i.e., cloud pressure thickness (mb) <&+ 23. The derived

correlation coefficientaredependent on the case region and time selectioresto the



complexity of cloud vertical distribution, whatever the accuracy of the correlation coefficients is,
the estimation will certainly bring in error.

Thescatter plot of cloud pressure thickness and cloud optical thickness is shown in Figure R1.
(After re-checkingthe cloud data, we updated the equatiorclasid pressure thickness (mb) =
2.5*COD+ 23)

@
o
o

* Pressure thickness
« k=2.497 b= 22.70

Cloud pressuer thickness (mb)
B
o
o

0 50 100 150
COD (Liquid)

Figure R1. The scatter plot of cloud pressure thickness and cloud olejthhnd the related
linear fitting line.

P4 L 108110: "It is worth noting that certain variables will have a-finaar effecton EPIC
observations, however, thegariations occur smoothly." Well, never pokbear: could you
please explain what are the variables smoothly having dimear effect on EPCI observations?
First, what observations? Second, are these variabtagiometric or geometric origin? Are
they clouds themselves? What kind of Alamearrelationship are the authors thinking at? And if
it a smooth one, this means it has bakeady wellcharacterizedWould you provide some
figures or references as well?

Author reply: Maybe thissentence is ambiguous and make readers confuse. The original
meaning of it ishown as follows trdti@ of simulated reflectance measurements for EPIC
absorptiornveferencéis a function of multiple variables, i.surface albedo, cloud optical depth,
solar zenith angle, cloud tgpessureand cloudpressure thickness. Tledfectsof these variables
on that ratio may be not linear, such as COD, as shown in Figure 3 in the manuscript. If the
resolution of the LUT is high, we still can use linear intemioh method to retrieve the
unknown variable with high accuracy. Take a simple exampl@nfexponential function

y=exp (X), y is not a linear function of x, but if we have a series of pair valyg}i(xthe range
of x = [1,4] with high resolution (e.g., 0.02), we still can calculate exp (3.535) with pretty high
accuracy by using linear interpolation method to exp(3.52) and exp (B/B4)ave revised this
sentenceén the manuscript



Aél t i stingitbatthehreflattance ratio of absorption/reference can be seen as a function
of surface albedo, solar zenith and viewing angles, COD, CTP and cloud pressure thickness.
Some atmospheric variables have a-twear effect on the reflectance ratio. Faample, the
reflectance ratio is more sensitive to the variation of COD when COD is small. Overall, the
reflectance ratizariesmonotonically and smoothly with these variables (shown in Figure 3).
With a relatively highresolution simulated table, we case a localized linear interpolation

met hod to estimade the proper valuesé

P4 L114116: "In physics, the retrieval accuracy is impacted by two main uncersautyes:
(1) the limited ability of EPIC in identifying cloud thermodynamic phase, wiwitlraffect the
accuracy of cloud optical thickness retrieval, and 2) the uncertaiestimating Cloud
pressure."”

Yes correct. But this is disconnected from the sentence above about the interpofatiand

the sentence here reads as a filler. Sagpest to either expand tiparagraph and describe
thoroughlyhow the total error in CTP splits into random and systeratigponents, model and
retrieval errors, and what originates them or, ple@seove this sentence. Also because Section
3.1 is justabout the LUT method. Ah, lihe way, it would be very insightful to substantiate with
numbers or references the Llhkerpolation error component. Your choice.

Author reply: We have removed this sentence as suggeb¥edalso added more comments
about he LUT based approach with some references. Parts of the revised paragraph are shown as
follows:

fiOne commonly used method of retrieval for satellite observation is through the building
and usage of LUTs (Loyola et al., 20GxstelldEtchegorry andEsteve, 2008 LUT based
approach can be fast because the most computationally expensive part of the inversion procedure
is completed before the retrieval itself. For DSCOVR EPIC observations, we can build LUTs by
simulating EPIC measurements under varamsospheric conditions, such as different surface
albedo, solar zenith and viewing angles, CGDP,and cloud pressure thickness. Comparing
the related simulated reflectancela oxygen absorption and reference bands, we can obtain
two LUTSs for reflecance ratios of absorption/reference at EPIC oxygdraid and Bband
respectively, which can be used for the CTP retrieval. The detailed information of simulated
reflectance ratio of absorption/reference is stated in Se2tH& € 0

fi € The retrieval ermof this method is determined by the resolution of the LUT, i.e., the
higher the resolution, the higher retrieval accuracy. However, for multiple dimensional LUTS,
the increase of resolution will increase the table size exponentially, which will increase
computational cost substantially for the table building and inverse searching. Another possible
method to increase the retrieval accuracy is using different interpolation mefoo@éxample,
if the value of LUT varies natinearly with a variable, usinigigh order interpolation method
maybe better than using linear interpolation mettizehfenberg, 1998

P5 L145146 and ff: "However, their attenuations from Rayleigh scattering and aerosol
extinction are close to each other. Thus ... " Ip@rsonally not satisfied by these reoccurring
statements in the manuscript. Too general, subjective and overly simplyfisgclsthe
inference that photon path length can be derived by ratioing continuum-badd channels



does not follow from thatf you invert the logic, would the converseld? Saying that
molecular and aerosol extinction are not "close to each other" wolildTP retrieval be
feasible? | would say it does. So, the issue here is that the asithptg avoid aerosol
descriptionfor the sake of simplicity, but it is not what one woeigect from an algorithm.

Author reply: We have revised this sentence as follows:

fii..Oxygen A-band and its reference baack also attenuated by airmass and aerosol
through Rayleigtscattering and aerosol extinction. In the standard atmospheric model, the
optical depth of Rayleigh scattering ( ) at oxygen Aband (Bband) and its reference band is
0.026 (0.040) and 0.024 (0.04Pspectively (Bodhaine et al., 1999). The absdiifference of
Rayleigh scattering optical depthzy o, 195228 21 2)between them is within 0.002.
Compared to Rayleigh scattering, the difference of background aerosol optical Bepth (
betweerabsorbingand referencedndsis smaller, within 0.005. Therefore, the attenuations
from Rayleigh scattering and aerosol extinction at EPIC oxygen absorption and its reference
band are close to each other. Thus, when we use the ratio of EPIC measured reflectance at
oxygen Abandand its reference band to derive the photon path length distribution and retrieve
cloud information such as CTP, the impact of Rayleigh scattering and aerosol extinction can be
simplified in the analytic transfanversemodelo

We also revised E@11) to show the impact of background extinction.
ACombining Eqs(2), (9) and(10), we can get the total EPIC analytic transfer equation as
follows
Y N . U
a € %— "QDt hm hrh Qt ot hmhhy
QDTSQQ a ééoaqumﬁ- Dzs -0

In Eq (11), Dz represents the sum of optical depth difference of background extinction (i.e.,
Rayleigh scatterinz , aerosol extinctiobz , and O3z ) between oxygen #and and
reference band, as shownkqg, (12).

Dz Dz Dz Dz (12)
As stated in the previowitsection, in the standard atmospheric model with background aerosol
loading, Dzz hDz HDz is approximately (0.002, 0.0005).0005) and (0.002,-0.0005 -

0.002) respectively at oxygen A and B bands, brs is approximately 0.002 andD.0045
respectively at these two bamls.

i
m

P
p (11)

P5 L149151: Please, refrain from wording like "and etc." and try to be rigoAmssimptions
are fine, as long as they are clearly presented and justified by a scale amadystgentific
reasoning. So, please enumerate all assumptions you makestfiyceach of them.

Authorreply: We have r evi s &dasimplifythesanay&criransefanceesemodel

for EPIC observatios) we made a series of assumptions, e.g., isotropic component, a plane
parallel homogenous cloud assumption with ciasnbertian reflectingurfacesThese
assumptions have been widely used in tadaransfer calculation for cloud studies.



P5 and ff: could you please use the stanttardsymbol for optical depth throughdbe paper?
\t can be misinterpreted as transmission.

Author reply: We haverevised if as suggestedby usingt to replacet.

P7 L215: missing to introduce tNe i in the text. Please, correct.

Author reply: We havedefinedQin the revised manuscript: Qs theline shapes of oxygen
A- and Bband.

P7 L222 and ff: How does Eq.14 relate to ¢baversion between CTP and CTH?

Author reply: TheEq.16 (i.e.Eq.14 in the original manuscr)gs used to calculate oxygen
absorption coefficients for any given atmospheric profiles. It is not directly related to the
conversion between CTP and CTH this paper, we mainly focus on the retrieval of CTP and
all discussiosaremainly focused on the CTP too. We have reviseddlsted paragraph as
follows:

Aln the simulation of EPIC measuragemgent s, t
pressurean have drastically different temperature depending on the atmospheric profile in use.
To ensure the accuracy of simulation, we need to use the LBLRTM package to calculate oxygen
absorption coefficients for each pressure/temperature profile, whichms-adnsuming process.
Our goal has been to find a simple and fast method to calculate oxygen absorption coefficients
for different atmospheric profiles. Based on the stud@lafu and Kouvaris (1986)Jin et al.
(2014) proposed a fast method to calcutadggen absorption optical depth for any given
atmosphere by using a polynomial fitting function, as shovw&qir{16).

116 oo oow Y Y Qo Y Y " (16)
Wheoeis optical depths for |l ayer L% isspectr al
mol ecul ar cetwmnpoensiisythe average temperatu
given at mogpbemneprage Temper geographeeseasonal modell | s i

at mospher es tropldal nodel, nMeiatitude sunemer, model, midtitude winter
model, subarctic summenodel, subarctic winter model, atite U.S. Standard (1976) model
for | ayer L. To ada and & we fitstircaculatenl exfygen optica deptls
coefficients for all typical atmospheres (M1 to M6) by using LBLRTM package, and then
selected three of them (e.g., M1, M5, and M6) to calculate the polynomial fitting coefficients.
This method has been successfully used by Min et al. (2014) to simulate the high resolution
oxygen Aband measurements.

Please, expand and/or reword th@agraph clearly exposing the practical usaghisf
relationship w.r.t. cloud parameters to be retrieved. Also, what are the nM_i (iniodé)
atmospheres? Are you subsetting a yearly cycle in six different rattdesphereésAre you
slicing after zoal bands?

Author reply: We did not subset yearly cycle in six different modatmosphereer sliceafter
zonal bandswWe have revised this paragraph as shown in the answer to the last question.



AéWheoeis optical depths for | ayer L7 isspectr al
mol ecul ar cetwmnpodensiTesyt (e mapveerraatguer et ef or | aye
given at mogpbeneprage Temper gebgrapheeseasonal modall | S i

at mospher es fopldal nodel, Meiatitude sunemer, model, midtitude winter
model, subarctic summer model, subarctic winter model, and U.S. Standard (1976)f nmdel

| ayer L. To dea,iavaad atwe Brst calcutated axygen epti¢alsdepth
coefficients for all typical atmospheres (M1 to M6) by using LBLRTM package, and then
selected three of them (e.g., M1, M5, and M6) to calculate the polynomial fitting coefficients.
This method has been successfully used by Min et al. (2014) to simulate thedailghion

oxygen Aband measurements.

P8 Equation 16: please be rigorous and consistent through the paper. Here\yas use
temperature, whilt was optical depth in the previous sections. So, temperatdredptical

depth is\tau. Also, capitalH is not present in the equatidfor the time being let me assume that
the yaxis displays the following quantity:

100*(LBL - DBL_K)/LBL.

Authorreply:We have tohé@mgt@éa mepresent tHhapbeenat ur e. -
change toh. The yaxis displays the relative difference: 100*(DBL-LBL)/LBL .

Also, without information about aerosol in the simulations, these resditatethatmolecular
scattering introduces a systematic bias, as can be seen in the cortdintaigeabsorption. For
the inband channels, however, the sign of the residuals reverses.

This points to a different treatment of oxygen layered extinction. From the persmddtiee
CTP retrieval, what counts is the ratio of the channels. Given Fd.thadefinition of the
residuals introduced above, my guess is that you are overestimtiagular scattering and
underestimating oxygen absorption.

This translates into a quenched ratio between continuum dahohchannel than it ia reality,
so hat you will introduce a retrieval bias, because you will assign less oapgenption to the
EPIC measurements and your CTP_top will be lower (or CTHhitger).

| admit that after convolution with the instrument response function you might h@desso
this, but then | would appreciate also such values in Table 1, together wstmtleevalues for
the A-band wavelengths.

Author reply: In theupdatedmanuscriptSection2.3.2 and Figure 2 describéhe application of

doublek approactbasedon thefast radiative transfer model. The detailed information about this

fast radiative transfanodelwas shown in the Duan et al. JGR, 2068Buan, M., Min, Q. and

Li, J.: A fast radiative transfer model farsnu | at i ng hi gh r e sdolrnaltofi on ab:
Geophysical Research: AtmospherERYD15), 20050

The bias in Figur®2 and R2is from the accuracy of doubleapproach itself. In both LBL
benchmarksimulationandfast radiative transfer modsimulation we already considered the



Rayleigh scattering and aerosol loadilmgthis study, background aerosath AOD = 0.08 is
usedin the radiative transfer calculation.

—

0.5

Reflectance difference (%)
o

-1 : N
107!
Absorption optical depth

10°

Figure R2 Differences between simulated spectra by the benchmark and fast radiative transfer
models as a function of absorption optical depths for a clear day case

From our point oiew, the error of CTP retrieval from radiative transfer calculation should be
negligible.When absorption optical depth is small (out of band area), the relative difference is
only around0.1%. Although the relative accuracy of high resolution spectoxagen

absorption peak positions between fast radiative transfer calculation and LBL calculation is up to
1%, but itseffecton the radiation is very small because of the highaDihat wavelength

position. Ater convolution with the instrument resporigaction, the accuracy ahefast

radiative transfer model is highs shown in Table. The other thing is that we only used the
doublek approach to calculate oxygen &nd Bband absorption channels (764 and 688 nm).

For reference bands, v radiative transfer calculation directby using narrowband profiles

of oxygen absorption optical depthGa9.64and779.24nm.

The retrieval errarof CTParemainly fromother sources, we will discusemin therepliesfor
the later questions.

In summary:

- please expand Table 1 with results for a Thick Cloud (which optical depgn@yidealso the
altitude/pressure of the simulated thin and thick cloud (ensure that yoa hepeesentative

altitude for the specific cloud: lodevel thick cloudand highlevel thincloud)- Specify if the
thermodynamic phase of the thin cloud is mixed or ice. Assuthstpwlevel thick cloud is

warm, aka liquid: Present results for all 4 EPIC chann@B80, 688, 764, 779 nnseparately
*AFTER* convolution withthe EPIC narrowbanfilinctions- It is not clear to me what is the last
column about. Is the Difference (+0.08%,02%) the average relative difference across the band
or only at 688 nm? As suctihese numbers are little informative.



Author reply: For ERC oxygen Aband and Bband reference channel&7@ ands80nm),
because their optical depth spe@rasmoothand contain no absorption linese do not
calculate high resolution spectra for them. &léecalculatios directly by usinghe narrowband
oxygen absorption optical depth profile6&0.64and779.24m. In the revisednanuscriptwe
expanded Table 1 for both oxygen A and B absorptamdb, including results forthick cloud
Thelast column shows the a s relative error between doubleapproach and LBL calculation:
(DBL_K'T LBL)/LBL*100%. In this study all the radiative transfer calculat®arebased on the
assumption of homogenous liquid water cloud.

The expanded Table 1 and updated manuscript is shown as follows:

AéTherefore, for the simul ated nbamd,rrthe welataen d
difference between LBL and doukteappoach is much smaller than that of the high resolution
spectrum, which is less than 0.1% for clear day. Compared to clear sky situation, the relative
differencefor cloud situations can be bigger. As shown in Table 1, the relative difference is
0.06% and0.32% for typical high level optical thin cloud and level thick cloud situations,
respectively. The comparison of simulated narrowband measurement at EPIC oxyged A
channel (764 nm) is also shown in Table 1, the relative differences between LBbudiek
approach are0.06%, 0.21% and 0.23% for clear day, high level thin cloud and low level thick
cloud cases, respectively. In general, the accuracy of d&udperoach for both oxygen A and B
absorption bands is high. o

Table 1. Comparison of simulated narrowband measurement at EP&#DdAB-Band channels

Case (SZA=35, surface albedo Line by Line | Double k Relative

=0.02) Difference

Clear Day 688 nm 0.026963 0.026985 +0.08%
764 nm 0.013979 0.013970 -0.08%

Thin cloud 688 nm 0.098444 0.098131 -0.326

(COD=2, 8.3

8.5 km, liquid) 764 nm 0.071359 0.071507 +0.21%

Thick cloud 688 nm 0.396354 0.396117 -0.08%

(COD=16, 1.5

2.9 km, liquid) 764 nm 0.233937 0.234485 +0.23%

P10 L329: You might be correct about the simidahaviorof the A-band compared tihe b
band. However, the presence of the red edge beyond 690 nm would makesytisrdifferent
for Figure 3d. The authors suggest to have already such results foAtband as well, so could
you please create a separate Figure with only the depenalesceface albedo with the A and
b-band together? This is more informative tortbader in general, as there are several
instruments not convering thebland but solelyhe A-band.

Author reply: In the simulation, we set a series of surface albedo for both oxydpamdand B
band. However, when we calculate the ratio of absorption/reference, we dsatitme oxygen

me a



absorption band and reference bandelthe samesurface albeddf there is substantial
difference of surface albedo between oxygebaid and Bband due to the red edge, the
retrieved CTP based on measurements of oxygbaml and Bbandmay haveabig difference
if the impact othered edges not acounted

We have added a separate Figliigure 4)with only the dependence on surface albedo with the
A andB-band togethefThe figure and the related paragraphsdr@wvn as follows:

CTH=6.1km, CBH=CTH-0.2km, ¢ =1.0
T

0.9 ‘
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FigureR3 (Figured). Ratio of simulated reflectance measuremem&PIC A and B absorption
band to reference band with different surface albedo.

AFor o xand,é¢he ratid of upward diffuse at absorption and reference bands shows
similar characteristics der oxygen Bband. Compared to oxygenk&and, under theame
atmospheric conditions, the oxygen absorption-aBAd is stronger, and the ratio ofband to
its reference band has smaller values (shown in Figure 4). As stated previously, éoektihat
covered with plants, the surface albedo may changéasladly from oxygen Boband to Aband
due to the presence thfered edge. Therefore, accurate spaata of surface albedo for CTP
retrieval is vitally important, especially fo

P11 Section 4.4 "Case studies . 0

This section is missing some important information and is disappointing to read biétatlse
a clear structure and explanation of the results is not satisfying. sbageal remarks.

Beside some corrections listedthe "Minor Comment" section, | wonder wthe authors are
introducing Eq(15) about COT while ending the introducing paragraph wotisiderations
about CTP retrieval.

Author reply: TheEq. 17) (Eq. (15) in the original manuscripts used to show why we need

doublek approach baseshthef ast r adi at i WMe cahnotsimplyfcalaulateno d e | A
narrowband mean optical depth and then calculate the radiation for various atmospheric

conditions when simutang EPIC narrowband measuremeats.



Nevertheless, first, it is not clear where the data for Figure 4 come from. Pleass@adde
repository to enable the replication of your results. It is not clear whaatalare you
processing. So, please givdormation on the timestamp and the datasioning, reprocessing
and so on and guide the reader to the actual source, agenpdne ought to be fluent in EPIC
dataacquisitionand handling.

Author reply: We have added one paragraph to present thesdatae and also listithe
detailed web link information for data downloading in the section Acknowledgements and Data.

AThe dataset of DSCOVR EPIC measurements at GMT 00:17:51 on July 25, 2016 is used
for the case studies. The reflectance at oxygen A and B bands with related solar zenith and
viewing angles are obtained from the EPIC level 1B data; COD information (retfreve
other EPIC channels) is obtained from EPIC level 2 data. The surface albedo data is obtained
from Global Ozone Monitoring Experiment(&OME-2) Surfacd.ambertiarequivalent
reflectivity (LER) data. The detailed information of dataset is showreimtknowledgements
and datasét . 0

oAcknowledgements and Data

é. Dat aset of DSCOVR EPI hitpsll/epsweb.larcin&sa.gqodpmojett/e f o un
dscovr/dscovr_epic_|1b; Aataset of EPIC Level 2 can be foundhtitps://eosweb.larc.nasa.qgov/
project/dscovr/dscovr_epic 12 _cloud ; @htaset of surface albedo from GOME can be found in
http://tems.nl/surface/gome2_ler/databasktsp:/temis.nl/surface/gome2_ler/databasdstaset

of cloud layer data from CALIPSO can be foundhitps://eosweb.larc.nasa.gov/project/calipso/

cal_lid 12 O5knclay standard v4 200

Second, are the retrievals of Figure 4 for the full EPIC disc? The scatterplotslabtaking that
must beanalyzedand understood. So, | invite thathors to subset Lradiances aftannderlying
surface reflectance and cloud optical thickness, or latbtudiud system/regime so that you
will be able to geophysically explain the scatterpldtso, in absence of bias histograms, they
must be at least redrawn as heab@urrence maps with aloo coding for the third axis.

Author reply: The retrievals of Figurg (Figure 4 in the original papég) not for the full EPIC
disc.In the revised manuscrigi] o reducethe impact othe Earthsurface, we selected the

region located in spatial rang&(S75°to N85; W 177 to W175°) for case studieswhich is

mainly covered by oceaiio constrain the influence of surface albedo and broken clouds, only
pixels with total cloud cover (i.e., EPICdLid mask = 4), surface albedo less than 0.05, and
liquid assumed COD larger than 3 are consideyda. show the statistics of bias, we have added
the bias histograma both Figures and Figures in the revised manuscripts.


https://eosweb.larc.nasa.gov/project/%20dscovr/dscovr_epic_l1b_2
https://eosweb.larc.nasa.gov/project/%20dscovr/dscovr_epic_l1b_2
https://eosweb.larc.nasa.gov/%20project/dscovr/dscovr_epic_l2_cloud_01
https://eosweb.larc.nasa.gov/%20project/dscovr/dscovr_epic_l2_cloud_01
/Users/amarshak/Desktop/RECENT%20PAPERS/QuilongMin/dataset%20of%20surface%20albedo%20%20from%20GOME%20can%20be%20found%20in%20http:/temis.nl/surface/gome2_ler/databases
/Users/amarshak/Desktop/RECENT%20PAPERS/QuilongMin/dataset%20of%20surface%20albedo%20%20from%20GOME%20can%20be%20found%20in%20http:/temis.nl/surface/gome2_ler/databases
file:///F:/Work/EPIC_Proj/paper_writting/submitted_to_AMT/3rd_review/dataset%20of%20surface%20albedo%20%20from%20GOME%20can%20be%20found%20in%20http:/temis.nl/surface/gome2_ler/databases/
https://eosweb.larc.nasa.gov/project/calipso/%20cal_lid_l2_05kmclay_standard_v4_20
https://eosweb.larc.nasa.gov/project/calipso/%20cal_lid_l2_05kmclay_standard_v4_20
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FigureR4 (Figure 5)Thecomparison of effective CTP (reference from NASA ASDC data) and
baseline values from our retrieval algorithm for EPIC A and B bands.

Third, Figure 4you are comparing an "effective” CTP retrieval (the NASA ASDQCdcdrd)
that does not includeghoton penetration with your "baseline” CTP methwldich does not
include photon penetration either. And you still have mean biasésafdevel clouds of 100 mb
and 150 mb for the dand and #band respectively. Thapparent "banana” shape, bending
toward the ground, might also indicate that youaseng different PT atmospheric profiles,

which then impact gaseous extinction. Hgee ensured that you are using the same atmosphere
of the standard L27?

Author reply: As shown in Figure R5 (expanded pidtFigure R4c and R4ddhere are mean

biases for lowlevel clouds of 60 mb and 100 mb for thebAnd and-band respectivelyThe

difference between our retrieval atie feffective” CTP retrieval (the NASA ASDC L2 record)

is not from the difference of-P atmospheric profiles. Wieied different atmospheric profiles

(from M1 to M6), this issue always exists. It is from the calculaticabsbrption optical depth

profile (i.e., varying of absorption optical depth Wi P). Our calculation is based on high

spectral resolution direct beam calculation directly, which opdiepthcoefficients are derived
byLBLRTM model with HITRAN dat ab atheecalcul&tionrof t he i
absorption optical depth profile based on relatively lower spectral resolution solar spectrum
simulation andit is not based on direct beam calculation directly. Therefore, éxests

difference in theabsorption optical depth piitdfs between our retrieval arte feffective” CTP
retrieval.
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FigureR5. Theexpanded plot of Figure R4c and R4d.

The detailed information about the calculatiorabsorption optical depth profifer
Obaseline CTPO retrieval is shown as foll ows

FigureR6. Thesketch map of solar direct beam and its mirror reflection from cloud top.

1) Set up a given cloud top height (pres$aedassumehatall theincidentsolar radiation is
reflected by the cloud top like a mirr(ghown in Figure R6)

2) Calculate high resolution-Aandreflected radiatiotransmissiorspectrumat TOAline by
line based omheequatioh TX(i) = exp(-2*T au(i)/umu). Here the Tau (ipnly includes the
absorptioroptical depth.

3) Calculatetheintegratecharrowbandeflected radiance that received by sensor by
multiplying thehigh resolutiorspectrum withthe relatedePIC filter function.

4) Calculate the effective TAU for EPIC(B)-bandbased orthe simulated integrated
radiance

5) Build aLUT for different UMU and cloud top height.

6) Dothed b a s e | iratrievally Tishg EPIC reflectance ratio (Rabs/Rref) andthi¥ .

Fourth, I hope that the authors would agree with me that the results of Seatiestill simply a
verification of their algorithm and cannot be considered a real validattibreir methodFigure

4 compares tow similar methods (as stated by the authBdsldt335336) while Figure 5 is
simply an internal check of the methods presemt¢de paper. These results are already known
in the literature bulk of Aand algorithmge.g. by compasion of SACURA, FRESCO,



ROCINN, See the TROPOMI S3tience Verification Report). So, to gain insight in the

validity and limitation of youmlgorithm and to let the reader decide whether your appns

best suited for a clougpe or another (for instardow-level warm or higHevel thin cirrus

clouds) independemalidation is needed and must be carried out against a different CTP derived
from coincident retrievals and alternative methods, being this grbased or spadeorne,your
choice.But validaton is needed.

Author reply: In the revised papewe haveadded a subsection (i.&ybsection 3.2y alidation
of the retrieval methgdor the validation analysis. ®used the cloud layer data from CALISPO
as a reference to validate our retriesglorithm The detailed result of validation is shown in

Figure R6 an®ubsection 3.1 Val i dati on of the retrieval meth
o e |- EPIC(20160725-001751)
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Figure R7. (a) The geolocation match of EPIC measurement at GMT 00:17:51 and CALISPO
measurement at GMT 00:01:47 on July 25, 2016; (b) the comparisons of cloud layer top pressure
from CALIPSO measurements and the CTPs derived from EPIC measurementsc(olth



layer number from CALIPSO measurements; and (d) the expanded view of (b) for some cases
under single layer cloud situations.

AFor the previ oDEEOWR ERIC racseirdmentaas @V T 00:17:81 on July 25,

2016, we used the cloud laydata from CALIPSO IIR Version 4.2 Level 2 product with 5 km

resolution at GMT 00:01:47 on July 25, 2016 as its referende validation To constrain the

error from spatial differences between different satellite measurements, we only chose the pixels

of EPIC and CALIPSO measurements with a spatial distance of within 0.19degree of latitude or

l ongitude) to make comparisons. o0 Through the
A é un d e r-layerclowl kiteations, the CTPs derived from EPIC measurements are close to

the CTP from CALISPO; under mulayer cloud situations, the CTPs derived from EPIC
measurements are | ar ger tFdrthese dingle layér eloudCchdes f r o m
(with case number 46 ~ 156), the mean values of CTP of CALIPSO, EPIC effective, EPIC

baseline and EPIC retrieval are 846, 834, 866 and 850 mb, respectively. Compared to the CTP

from CALIPSO measurements , the EPIC effective and baseline CTPs are 12 mbanzéller

mb larger, respectively; the EPIC retrieval with photon penetration consideration is only 4 mb

larger. This shows that our method for the CTP retrieval is valid and accurate under single layer
cloud situations with COD > 3 and low surface albedodéy multilevel cloud situations, the

high-level clouds are often thin clouds, which can be detected by CALIPSO but hard to be

derived by our retrieval method. It is because that the EPIC retrieved CTP mainly shows the
pressure of cloud layer that refle¢hemg or part of i ncident sun |ig

Fifth, can the authors provide the reasoning behind the choice ofdtagistical approachtb
estimate cloud geometrical/pressure thickn®gk9 are you calling it atatistical approach, |
would rather calltiassumptionBurely this assumption is basewl evidencelikely drawn by
references or assessment studses.please make thkerivation of your assumption about this
approach explicit. Moreover, no detailsthie physics behind are given. Where @t¢he terms

of the expression (i.e. the multiplicatifector 2.5, the additive +26) coming from? Expected
limitations and rangef applicability of this assumption? Any relationship with/dependence on
cloud liguidwater content and/or cloud type? Onetipent reference on my own | can come up
with is Carbajal Henken et al. AMT, 20%#here CTP is related to pressure thickreess optical
depth. But the same result has been obtained also by Rozankekdrahovsky, JGR 2004 and
Lelli et al, AMT, 2012 andACP 2016 (see Appendix). Will be interesting to augment this bulk
of literature with the references provided by #lughors.

Author reply: For the issue about "statistical approach to estimate cloud geometrical/pressure
t hi c kincansbe geen as an assumptitie. have discussed this issue in the previepties
in detaibk.

Finally, Figure 5. Fig. & and 5b extend the results of Figaand Fig.4d, correct?fou are

using the same scenes of the NASA ACDC L2 record and yopaee youbaselineCTP with
the retrievedCTP?Could you please elaborate why is thé&hdcloser to the Aband retrieval
when photon penetration in the cloud is allow&t@sentence at P13 L378 ("This indicates, as
expected, more photgenetration correctiofor B-band than Aband") reads a gap filler and
sounds like th authors want to getway with this without further investigatiohhere is a reason



why the Bband is notustomarily used for calibration of surface press8mme of he co
authors are surelgware of this effect.

Author reply: Figure5 (Figure 4 in the original papeshly showed the analyses of baseline
CTP retrieval, which is not related to the analytical method. The Figsiiews that the optical
depth profiles that we usdar retrievalis different from theoptical depthprofiles used by
NASA ASDC L2 datgrocessg packageFigure6 (Figure 5 in the original papeshows the
results related the analytic retrieval methétk compared our own basel@IP and the
retrievedCTP to show that the impact of photon penetration on the CTP retrieval.

Because the oxygen sdrption capability at Bband is relative weaker than atband, therefore
the impact of photon penetration on CTP retrieval-&BBd is stronger. The difference between
baselineCTP at Bband and real CTP should be larger than thatBaAd. With considring the
photon penetration, retried CTP decreasetdy more at Bband than at Avand (shown in Figure
6).

Section 4.5 "Retrieval of global observation"

It is not clear if the same filtering (cloud cover = 1, cloud optical thickness _ 3, salif@cm<

0.25) is applied for the generation of the RGB snapshot of-Bigdso inview of Fig.6d, COT:
based on the visual inspection of the pattahrescloud systemare quite different between the

two maps, which are in turn also different from the Qidps. The patterns are, in my opinion,
quite different: the Nothern Pacific systencaptured neither in the COT (Figdy nor in the

CTP (Figs.6b,c,e,f), being the Bandoverall shallower/fainter than the-Band. This could

point to the choice of grour all filtered NANs (nota-number) to 1013 mb, making them

valid retrievals in the colascale, albeit representing a fake surface pressure. | would then make
this point grey owhite, in all Figs.6 b to f and leaving Figabuntouched.

Author reply: In the revised paper, Figure 6 has been updated by Figkrgu8e8a isanRGB
snapshotlownloadedrom website of NASA ASDCWe did not apply any filteringotthe RGB
snapshotCOT data in Figur8&b is directly from the NASA ASDC L2 data filén the revised

paper, we added another figure (Figure 8c) to show tharil effective CTRdata is also from

NASA ASDC L2. We have updated all the Figures except Figure 6a by plotting the invalid data
with white color as suggested. According to the new figures, the cloud areas indic&@®®by

and Aband effective CTP are consistent with the RGB image in Figure 8a. We have updated the
related comments in the revised paper.

It is not clear to my why the authaaise usinghe L2 COT from NASA ASDC and nditeir own
as specified by Eq15). If the calculationfoCOT in this paper differs (or is the same) from
the one in Yang et al2013) this must be stated at the beginmh§ection 4.4. Otherwise the
reader cannot judge in any way the soundness cfethience in P34 L399402 about the
error propagation of COT into CTP.

Author reply: We do not have own COT data. The Eq. (15) is used to primssargumentior

a wavelength range witmany absorption lines, we c®t use the average value of the

absorption optical deptpectrunto calculate the narrowband radiance directly. We need to
calculate the radiance spectrum based on the optical depth spectrum, and then integrate the
radiance spectrum to calculate the narrowband radiance. At the same time, the Eq. (15) is not



related to thealculation of cloud optical depth. Therefore, we use the L2 COT data from NASA
ASDC for our retrieval.

To conclude, this section lacks some explanation about the patterns we see in the disc.
understand that the Pacific i$aavorablegeophysical scene analyze, due to tHack of

difficult reflective ground. However, the authors are capturing a wealth of si@miems: deep
convective clouds within the tropical belt, subsidence clouds in thewiadebelts, neapolar
clouds at high latitudes, loVevel warm cloud decks, even sogigus clouds may slip through a
COT filter of 3 (perhaps). Each of this cloud type barcategorized after its average cloud
optical thickness. Please, introduce COT in y&wor analysis.

And also create difference meqenterecn 0 mb with a divergent color palefte Fig.6¢cFig.6f
and Fig.6eNASA L2 ASDC.

Author reply: In the revised paper,ethavecreate two morefigures(i.e., Figures 8f and 8i) as

suggestedWe haveupdatedanda d ded some comments, such as:

band effective CTP (NASA ASDC L2 datayherethewhite areas indicate clear sky or no valid
values, warm (brown) and cold (blue) color areas indicateleiggi and lowlevel clouds,
respectively. Accaling to the Aband effective CTP, the highvel clouds are dominant in the
equatorial area, and the ldevel clouds play a major role in the cloud systems in the Northern
Paci f i The differereceof Abvand retrieved CTP and-Band effective CTP is®wn in
Figure 8d. The Aband retrieved CTP is overall smaller thaibdnd effective CTP, which
difference is within 100 mb. The highlightdat¢wn) areas are located in the high level clouds
areas or large COD areas. This indicates that the complexitguaf system has significant

i mpact on the CTP retrieval éo

In the subsection 3,2e.,Validation of the retrieval methpde have obtained some results
under singldayer cloud situations, the CTPs derived from EPHahd measurements have
good agreement with the CTP from CALIPSO measurements; under midgplecloud
situations, the CTPs derived from EPIC measurements may be larger than the CfRdevkhi
thin-clouds due to the effect of photon penetratidmerefore, in the global range, for the large
scale lowlevel stratus clouds, the retrieved CTPs from EPH3afAAd measurements should agree
well with the actual value of CTPs, but for the comptud system with multipkayer clouds,
the CTPs derived from EPIC-Band measurements may be larger thenCTPsof high level
thin-clouds.

P14 L410 Conclusions.
- There is no Yuekui et al. 2012 in the bibliography. Please check.
Author reply: We have changd it to Yang et al. (2019).

- Here the authors need not just to summarize what they have done but also discuss in
a compact way the results and highlight limitations of their method and future developments.

Author reply: We haveupdated the summary aadded one more paragraph in the revised
manuscript:



i The cloud | ayer top pressure from CALIPSO
validate the CTP derived from EPIC measurement. Under disxge cloud situations, the
retrieved CTPs for oxygen Adand agree well with the CTPs from CALIPSO, which mean
difference is within 5 mb in the case stutynder multiplelayer cloud situationghe CTPs
derived from EPIC measurements may be larger than the CTPs of high lexabtida due to
the effect of photon penetration.

Currently, this analytical transfer model method can only retrieve CTP, and it stdl need
cloud pressure thickness asinput parameter. However, in the satellite observatiooth CTP
and cloud pressure thickness are unknown. The estimation or assumption of cloud pressure
thickness will bring in extra error in CTP retrieval. In the near futurepleveto address this
i ssue. 0

*** Minor comments
P1L15: was>is
Author reply: We haverevised it as suggested.

P9 Figure 2: Please, define in the caption how the difference in reflectance is defined.

Author reply: We have added the definition of the difference in reflectance into the figure
caption as followsti ¢ Her e SZA and view angle =35U, surfact
depth = 0.08, and reflectance difference (%) = 100*((dekpleL BL ) / LBL . 0

P10L299: "sensibility of every variant"? You mean "sensitivity to every variable"?
Author reply: We haverevised it as suggested.

P10 Figure 3: in the caption please specify that "umu" is cosine of SZA.

Author reply: We haveupdated Figure 3 aratided theelated definition into the figure caption
as follows:



Figure 3. Ratio of simulated reflectance measurements for ERbBarl to Bband reference
with different surface albed@lb), COD,* (cosine of solar zenith anglejpoud top height
(CTH) and cloud bottom height (CBH).

P10 L309: "ratio of upward diffuse ... ", missing a word, perhaps radiance or radiation?
Author reply: Wehaverevisedi t as fratio of .upward diffuse r;

P10 L318: please refrain frosubjective statements such as "This is easy to understand".
Author reply: Wehaver evi sed it as AThis can be under st oc

P10 L327: you mean "thick" cloud and not "heavy" cloud?
Author reply: Wehavechanged he fihe av adsuggestedit hi c ko

P11 L338: if the baselinr€ TP mothod is adopted, therétoud penetration is ndignorable”

but "ignored" instead. "lgnorable" suggests the existence of an optiorcho$en, such that the
method still enables thmalculation of incloud penetrationputthe authors choose otherwise.
"Ignored" implies that the method offers no option othan those provided. So, "ignored" is
more rigorous and exact.

Author reply: Wehavec hanged t he fAi gnouggestdde o t o Ai gnor ed«

Section 4.4, Figures 4 and 5: control axis labels. "Pressure" not "Pressue”.
Author reply: We revised the axis labdls the revised manuscript.



