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The manuscript describes results of comparisons between temperature, dew point temperature and 

wind data collected by radiosondes, a rotary-wing UAV (coptersonde) and a remote-sensing platform 

(CLAMPS) consisting of several instruments (radiometers, Doppler lidars, …). The purpose is to evaluate 

the performance of the various systems for operational observations of the boundary layer. To this 

end, the authors used data collected during two campaigns (LAPSE-RATE, and Flux capacitor).  

Having operational systems with known specifications for continuous observations of the boundary 

layer is indeed an absolute necessity. The development of UAV platforms for atmospheric research is 

booming and comparisons with more standard systems are also needed. I thus recommend the 

publication of this manuscript but after major revisions. Indeed, there are some issues that must be 

clarified or perhaps even corrected.  

 

Major comments (not ranked in order of importance). 

1) Greene et al. (2018, 2019) –and previous studies or in review- studied the influence of the rotary-

wing UAV environment on the measurements. These studies allowed to design a specific UAV 

equipment (Coptersonde 2.5) and to improve the mode of operation in order to minimize the 

instrumental effects on the measurements. On the other hand, the IMet temperature sensor and IST 

humidity (TU) sensor onboard have been calibrated and possible biases have been corrected.  The 

authors thus consider the Coptersonde as a “single tool” composed of the drone itself and TU sensors. 

By doing so, they assume that the TU sensors cannot be changed and they evaluate the performance 

of the platform as a whole. In their analyses, it is not thus possible separate effects related to the 

performance of the TU sensors and to UAV technique itself. In order to avoid mixing up the various 

contributions, it would have been more appropriate to compare the performance of the Coptersonde 

and balloons equipped with the same TU sensors (radiosondes are equipped with Vaisala sensors). 

Therefore, the authors should clarify the purpose of the TU comparisons. (This comment applies to TU 

measurements only. The comparisons between wind measurements are fully relevant because the 

Coptersonde-derived winds are based on the behavior of the airframe itself.)  

2) The manuscript does not focus on the newly developed Coptersonde but consider the three 

platforms on the same level. However, the radiosondes and the Doppler lidar/AERI techniques have 

been developed well before the UAV technique. Therefore, the comparisons described in section 4.1.3 

(Radiosonde vs CLAMPS) are likely not original. They are interesting for the purpose of the manuscript 

but if earlier studies exist, they should be referred and compared (e.g., Pearson et al., 2009?) 

3) It is quite unfortunate that the two datasets of wind and humidity from LAPSE-RATE and Flux 

Capacitor are so different. It is then difficult to know if the estimated performance is reproducible or 

not. For example, the difference between the wind speed measured by the radiosondes and the 

Coptersonde is weak during LAPSE-RATE when the wind is low (<~5 m/s) and is “large” when the wind 

is large (>10 m/s) during Flux Capacitor (Fig. 5). Therefore, we do not know if a bias occurs only because 

the wind is large or if the fact that the data have been collected during different campaigns is important 

or not. In addition to the available plots, plotting the results from LAPSE-RATE and Flux Capacitor 

separately might be informative.  Also, although the largest differences in direction are very likely due 

to low wind conditions as the authors stated, an additional panel in Fig 3, 5 and 7 showing differences 



of wind direction WD vs the (mean) wind speed WS would give additional credence to this assertion. 

This figure would also give an indication of the lower threshold on WS from which the wind directions 

are “reasonably” consistent. Note that the wind direction uncertainty of 2° (page 5, line 17) specified 

by Vaisala for RS92SGP radiosondes is valid for WS>3 m/s only. It is likely significantly larger for WS<3 

m/s.   

The x and y labels of the left panels of Fig 3, 5 and 7 seem to be reversed. Please correct. 

4) Page 8, line 15, it is indicated that “data points with a difference that lie outside the 2𝜎 envelope 

are considered outliers and were removed from the analysis”. It is likely reasonable to do so, but this 

aspect should be expanded, considering its importance for the purpose of the manuscript (“evaluation 

of performance”). In particular, what are the possible causes of these outliers? are all of them 

identified? what platform is the most contaminated? Very importantly, how many data points 

(percentage) have been removed?  

5) As in previous studies reported by the same group, the dew point temperature 𝑇𝑑  is shown for 

quantifying the performance of the humidity measurements. However, I wonder if this parameter is 

really appropriate for the present purpose, since 𝑇𝑑  is not measured but estimated from both 

measured relative humidity RH and T. Therefore, 𝑇𝑑 does not contain possible biases due to humidity 

measurements only but also from temperature measurements. Why not showing RH? 

6) It would be more appropriate to show the case studies (4.2) first and then the statistics (4.1). Indeed, 

the statistics generalize, to some extent, the tendencies shown by the case studies. In Figure 10 and 

12, the best agreement is obtained between Doppler lidar and radiosonde WS profiles, confirming 

Pearson et al. (2009). A careful scrutiny of the radiosonde profile seems to indicate a slight (negative) 

vertical offset with respect to the 2 other profiles. Since the profiles start from 0 m AGL, I suspect that 

the radiosonde profiles have not been corrected from the length of the rope between the payload and 

the balloon. Indeed, the wind measured by the radiosonde is not the wind at the altitude of the 

radiosonde but the wind at the altitude of the balloon. The altitude difference is only a few meters 

when launching but it should quickly reach 30 m (?) when the rope is totally unwound. 30 m is the 

length of the rope recommended by Vaisala for a ~300-g rubber balloon, but the authors should apply 

an altitude correction (+L m) corresponding to the expected length L of the rope once unwound. 30 m 

is not negligible here and would provide even better agreements (at least in Figure 10 and 12). 

7) I do not understand how Table 2 was obtained and what the values mean. How did the authors 

produce the values indicated in this table from the results described in the manuscript? In particular, 

pressure and RH data have not been discussed at all.  

Minor comments: 

1) The abstract and paragraph 1 of introduction should clearly indicate what atmospheric parameters 

are compared. The accuracies are discussed in paragraph 2 of introduction without introducing the 

measurable quantities first. 

2) In paragraph 2 of Introduction, the advantages and drawback of the WV-DIAL should be shortly 

described for the sake of completeness. 

3) The NRC report recommended accuracies and vertical resolution, but what about time resolution? 

4) Page 2, lines 25-30: the references to fixed-wing aircrafts do not include the DataHawk aircraft 

developed by Profs. Lawrence and Balsley. Lawrence and Balsley (2013, 



https://doi.org/10.1175/JTECH-D-12-00089.1, Balsley et al. 2013, DOI 10.1007/s10546-012-9774-x), 

among others, developed for turbulence observations in addition to standard PTU, wind parameters. 

5) Page 3, section 2: first line, please define the acronym here. 

6) Page 4, line 2: Please indicate that the Humidity and Temperature profiler is a microwave radiometer 

(?). 

7) Page 5, line 3: please explain why “three” (?) RH sensors. 

8) Page 5, line 16: The authors mentioned that the radiosonde data are collected every 1 sec. It is true 

for the raw data for which (GPS) altitudes are not available. The GPS altitude is given in the processed 

files given at a time sampling of 2 sec. Can the authors clarify what data were used? 

9) Table 1: please indicate what “average ∆𝑡" means. 

10) Figures 9 and 11: the data representation is nice but is it possible to reduce the linewidth of the 

black lines (for more legibility)?  
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