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Abstract.

We present the inter-comparison of delta slantrooldensities (SCDs) and vertical profiles of nis@cid(HONO) derived
from measurements of different MAX-DOAS instrumemtsd using different inversion algorithms during tBecond
Cabauw Inter-comparison campaign for Nitrogen Ddeximeasuring Instruments (CINDI-2), in Septembet620at
Cabauw, The Netherlands (51.97° N, 4.93° E). Syatiendiscrepancies of HONO delta SCDs are observéte range of +
0.3 x10° molecules cm, which is half of the typical random discrepandy0d x103° molecules cri. For a typical high
HONO delta SCD of 2 x0 molecules cr, the relative systematic and random discreparaiesabout 15% and 30%,
respectively. The inter-comparison of HONO profi#g®ws that both systematic and random discrepaoéiONO VCDs
and near-surface volume mixing ratios (VMRS) arestiyoin the range of ~ + 0.5x¥0molecules c¢cm and ~ = 0.1 ppb
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(typically ~ 20%). Further we find that the discaepies of the retrieved HONO profiles are domindtgdliscrepancies of
the HONO delta SCDs. The profile retrievals onlytibute to the discrepancies of the HONO proftdgs~5%. However,
some data sets with substantial larger discrepartbin the typical values indicate that inapprderienplementations of
profile inversion algorithms and configurationsraéliative transfer models in the profile retrievads also be an important
uncertainty source. In addition, estimations of sseament uncertainties of HONO dSCDs, which canifagntly impact
profile retrievals using the optimal estimation hwt, need to consider not only DOAS fit errors, blgo atmospheric
variability, especially for an instrument with a BS fit error lower than ~ 3x2 molecules cm. The MAX-DOAS results
during the CINDI-2 campaign indicate that the peBBNO levels (e.g. near-surface VMRs of ~ 0.4 ppt@roappeared in
the early morning and below 0.2 km. The near-serfdbIRs retrieved from the MAX-DOAS observations ammpared
with those measured using a co-located long-path®@strument. The systematic differences are gnéflan 0.15 ppb
and 0.07 ppb during early morning and around noespectively. Since true HONO values at high alé&iare not known
in the absence of real measurements, in orderdluate the abilities of profile inversion algoriterio respond to different
HONO profile shapes, we performed sensitivity stgdising synthetic HONO delta SCDs simulated bydaative transfer
model with assumed HONO profiles. The tests in@i¢hat the profile inversion algorithms based andptimal estimation
method with proper configurations can well reprceltice different HONO profile shapes. Therefore wactude that the
feature of HONO accumulated near the surface deirfinam MAX-DOAS measurements are expected to vegltesent the
ambient HONO profiles.

1 Introduction

Multi Axis - Differential Optical Absorption Speascopy (MAX-DOAS) is widely used as a ground-bassdote sensing
technique for retrieving lower tropospheric vertipeofiles of trace gases (e.g. NG5O, HCHO, etc.) and aerosols from
sequential measurements of ultraviolet and visépectra of scattered sunlight recorded at multglevation angles
(Honninger and Platt, 2002; Bobrowski et al., 2008n Roozendael et al., 2003; Honninger et al. 4200agner et al.,
2004 and Wittrock et al., 2004). MAX-DOAS instrunterhave been developed with different optical aretmanical
systems by different research groups and companiesder to meet the requirements of high accuraeg automatic
operation. MAX-DOAS measurements have been widegduespecially for the validation of satellite gwots (e.g. Ma et
al., 2013; Kanaya et al., 2014; Jin et al., 20M3ang et al., 20174a; Liu et al., 2019). Inversiongedures of MAX-DOAS
measurements normally contain two steps: 1) spleatralysis to derive tropospheric differentialnslaolumn densities
(delta SCDs) of trace gases; 2) retrieval of vahofiles from the dependencies of the delta S@Dslevation angle. Note
that the definitions of SCD, dSCD, and delta SC®given in section 2.2.1. Different programs, Q@OAS (Danckaert et
al., 2017), WINDOAS (Fayt and van Roozendael, 2008 DOASIS (Kraus et al., 2006), have been deeeldpr the
spectral analysis based on the DOAS techniquet (Bt Stutz, 2008, and references therein). Thetigpeanalysis can
strongly depend on the configuration of fit paraengt e.g. wavelength ranges, cross sections, poiah® and intensity
offset corrections. Inversion algorithms of vertigaofiles of trace gases and aerosols have beeealafged in previous
studies based on the optimal estimation (OE) mefRudigers, 2000; Friel3 et al., 2006, 2011; Wittrd2®06; Irie et al.,
2008, 2011; Clémer et al., 2010; Yilmaz, 2012; Hamd Wenig, 2013; Wang Y. et al., 2013a, b, 20Gtan et al., 2018;
Bosch et al., 2018) and parameterised approachest @l., 2010, 2013; Vlemmix et al., 2010, 201Q12; Wagner et al.,
2011; Beirle et al., 2018), respectively. Both typs retrievals require radiative transfer modeTlR simulations to
calculate air mass factors (AMF). These algorithutiigsse different iterative approaches, differeaftware implementations,
and different RTM. For inversion algorithms basedtiee OE method, retrieval results can be signifigaaffected by the
choices of the a priori constraints, e.g. a primdfiles, covariance of uncertainties, and aeragailcal properties. For

parameterised approaches, only the profile scemaviach are considered for building the look-upl¢atan be retrieved
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from real measurements. Like for the profiles ested by OE, the retrieved profiles can be conshlgranpacted by the
assumed profile parameters, aerosol optical priggeror fit and profile selection approaches. Imleorto generate
harmonized data sets from worldwide MAX-DOAS obsgions, it is necessary to evaluate the consisteht§AX-DOAS

results derived from measurements of different MBRAS instruments and using different programs foecsral analysis
and profile inversion. For this purpose, a serfesampaigns, including the Cabauw Inter-comparicmmpaign of Nitrogen

Dioxide measuring Instruments (CINDI) in The Netheds in June-July 200&itfp://projects.knmi.nl/cindj/Piters et al.,

2012), the Multi Axis DOAS — Comparison campaign A&rosols and Trace gases (MAD-CAT) in Germanyune and
July 2013 (http://joseba.mpch-mainz.mpg.de/madhtra), and the CINDI-2 campaign in The NetherlamisSeptember
2016 fattp://www.tropomi.eu/data-products/cindj-2pituley et al. 2019) were organized. 36 MAX-DOASstruments

designed and operated by 24 different institutessacthe world participated in the CINDI-2 campaibnprevious studies,
SCDs of NQ, HCHO, Q, Ouretrieved from different instruments have beerrmompared. (e.g. Roscoe et al., 2010;
Pinardi et al., 2013; Zieger et al., 2011; Iri@kt 2011; Friess et al., 2016; Wang et al., 20P&ters et al., 2017). Wang et
al. (2017c) presents inter-comparisons of SCDstodus acid (HONO), which has ~10 times lower apsion signals than
NO,, during the MAD-CAT campaign. Further studies conagiaprofile results of aerosol extinction and N&dhd HCHO
concentrations retrieved from different instrumeatsl by different inversion algorithms (Friel3 et &016; Friel3 et al.,
2019 and Tirpitz et al., 2020). In this study weus on the inter-comparison of HONO results (dS@bx profiles) derived
from MAX-DOAS measurements during the recent CINDdampaign.

In the past decade, several studies have beenrpedoinvestigating the daytime sources of HONO twauel their
potential contributions to the OH radical concetidra and the tropospheric oxidation capacity (Adickt al., 2003;
Kleffmann et al., 2005; Acker et al., 2006; Monksak, 2009; Elshorbany et al., 2010). The gas-phiaaction of NO with
the OH radical (Stuhl and Niki, 1972 and Pagsbérgle 1997) mostly determines the daytime HONO cemtration.
However, field measurements (Neftel et al., 199&ffikhann et al., 2005; Soérgel et al., 2011; Li kf 2012 and 2014 and
Wong et al., 2012) and laboratory studies (Akimett@l., 1987; Rohrer et al., 2005) reported thatwell-known gas-phase
reactions can often not explain the observed higytiche concentrations of HONO. To explain this dépancy, several
suggestions were made: heterogeneous reactiorarimus surfaces such as the ground, forests, hgddiand aerosols (e.g.
Su et al., 2008 and 2011; Li et al., 2014; andregfees therein), emissions from soil (e.g. Su et28l11 and references
therein), and a potential gas-phase reaction betw® and NQ (Li et al., 2014). Since vertical profiles of HON&@n
indicate the height of the dominant HONO sourcesXMDOAS measurements of HONO have drawn major &tian in
recent years. However, HONO retrievals from MAX-D®Measurements are still challenging due to tylyidalv HONO
volume mixing ratios (VMRs) of <1 ppb (corresporglito a typical optical depth of <0.005) even inlpi@d regions.
Although several studies have reported HONO proéteievals using MAX-DOAS measurements at diffédenations (e.g.
Hendrick et al., 2014; Ryan et al., 2018; Wanglet2®18a), so far few efforts have been madeudysthe consistency of
HONO results, especially the vertical profiles,rited from different MAX-DOAS instruments and ugirifferent
inversion algorithms. In our previous study (Wartgak, 2017c) based on measurements made duringi&kie-CAT
campaign, we evaluated discrepancies of HONO S@bsden seven MAX-DOAS instruments, quantified esources of
the DOAS fits, and concluded on recommended DOAPdiameters based on sensitivity studies. Inghidy, we extend
the HONO inter-comparison activity to more MAX-DOABstruments and include also the comparison of HENO
vertical profiles retrieved during the CINDI-2 caaign. Furthermore, we evaluate the dependenceeofetinieved HONO
profiles on different shapes and discuss the optammiori settings based on synthetic studiesgi&iifM simulations. The
effects of varying vertical grid intervals on thefile retrievals are also discussed based on théhstests.

This paper is structured as follows. Section 2 fhes an overview of the CIND-2 campaign, compariscimemes of HONO
delta SCD and profile results, the RTM simulatiémisthe analysis of synthetic spectra, and cloadsifications introduced

for the inter-comparisons. Section 3 and 4 presgat-comparison results of HONO delta SCDs andilpsy respectively,




https://doi.org/10.5194/amt-2019-464 Atmospheric
Preprint. Discussion started: 4 February 2020 Measurement
(© Author(s) 2020. CC BY 4.0 License. Techniques

Discussions
By

derived from real measurements by the participatisgruments. The sensitivity studies of HONO gdeofversions based

on synthetic analysis are given in Section 5. Tdreclusions are presented in Section 6.

140 2 CINDI-2 Inter-comparison campaign
2.1 CINDI-2 campaign and HONO inter-comparison actvities

The CINDI-2 campaign was held in the period fromt@228 September 2016, at the remote-sensing EiteeoCESAR
station (51.971° N, 4.927° E)_(http://www.cesar@fvatory.nl/) in a rural area in Cabauw, the Nd#rets. The
measurement site is surrounded by pasture anddadnénd is located ~20 km southwest of the citytoécht and ~30 km

145  east of the city of Rotterdam. 36 MAX-DOAS instrumte participated in the campaign and were operhjedifferent
research groups. Different optical, electrical amethanical systems with different spectrometereweed in the different
MAX-DOAS instruments. In order to optimize the shingnisation of the measurements for the inter-camspas, all MAX-
DOAS instruments were installed close to each otled measured following a consistent protocol (see
http://www.tropomi.eu/data-products/planning-inf@tion). Some instruments measure also at diffexeimuth angles and

150 are categorized in the following as 2D systems, re&te others can only measure at one fixed azimogeaand are
categorized as 1D systems. Because of these diffese 2D systems and 1D systems followed differeeasurement
protocols. 1D systems continuously measured afixied azimuth direction of 287° with four elevati@equences in each
hour. 2D systems routinely measured at 7 diffeeainuth angles in each hour, and in the time sldtSominutes at the
beginning of each hour at the same azimuth an@@°j2as the 1D systems. Therefore in the first 1%utes of each hour,

155  all instruments measure at the same azimuth arfigl8% and used the same elevation sequence 031,42 5, 6, 8, 15, 30
and 90°. The same integration time of one minridihiidual measurements was applied by all instrusien
Further information about the campaign and theig@pating instruments can be found in Apituley bt(2019) and Kreher
et al. (2019). So far CINDI-2 data have been usdddnner et al. (2019) for the study on the acquddifferent elevation
calibration methods, in Kreher et al., 2019 forrgimg out a semi-blind inter-comparison of W@, O; and HCHO slant

160 column densities, and in FrieR et al. (2019) arrgif et al. (2020) for the study of the consisten€ profile retrievals of
aerosols, N@ and HCHO derived from different inversion progsamend instruments based on synthetic and measured
spectra. Additionally, the CINDI-2 data were useg Wang et al. (2018b) to develope new retrievaloatgms for
tropospheric ozone profiles and by Beirle et aD1@ for demonstrating the performance of MAPA peofnversion
algorithm.

165 13 MAX-DOAS instruments operated by different resbars joined this study on the retrievals of tiggdreric HONO. An
overview of the participants, their instruments amdlysis tools is provided in Table 1. The congmariactivities were
performed in two steps. First, the consistencyhef HONO delta SCDs was evaluated and then an déoteparison of the
derived vertical profiles was performed. The dstaif the retrieval settings, comparison schemes, @erticipating

instruments and algorithms are given in sectioneR@ 2.3, respectively.

170 2.2 Inter-comparison of tropospheric HONO slant calmn densities
2.2.1 Baseline retrieval settings and comparison isemes

Baseline DOAS retrieval settings were selecteddéetbased on the recommended settings from a prestady during the
MAD-CAT campaign (Wang et al., 2017c). The paramsetef the baseline settings are given in Table Hfefnt
participants applied the baseline settings usifigreéint DOAS fit programs independent from eacheotibsorption cross
175  sections of HONO, Ng) O3, BrO, @i, HCHO, and HO were convolved with the slit function of the imidiual instruments
before being included in DOAS fits. The slant cofudensity (SCD) represents the trace gas concimtriategrated along
the light path. Differential SCDs (dSCDs) are thect output from a DOAS fit of a measured spectamd represent the

4
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difference of the SCDs in a measured spectrum daduanhofer reference spectrum. The Fraunhofereeée spectrum is
usually measured at the elevation angle of 90°rieloto acquire the shortest light path in the asghere. If both the
measured off-zenith spectrum and the Fraunhofereate spectrum in a DOAS fit are recorded at aqymately the same
solar zenith angle (SZA), the retrieved dSCD omgtains the absorptions along the light path inttbposphere, since both
measurements have almost the same stratosphéri@éth. Therefore, in such cases, the retrievé&td@irectly represents
the tropospheric SCD. In the pioneering study ofiliger et al. (2004), it is referred to as delEDS Since delta SCDs are
normally used in the retrievals of tropospherictieat profiles, we first inter-compare the HONO @deSCDs between the
different instruments. There are two proceduresetioeve delta SCDs from off-zenith MAX-DOAS measanents, which
use two different Fraunhofer reference spectra jFR&mely the so-called “sequential FRS” and “daion FRS”. The
“sequential FRS” is derived from interpolation aefat spectra measured in zenith view before and &fterlevation
sequence to match the time of the off-zenith meamsants. The “daily noon FRS” is obtained from theam of all zenith-
sky spectra acquired between 11:30:00 and 11:40D0 on individual days. The differential SCDs retred using the
“sequential FRS” can directly be regarded as thikad8CDs. In contrast, a post-processing is neddedonvert the
differential SCDs (dSCDs) retrieved using the “gaibon FRS” into delta SCDs. For individual HONOGI3s retrieved
from off-zenith measurements, a reference dSCDbeatterived by a time-interpolation of the HONO dSCGBtrieved from
zenith measurements before and after the off-zemitasurement. The HONO delta SCDs is then deriyesiibtracting this
reference dSCD from the corresponding off-zenittCBS. The mathematic derivation of delta dSCDs wfhib two
procedures has been discussed in section 3.1 of \&taal. (2017c¢). Although the “sequential” FRS campensate for the
effects of instability of instrumental properties BOAS retrievals, the “daily noon FRS” is easierbe implemented in
typical DOAS programs than the “sequential FRS"erEfiore the “daily noon FRS” was often used in ey studies. In
this study, comparison activities of HONO delta SCGibe separated into two parts: for retrievalsgisither the “sequential
FRS” or the “daily noon FRS”, the results of thffetient instruments are compared. Additionally, ifatividual instruments,
the HONO delta SCDs retrieved using the two diffi€leRS are also compared in order to quantify ttergtial bias of the
HONO retrievals due to the different FRS procedures

2.2.2 Participating instruments

The institutes and instruments participating to $#@D inter-comparison activities are listed in Eall It should be noted
that “USTC (1)” and “USTC (2)" represent two datssderived from two MAX-DOAS instruments operatgdthe “USTC”
researchers. Additionally, the spectra recordedhleytwo “USTC” instruments are independently anadyby the “DLR”
researchers, which are marked as “DLR (1)" and “DRR. Considering the different measurement protedollowed by
the 2D system and 1D system instruments, only @bént measurements in the first 15 minutes of dmh are included in
the inter-comparison activities. The participatinmgstruments are separated into three groups, dmtsief in-house
developed instruments by individual groups, EnviNMegruments developed at the University of Heidedp(Lampel et al.,

2015) and recently commercialised (http://www.aidg), and Mini-DOAS instruments produced in GermbpyHoffmann

GmbH (http://www.hmm.de/).

2.3 Inter-comparisons of tropospheric HONO profiles
2.3.1 Baseline retrieval settings and inversion adgithms

HONO profiles are retrieved from the elevation andgpendency of the HONO delta SCDs using invemligorithms. Five
inversion algorithms based on the optimal estinma{loE) method are used in this study: PriAM (WangeYal., 2013a, b,
2017b), BePro (Clémer et al., 2010), MMF (Friedréthal., 2019), HEIPRO (FrieR et al., 2006, 20abd M (Chan et al.,
2018). Different from the other algorithms, MAPAgiBe et al., 2019) implemented by the “MPIC” peigiants is based on

a profile parameterization. The corresponding afgors implemented by individual participants astdd in Table 1. Note

5
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that PriAM, BePro, and HEIPRO are independentlyleamented by several participants. Some parametereamonized
between the different inversion algorithms. Infotima on these parameters and on the atmospheregres used in the
RTM is summarised in Table 3. Note that no assuwnptdn the measurement uncertainty covarianceoa profiles, and a
priori covariance matrices are made in MAPA. Thevelangth of the RTM simulations of the HONO AMFs fhe profile
retrievals is 355 nm, representing the effectivaretength of the HONO absorption in the spectrageanf DOAS fits of
HONO delta SCDs. The effective wavelength is calad by weighting the wavelengths by the HONO ceession values
in the spectral range 885-373nm of the HONO DOAS fits. The atmospheric propera@d aerosol properties are set based
on typical conditions near the measurement sitinduhe CINDI-2 campaign period. Profiles are eated in the altitude
range of 0 to 4 km with a grid of 200 m. Verticabfiles of aerosol extinction are required as gutrfor the HONO profile
retrievals, and were retrieved around 360nm frané€ta SCDs, which are retrieved from the MAX-DOA®asurements
in the spectral range of 338 — 370 nm. The deddilthe aerosol retrievals can be found in Tirpitzak, 2020. Following
previous studies (e.g. Hendrick et al., 2014 andh\&t al., 2018), the covariance of the measurenmeegrtainties is set to
square of 100% of the DOAS fit error of the HONOGIS for the diagonal elements and zero for theaedimgonal
elements. The a priori profile is arbitrarily setan exponentially-decreasing profile with a VCD3efL0*molecules cnd
and a scaling height (SH) of 0.1 km. The selectibthe a priori profile shape is based on the taat HONO is typically
accumulated at altitudes close to the surface (Hehndt al., 2014 and Wang et al., 2018). Similarmeasurement
uncertainties, and following the previous studieg( Hendrick et al., 2014 and Wang et al., 20t®),covariance of the a
priori profile (S) is set to square of 100% of a priori values foe tliagonal elements. The extra-diagonal elemants a
calculated using a Gaussian function based ondlghbouring diagonal elements with a correlatiomgta of 200 m.

For the algorithms based on the optimal estimatiethod, each of them used different RTMs as forwaodel and applied
different iterative procedures. PriAM and HEIPR@ tise RTM SCIATRAN version 2 (Rozanov et al., 20083Pro, MMF,
and M use the RTM LIDORT (Spurr et al., 2008), VLIDORSpurr et al., 2013), and LibRadTran (Mayer and ikgll
2005; Emde et al., 2016), respectively. Anotherangnt difference is that in order to avoid negationcentrations of the
retrieved results (which are not possible in thel e#mosphere), the retrievals are done in logaiithspace (see details in
Yilmaz, 2012) by PriAM, HEIPRO, and MMF. Since dibttion probabilities of retrieved profiles arouadoriori profiles
become asymmetric due to the inversion in the idgarspace, the sensitivity of the inversion tg&walues is larger than
that in the linear space. A nonlinear iterativegedure is applied for the inversion of both aer@sul trace gas profiles in
PriAM, HEIPRO, and MMF, whereas a linear iteratipecedure is adapted for trace gas retrievals é dtiher two

algorithms.

2.3.2 Comparison scheme

In order to attribute the discrepancies between different data sets of HONO profiles to differgmbssible causes
(instrumental properties, FRS selection, profileeirsion algorithms, and aerosol inversions), therioomparison of the
HONO profiles are subdivided into four tasks nanfdd, T1b, T2a, and T2b. In all four tasks, the HONK®files are
retrieved using different inversion algorithms mdividual participants, while the differences betwethe tasks are the
choices of the input HONO delta SCDs and aerosiilps.

In tasks Tla and T1b, the input HONO delta SCD4fawse retrieved from measurements of the indivichsiruments by
the individual participants. Differently, in task®a, and T2b, different participants use the saf@&B delta SCDs, which
are retrieved from measurements of the “MPIC” imstent by “MPIC”. Using different input delta SCDdlows
investigating whether the discrepancies of the HQiMdliles are related to differences of HONO d&@D retrievals or the
profile inversion algorithms, respectively. For tfasks T1la and T1b either the “sequential FRS’her“taily noon FRS”
were used in the DOAS fits, respectively, whiclowal to quantify the effect of the FRS selectionstitom HONO profile
retrievals. The tasks T2a and T2b differ with relgés the input profiles of aerosol extinction usfed HONO profile
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inversion. In task T2a, different participants uskd same aerosol profiles, which are retrievedhftbe Q delta SCDs
derived from the “MPIC” MAX-DOAS measurements usitig “PriAM” algorithm by “MPIC”. However, in task2b, the
input aerosols are retrieved from thed2lta SCDs, derived from the individual MAX-DOASstruments by the respective
participants. Using different input aerosol prdfilallows quantifying the effects of aerosol retailsvon the consistency of
the HONO profile retrievals. It should be notedtthbe input profiles of aerosol extinctions in ttasks Tla and T1lb are
derived from the aerosol profile retrievals at 3#Qmiven in Tirpitz et al., 2020, using the commns®iting by individual
participants. In addition, since different measugatnprotocols are followed by 2D systems and 10esys (see section
2.2.2), only the coincident HONO measurements m filst 15 minutes of each hour are included in ¢oenparison

activities.

2.3.3 Long-Path DOAS measurements for comparisonsith MAX-DOAS results

A co-located Long-Path (LP-) DOAS instrument meadudONO concentrations near the surface using @iciat light

source during the campaign. The telescope of th®ORS was installed west of the measurement sigedistance of 3800
m. A detailed description of the instrumental setean be found elsewhere (Nasse et al., 2019). fetwa-reflector arrays
were mounted at different heights (15, 45, 105 208 m) at the Cabauw meteorological measuremenrgrtclose to the
MAX-DOAS site. Consecutive measurements were peréar on each retro-reflector leading to a time raswi of

approximately 15 minutes. The measurements wighrétro-reflector at the height of 205 m resultaverage HONO
concentrations along the light path, which are carag with HONO concentrations in the lowest 200ayet of profiles
derived from MAX-DOAS measurements in section 42n# 4.3.3. The DOAS fit settings for the retrievaf HONO are

given in Table 4.

2.3.4 Synthetic dSCDs for sensitivity analysis

In most of the cases, the true HONO profiles ateknown for real MAX-DOAS measurements, which makeffficult to
quantify biases of retrieved HONO profiles withpest to reality. In order to overcome this limitatj we generated a set of
synthetic HONO delta SCD using the RTM SCIATRANrsien 3.6.0 (03 Dec 2015) (Rozanov et al., 2014y@sng three
different HONO profiles shown in Fig. 1a. The thté®NO profiles represent scenarios with HONO acdated near the
surface (profile 1), linearly decreasing with aitie from the surface up to 0.8 km (profile 2), anbox shape profile with
constant HONO VMRs in the altitude range from theface up to 0.8 km and exponentially decreasingex above
(profile 3). The HONO delta SCDs are simulated by RTM at 355nm, according to the effective wavglerof HONO
DOAS fits in a pseudo-spherical atmosphere withepRayleigh scattering (no clouds and aerosols) aitld typical
temperature and pressure profiles during the cagnp&dlONO is the only absorber included in the satiohs, and the
observation geometry is set according to the ressurements on September 14, 2016, during CINZRZpaign. In order
to test the effect of the measurement noise, wergéed a modified data set by adding artificiald@m noise to the HONO
delta SCDs simulated by the RTM with a signal tisaaatio of 3000, which was determined based entypical noise
level of most of the MAX-DOAS instruments in theidy. One hundred HONO delta SCDs were generatestibing noise
to the individual simulated HONO delta SCDs. Thisdified data set of HONO delta SCDs with artificidise is referred
to as “noisy synthetic HONO delta SCDs” in the daling (see section 5.1). All the synthetic HONOtad&CDs are used in
the sensitivity studies presented in section 5k profiles shown in Fig. 1b are used as a prioofiles in the sensitivity

studies.

2.4 Cloud classification

In order to evaluate the cloud effects on the MARAS results and their consistency, the cloud diaasion scheme
described in Wang et al. (2015) and Wagner et28l14 and 2016) was applied to the MPIC MAX-DOAS swaments
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during the whole CINDI-2 campaign. The sky corudis are identified from the color index (ratio ofensities at 330 nm
and 390 nm) and the .GdSCDs (retrieved in the spectral range of 338 n®70 nm) derived from MAX-DOAS
measurements of individual elevation sequencesnRhe classification scheme, six categories aratified including a)
‘cloud free and low aerosol load, b) ‘cloud freeddrigh aerosol load’, c) ‘cloud holes’, d) ‘brokelouds’, e) ‘continuous
305 clouds’, and f) ‘optically thick clouds’. Here, thdfference between categories c¢) and d) is giverhle general optical
thickness, it is larger for "broken clouds" than fdoud holes". In order to simplify the comparisactivities, the categories
of ‘cloud free and low aerosol load’ and ‘clouddrand high aerosol load’ are combined and treagedlear sky’ in this
study. The remaining categories, except ‘optictiigk clouds’, are treated as “cloudy sky”. It shkibto be noted that the
results for the category ‘optically thick cloudseanot included in the comparisons because the H@MNi@val quantity is
310 usually strongly degraded for such conditions (Wanhgl. 2017b).

3. Results of inter-comparison of tropospheric HONGISCDs

In this section we present the inter-comparisod©ONO delta SCDs derived by the individual particifsafrom their MAX-
DOAS measurements using the baseline settingseoDIBAS fits (see section 2.2). The overview of thsults of the
HONO delta SCDs are presented in section 3.1. Tkead statistics of the inter-comparisons anddbmparison results for

315 theindividual participants are discussed in sesti®.1 and 3.2, respectively.

3.1 Overview of tropospheric HONO delta SCDs duringhe CINDI-2 campaign

For the comparison of the HONO delta SCDs, med&lnes are calculated from the HONO delta SCDs ddrivom all
participants for individual elevation angles sepelyafor the HONO delta SCDs retrieved using thedtsential FRS” and
the “daily noon FRS”, respectively. The time sei¢snedian delta SCDs using the “sequential FR8"sfmown in the top
320 panel of Fig. 2a for the time interval of 6 to 17@® on the individual days of the campaign. The esponding sky
conditions identified from the MPIC MAX-DOAS measunents (see 2.4) are given in the bottom paneigpfZa. The sky
condition results indicate that the frequencieshef “clear sky” and “cloudy sky” conditions are alsh equal during the
whole campaign. The peak values of the HONO de@®<sStypically appear in the early morning, exceppt®émber 27,
when the peak value of ~3x#@nolecules cri is found between 8 to 10 UTC. The peak valuesénearly morning reach
325  values up to ~8xE@ molecules cr, as e.g. observed on 21 and 22 September. A smrgad of HONO delta SCDs along

the elevation angles can be seen and usually wattimum values typically at 1° elevation angle.

3.2 Statistical inter-comparisons of HONO delta SCB

For the results using the “sequential FRS”, mediamnal variations for individual elevation anglelsall data sets from all
participants are calculated and shown in Fig. 2iteNhat the median values are calculated over inedsurement time and
330 all instruments. HONO delta SCDs strongly decreaisie increasing elevation angles, especially ia thorning, and the
spread of the HONO delta SCDs along elevation andéerease steeply during the day. At 6 UTC the BQldlta SCDs
are ~3.2x18& molecules cnd and ~0.2 x1& molecules cnd for elevation angles of 1° and 30°, respectivBlyring the day,
a continuous decrease of the HONO delta SCDs fradibn angles of 1° is seen with the strongestedse from ~ 3.2
x10' to ~1.2 x16° molecules cm between 6-8 UTC. For the high elevation angles, change is much smaller. For
335 instance, the HONO delta SCDs are ~ 0.2*%friblecules criat the elevation angles of 30° during the whole day
In order to evaluate the agreement of the HONGadeDs between the different participants, forsame data sets, the
diurnal variation of the standard deviation of ANO delta SCDs compared to the median valueslésileded and shown
in Fig. 2c. Note that the standard deviations aleutated over both measurement time and all imgnts. The standard
deviation is much larger in the early morning (=L&° molecules cm) at 6 UTC than those at a later time. The standard
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deviations are slightly larger at low elevation sghan those at high elevation angles. Comparéldet median values of
the HONO delta SCDs, the relative standard deviaganuch smaller at low elevation angles (e.g180% at 1elevation
angle) than at high elevation angles (e.g. 200984030 elevation angle). Similarly, the relative standdewiation in the
afternoon is much larger than that in the early mrg, e.g. 40% at 6 UTC and 100% at 15 UTC, coeststvith lower
daytime HONO concentrations (and thus larger nedatheasurement errors) at the measurement sitee 8ie DOAS fit
errors indicate the uncertainties of the DOAS estil of the HONO delta SCDs, also the diurnal \tameof the median and
standard deviation of the fit errors of all thealaets is shown in Fig. 2d. As demonstrated foerottace gas species in
Kreher et al. (2019), the DOAS fit errors and stadddeviations of HONO delta SCDs should be coniparander ideal
conditions, which means different instruments maaguwith exactly the same field of view (FOV) aadquisition time
under stable atmospheric conditions. However tlidsal conditions can not be perfectly reached alitye By comparing
Fig. 2c and Fig. 2d, one can see that the fit srane smaller than the standard deviation of th&lB8@elta SCDs by ~ 0.3
x10" molecules cm, i.e. by about 50%. This feature indicates thateffects of atmospheric variability in the FOV-of.°
(corresponding to a round sky area with a radiusI¥0 m under a frequent maximum visible distancel® km) and
discrepancies of FOV and acquisition time betweea different instruments can considerably contgbtg random
discrepancies of HONO delta SCD measurements. Aasigonclusion was obtained in the previous steidieKreher et al.
(2019) and Bosch et al. (2018). The differencesantlom discrepancies and DOAS fit errors dependatumal instrumental
noise levels, measured species, and atmospheti@billy conditions. Regarding the dependence orasnesd species,
Kreher et al. (2019) reported that random discrejganof NQ dSCDs in the visible range is larger than DOASfibrs by
an order of magnitude. Comparisons of DOAS fit eyrand random discrepancies of HONO delta SCDsbeiltliscussed
for individual instruments in section 3.3.1.

In order to evaluate the effect of clouds on thastsiency of the HONO delta SCDs between the diffedata sets, we
show the diurnal variation of the median valuestt& HONO delta SCDs, corresponding standard dewistiand the
median and standard deviations of the DOAS fit rsreparately calculated for measurements undear‘cdky” and
“cloudy sky” conditions (see Sect. 2.4 about thrmudl classification) in Fig. 2. In general, similaiues of all the quantities
are found for both sky conditions, probably duethiat HONO abundances are mostly near ground lewel FHONO
absorption light paths are not considerably affédte clouds located at high altitudes. However,thar standard deviation
of the HONO delta SCDs, larger values are foundeuridloudy sky” conditions than under “clear skydraitions. The
standard deviation of the DOAS fit error under taly sky” conditions is larger than under “clear 'skpnditions. This
finding might be attributed to two factors: 1) ttapid variation of cloud properties for conditioofsinhomogeneous cloud
coverage; 2) the enhanced photon shot noise, dtleetéact that less photons are received by ingtnimwunder “cloudy
sky” conditions, can result in larger random nasel further larger discrepancies of HONO delta SG8&tsveen different
instruments compared to those under “clear sky'dt@ms. In addition, results similar to that shownFig. 2 are also
observed for the data sets retrieved using they‘amon FRS”. Hence, we only show the results ahgighe “sequential
FRS".

3.3 Comparison results for individual participants

For the data sets of HONO delta SCDs from individparticipants, linear regressions against the mredialues are
calculated for the whole campaign. The correspandirrelation coefficients, slopes, intercepts, #r@root mean square
(RMS) of the residuals are shown in Fig. 3a, bamd d, respectively. The corresponding median galued standard
deviations are presented in Fig. 3e. The medianegahnd standard deviations of the DOAS fit errershown in Fig. 3f.

For the intercepts, RMS, median differences, andrfors shown in Fig. 3d, e, and f, a second Yessaadded on the right
side of the diagrams. It indicates the typical treéadiscrepancy compared to a typical high valtithe HONO delta SCDs
of 2 x10*° molecules cr. This quantity is referred to as “typical perceaiain the subsequent part of this section. Sihee t
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HONO profile retrievals are dominated by measuremanlow elevation angles, the comparison res$aitd° elevation are
separately plotted in Fig. 3 (red and green détsp the comparison results for analyses usingegtfential FRS” or “daily
noon FRS” are individually presented.

The discrepancies of the HONO delta SCDs betweendifferent MAX-DOAS instruments consist of randand
systematic discrepancies. The random discrepacaiede minimised by averaging over a large amofimeasurements
since instrumental noise and spatial-temporal tiaria of sky conditions and pollutants can be simedtout by the
averaging. The effect has been studied in Peteab €2019). In Fig. 3d, the RMS values of residua linear regressions
against the median values can represent the ramgesmsurement errors similar as the standard dengatid HONO delta
SCDs discussed in section 3.2, whereas the sloges;epts, and median differences shown in Figc3lbnd e indicate the
systematic discrepancies. For comparisons withRIMS values, the DOAS fit errors from individual peipants are also

shown in Fig. 3f.

3.3.1 Random discrepancies

The RMS values shown in Fig. 3d for HONO delta SGiDs lower than ~0.6 x¥0molecules cm for most of the
participants, corresponding to a “typical perceataaf 30%. The RMS obtained using a “sequential’'SFéd a “daily noon
FRS” are similar in magnitude for most of the pap@nts if all elevation angles or only the 1° elgon angle are
considered.,The lowest RMS values of ~0.3%Ifiolecules cm, corresponding to a “typical percentage” of 15%¢ a
reached by the “BIRA”, “NIWA (2)", “AMOIAP”, and, NIWA (1)" instruments. Even though, the “NIWA (1)istrument
belongs to the group of “EnviMes” instruments, wéo RMS is reached by the “NIWA (1)" instrument qoaned to the
other “EnviMes” instruments. The improved performanmight be attributed to the customized produsti@nd
personalised operation of the individual “EnviMesstruments, as well as different implementatiohthe DOAS fits by
the individual participants. Another interestingding for the “EnviMes” instruments is that, altlyputhe same set of
spectra measured by the “USTC” instruments (sedeTapare analysed by the “DLR” and “USTC” researsh much
larger RMS values and fit errors are found for'tbeR(1)” and “DLR(2)” results (especially for theDLR(2)” results with
the “sequential FRS” ) than for the “USTC(1)” andSTC(2)". This finding implies that random discrepges between the
data sets can be considerably attributed to theifspemplementation of the DOAS fits by the indilial participants. The
previous study of Peters et al., 2017 demonstrdtatdifferences in DOAS retrieval codes can resuldiscrepancies of
retrieved NQ dSCDs and RMS residuals by up to 8% and 100%guotisely. Since optical depths of HONO absorptions
are typically much lower than NDthe effect of differences in DOAS retrieval codesd DOAS implementations by
individual participants on retrieved HONO dSCDs htigpe relatively larger than that on BOrhe “CMA” RMS values
derived for a mini MAX-DOAS instrument are the lasg (~1 to 1.7x1% molecules cm) corresponding to a “typical
percentage” of 30% to 85%. The large RMS of “CMA” donsistent with its large fit error of ~1*¥1@nolecules cm.
Therefore, we conclude that the mini MAX-DOAS instrents can hardly reach the signal to noise reongings for HONO
measurements.

Fig. 3g shows the ratios of DOAS fit errors and RS values for individual data sets. This reldtethe discussion at the
end of Sect. 3.2 on the differences of DOAS fibesrand random discrepancies, Fig. 3g indicatedltleaatios are different
for different data sets and in the range of 0.3.& For most of the data sets, the ratios areldhan unity, indicating
effects of atmospheric variability and discrepascté instrumental FOV and acquisition time more dwte random
discrepancies than the effect of instrumental ngigen by DOAS fit errors. The lowest ratio of @s¥ound for the “BIRA”
data set. It indicates that the dominant factothefrandom discrepancies of the “BIRA” data setamospheric variability

and instrumental discrepancies, but not instruniemtige.
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3.3.2 Systematic discrepancies

For an overview of the systematic biases, mediffierdnces of the individual data sets of HONO d&@Ds from the
median values are calculated and shown in Fig.TBese biases are mostly in the range of +0.3'%d®lecules cr,
corresponding to a “typical percentage” of aboub%l The slopes derived from the linear regressiostiy deviate from
unity by about +20% and the intercepts are mostlyhie range of +0.3 x1®molecules cm, which corresponds to a
“typical percentage” of about +15%. For the indivad data sets, the median differences are genegafigistent with the
intercepts, but not the slopes. This finding isted to the fact that low and high HONO delta S@DPsiinate the intercept
and slope derived from the linear regression. Siosevalues are more frequent than large valuespibdian values of the
differences are dominated by the lower HONO de@®S Hence the intercepts and slopes mainly reptéke systematic
discrepancies of low and high values of the HON@ad8CDs, respectively, whereas the median diffesrindicate the
general bias. For the datasets from “BIRA”,"MPICAIOFM”, “NIWA (2)", “AMOIAP”, “USTC (1)", “USTC (2 )", and
“LMU”, the median differences, slopes, and intetseare all in the range of +0.3 *¥20molecules cm, +20% deviation
from unity, and +0.3 x18 molecules cr, respectively, representing the correspondingcgipianges. Much larger biases
of the slopes (~0.5) are found for the “BSU” datithwsequential FRS" than that for those with “gtailoon FRS”. The
reason for this finding is not yet identified. Rtve “DLR (1)” and “DLR (2)" data, although the maedi differences fall
within the range of typical values, different biagabout plus 30% or minus 30% for large HONO dB8IEDs, as indicated
by the slopes) are found for “DLR (1)” with “dailyoon FRS”, and the “DLR (2)” with the “sequentid&®$” at 1° elevation
angle, respectively. Considering that the “DLR” alatre derived from the same set of spectra asWs¥C” data, the
different implementations of the DOAS fits by bgirticipants might have caused the different res@lor the “CMA” data
sets, although the deviations of the slopes froity e within about 20%, the median differenced amercepts of about -
0.5x10° molecules cm indicate a larger underestimation of low HONO a&CDs than for the other participants. However,
here it should be noted that the correlation coifit is also rather low (r ~0.6).

In order to further characterize the diurnal vaoiatof the discrepancies for the individual papamnts, the median and 25%
and 75% percentiles of the differences of the HOMM@®a SCDs from the medians for elevation angle§®p6°, and 15°,
respectively, are shown in Fig. 4. The comparissults for the data sets with “sequential FRS” ‘@&ly noon FRS” are
shown in the subpanels (a) and (b). Considerahimai variations of the discrepancies are foundttier ‘DLR”, “BSU”,
and “CMA” data. For “DLR” data, negative and positibiases occur in the early morning and aroundhpnoespectively,
especially if a “sequential FRS” is used. Largegative biases in the morning and in the afterreverobserved for “CMA”.
Larger negative biases of the “BSU” data with “senfial FRS” appear in the morning, whereas the “B&ata with “daily
noon FRS” show larger negative biases around nadditionally, different biases for different elei@i angles are found
for some data. For instance, the discrepancieti®f'AIOFM”, “NIWA (2)” and “USTC (2)” data are largy for the 1°
elevation angle than for other elevation anglehéearly morning.

In order to evaluate the effects of the FRS sa&aatin the HONO delta SCDs, the median and peresntil the differences
of the HONO delta SCDs of both procedures are shawiig. 4c. The statistics of the differences ravided for different
hours of the day and elevation angles of 1°, 58,18?, respectively. For most of the data setdudicg “BIRA”,"MPIC”,
“Boulder”, “AIOFM”, “NIWA (2)", “NIWA(L)", “USTC (1 )", “USTC (2)”, the median values of the differescare usually
in the range of + 0.1x2®molecules cm (corresponding to a “typical percentage” of 5%hiles 25% and 75% percentiles
are in the range of 0.2x¥0molecules cr (corresponding to a “typical percentage” of 10%9r the “BSU” data, a large
positive bias of ~3 x0 molecules cn is found in the early morning and decreases aftet® The reason for this finding
is not yet identified. The median differences fatth “DLR” data sets are in the range of + 1.6%1Molecules cm
(corresponding to a “typical percentage” of ~ +80#gpending on time of a day, whereas the differesfc25% and 75%
percentiles are about 1x#0molecules cm. However, considering the fact that both “DLR” at\dSTC” data sets are

derived from the same spectra, we conclude thatdifferent effects of the FRS selection arise froine specific
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implementations of DOAS fits. For the “CMA” datdet median differences are in the range of 0.2 # xa3° molecules
cm?. This finding probably reflects the effects oftimsnental instability.

In general, systematic discrepancies between ttzesads are in the range of + 0.3 ¥lfolecules crd, which is about half
of the general random discrepancy of ~ + 0.6 'XIfolecules cm. For a typical high HONO delta SCD of 2 #*10
molecules cr, the typical relative systematic and random disaneies are about 15% and 30%, respectively. Theso
random discrepancy of ~ 0.3 ¥20nolecules cm, which is comparable to the general systematis, ian be reached by
some instruments. For some data sets, the systediitirences are higher (up to = 0.5%1olecules crd) probably due
to an inappropriate implementation of the DOASFibr most instruments, the FRS selection is nditafj as the systematic
differences between the HONO delta SCDs retrieva@dguthe “sequential FRS” or “daily noon FRS” aygitally in the

range of +0.1x1%¥ molecules cm.

3.3.3 Discussion on effects of misalignments of edgion angles

Misalignments of elevation angles for individuadtiuments might result in discrepancies of HONQad8ICDs between the
instruments. Since elevation misalignments mighhsegi in systematic offsets and temporal changesirfdividual
instruments, the resulting discrepancies of HON@ad8CDs might be both systematic and random. Wienated the
typical bias of HONO delta SCDs according to a ¢gpimisalignment of elevation angles during the BH2 campaign.
Donner et al (2019) characterized biases of elenaiingles being mostly smaller than 0.4° for méshe MAX-DOAS
instruments during the CINDI-2 campaign, based cansing horizon and active light calibration methagpplied to
individual instruments. Figure 2b indicates tha thrgest change of HONO delta SCDs per elevatgteadegree appears
at the lowest elevation angles of 1° to 3°. Thesetdfects of misalignments of elevation anglesy@asured HONO delta
SCDs are stronger at smaller elevation anglesdhéarger ones. Based on the typical dependeneOdO delta SCDs on
elevation angles, the bias of HONO delta SCDs alu#°to a typical elevation angle bias of 0.4°mamoughly estimated as
~0.2x106° molecules cnd in the morning and ~0.04x¥0molecules cM around noon, which are only a third of typical
DOAS fit errors shown in Fig. 2d and 10% of typicahdom discrepancies shown in Fig. 2b. Furthermee do not
observe correlation between the bias of HONO d&@i® from the median values and identified misalignts of elevation
angles for some instruments for which considerabdation misalignments occurred during the campa@verall, the
misalignments of elevation angles result in nepglgdiscrepancies of HONO delta SCDs between thteuiments.

4. Inter-comparison of tropospheric HONO vertical pofiles

In this section we present the inter-comparisowmesfical profiles of the HONO VMRs retrieved by ttferent participants

with different inversion algorithms for the baseliretrieval settings (see section 2.3.1). An owsnof the retrieved profiles
is presented in section 4.1. The overall statistitd comparison results for the individual pareifs are given in sections
4.2 and 4.3, respectively.

4.1 Overview of retrieved HONO profiles

Time series of the HONO profiles retrieved by tfiféedent participants between 6 to 17 UTC on indial days during the
whole campaign are plotted in Fig. 5. This alsdudes all the profile results for the four compangasks described in
section 2.3.2. Although the HONO profiles wereissted in the altitude range below 4 km, only theufes below 1km are
shown, because above 1km only very small HONO mixiatios are retrieved. However, for the calculatand inter-
comparison of the HONO VCDs (sections 4.2 and 4t®),HONO profiles are integrated for the altitwdage from 0 to 4
km. For the individual comparison tasks, the medialues of the HONO profiles are calculated and alstted in Fig. 5.

12
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All data sets indicate that HONO usually accumlatear the surface. However, considerable discoigmof the absolute
values and diurnal variations can also be seen.skiieconditions identified from the MPIC MAX-DOAS @asurements
(see section 2.4) are shown in the bottom panElgf5. The gaps of results in Fig. 5 are due éuthavailability of data as
the corresponding MAX-DOAS instruments were notrafienal or the profile inversion failed. For TasRkb, the “MPIC
(MAPA valid)” data show much more gaps than the TRIRMAPA)” data since the quality flag criteria (Ble et al., 2019)
were applied to the “MPIC (MAPA valid)” data. Foa3k T1a and T1b, two versions of “BIRA” profile véts are displayed
and marked as “BIRA (v1)” and “BIRA (v2)", and disgsed in section 5.3. Since the “BIRA (v2)" dattiseetrieved with
more realistic measurement uncertainties than “B(RB", it has been decided to only use the “BIRR)’ data set in the
further inter-comparison analysis in sections 4@ 4.3.

4.2 Statistical inter-comparisons of HONO profilesVCD and near-surface VMRs
4.2.1 Comparisons with median values

The diurnal variations of the median values of H@NO VCDs and near-surface VMRs for all the dats see calculated
for the individual tasks and plotted in Fig. 6a dndespectively. A steep decrease of the HONO V@b near-surface
VMRs from ~3 to ~1.5x18 molecules cm and from ~0.4 to ~0.1 ppb between 6 and 8 UTCoimd, respectively.
Afterwards, the VCDs and VMRs close to the surfsizgy at low values with a slight decrease untiluBC. Considering
the significant decrease of HONO in the early mugnihe median values of the HONO profiles befare after 7 UTC are
separately shown in Fig. 6d, and e, respectivebghBigures indicate that the HONO VMRs above 6 dre close to zero.
In addition, Fig. 6a and b indicate considerabfteténces of the median values of the differerit¢asspecially in the early
morning before 8 UTC. These differences can prilpdré attributed to differences of the input HON@itd SCDs and
aerosol profiles used in the profile retrievals.

The 25% and 75% percentiles of the differencehefHONO VCDs, near-surface VMRs, and vertical pesfbefore and
after 7 UTC compared to the median values are showig. 6a, b, d, and e, respectively, with difier columns indicating
the four tasks. The deviations between the diffedata sets are much smaller if the common HON@d&CDs (task T2a
and T2b) are used than if the HONO delta SCDs ntedgwy individual instruments (task T1a and T1bjemgsed. For task
T2a, the half interquartile range is mostly ~ 5%Ifiolecules cm (corresponding to ~15% to ~30% of the median \&)lue
for the VCDs, and ~0.02 ppb for the near-surfaceR&M~5% to ~20% of the median values). For task, Tha half
interquartile range increased by about three tim@spared to those for task T2a. Therefore, we caleclthat the
discrepancies of the HONO delta SCDs can contritute30% to 60% deviations of the HONO VCDs, an@%1to 40%
deviations of the near-surface VMRs results. Théaadiens are smaller than the typical relative déens of HONO delta
SCDs of 40-100% at low elevation angles, whicheadse to the smoothing effect of the profile ini@ns For both tasks
T2a and T2b, the absolute deviations are largénémmorning than in the afternoon, but the relateeiations are similar
due to larger HONO values in the morning. Alsolslig larger interquartile ranges are found for ta&%b than for task T2a,
especially in the morning by ~3x#nolecules cnd and ~0.04 ppb respectively. This indicates thatdiscrepancies of the
aerosol retrievals can cause discrepancies of t@&® VCDs and near-surface VMRs by ~50%. Similargesn of
percentiles are found for task T1a and T1b, indigathat the effects of using either a “sequeriRE” or “daily noon FRS”
on the consistency of the HONO profile retrievais aot critical. The comparison results of HONOfppes shown in Fig.
6d and e indicate that deviations of the HONO VMRésween different data sets are negligible atualés above 0.4 km,

where the HONO VMRs are also almost zero.
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4.2.2 Comparisons with LP-DOAS

The statistical differences (the median values 26% and 75% percentiles) of the near-surface HONGRY of the
different data sets compared to the co-located OAB are shown in Fig. 6¢c. The LP-DOAS measuremamdisdata for the
comparisons are described in section 2.3.3 Theanatifferences and half interquartile ranges arstiydn the range of +
0.05 ppb (~10% to ~50%) and 0.1 ppb (~20% to ~10fi}he four tasks. Systematically larger intemjle ranges are

found in the early morning.

4.2.3 Cloud effects on the HONO profile results

In order to evaluate effects of clouds on the cieacy of the HONO profile retrieval results, allagtities in Fig. 6 are
separately shown for the measurements under “sledrand “cloudy sky” conditions. In general, similvalues for the
upper and lower quartiles are found for both chradt cloudy sky conditions, except for task T1la ahd. The interquartile
ranges under “cloudy sky” conditions are ~10% latban those under “clear sky” condition for taskaTand T1b, which is
probably related to the larger random discrepanzii¢gbe HONO delta SCDs measured by different imegnts (see Fig. 2c
and section 3.2).

4.3 Comparison results for individual participants

For the HONO near-surface VMRs and VCDs derivednfrihe profile retrievals of the individual partieipts, linear
regressions against the median values are perforiedderived correlation coefficients, slopes, andrcepts, as well as
the RMS of the residuals are shown in Fig. 7a anthe median values and standard deviations ofliffierences of the
individual data sets from the median values are plesented in Fig. 7a and c, and for the verficefiles in the three
altitude intervals of 0 km to 0.2 km, 0.2 km to &mh, 0.4 km to 0.6 km in Fig. 8. For the interce®®MS, and median
differences shown in Fig. 7, the corresponding ittgppercentages” (relative differences compared tgpical large HONO
near-surface VMR of 0.4 ppb and VCD of 3 ¥1@olecules cri) are also shown (see y axis on the right sideylithahally,
for the comparison results of the near-surface HOMRSs versus the LP-DOAS measurements, the sanmaeneders as
shown in Fig. 7a and c are given in Fig. 7b. Thmegarameters as shown in Fig. 7a and c are defioed the
comparisons of the modelled and measured HONO &f@as and shown in Fig. 7d. Following the discusdimm in
section 3.3, the random and systematic discrepsua€ithe profile retrieval results are discussethefollowing.

4.3.1 Random discrepancies

The RMS of the differences shown in Fig. 7a anddiciate systematically smaller random discrepanfaesasks T2a and
T2b than for tasks T1a and T1lb. The RMS valuesafssurface HONO VMRs are around 0.08 ppb (~20%aliche data
sets in task Tla and T1b. The RMS values of HON@Y¥@re around 0.6 x}¥0molecules cm (~20%) for most of data
sets, with a maximum value of ~ 0.9 *1fnolecules (~30%) found for USTC (1). In tasks E2a T2b, the RMS for the
near-surface HONO VMRs and VCDs is typically aro@@? ppb (~5%) and 0.2 x®¥0molecules cr (~7%), respectively.
The largest RMS of the near-surface HONO VMRs ari@D¥ are 0.06 ppb (~15%) and 0.7 %ltholecules (~25%),
respectively, which are found for “MPIC (PriAM)” dn‘MPIC (MAPA)". However, the RMS decreases drarcaity if
quality flags are applied to the “MPIC (MAPA)” data derive the “MPIC (MAPA valid)” data. The stamdadeviations of
the differences of the vertical profiles againgt thedian values shown in Fig. 8 indicate that #relom discrepancies at
altitudes above 0.2 km are mostly much smaller tiase to the surface. The standard deviation istijmaround 0.02 ppb
in the altitude grid of 0.2 to 0.4 km and almostozet altitudes above 0.4km. a Relatively largeiation of ~ 0.15 ppb for
“AlOFM” appears at high altitudes in tasks Tla. dAsignificantly larger deviations at high altitudase found for the
“MPIC (MAPA)” data than the other data in task THowever, the quality controlled “MPIC (MAPA valithlata show the

similar deviations with the other data.
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4.3.2 Systematic discrepancies

Fig. 7a and ¢ show the median differences, intéscegmd slopes derived from the comparison of tRNB near-surface
VMRs and VCDs. Similar to the HONO delta SCDs dgsad in section 3.3.2, the overall systematic dfsncies of near-
surface VMRs and VCDs for low and high values ardidated by the slopes and intercepts, respectividlg median
differences indicate that the systematic discrejgasrare mostly in the range of 20% for both taska @nd T1b, and 5% for
both tasks T2a and T2b. The discrepancies of th®3d/@re larger between the different data sets coedpto the
discrepancies of the near-surface VMRs, and theelation coefficients of the comparisons of the \&&re smaller than
those of the comparisons of the near-surface VMRe. near-surface VMRs are thus more consistentiwitte data sets
than the VCDs. In addition, the discrepancies liar tasks Tla and T1b are 4 times larger than fotabks T2a and T2b,
which indicates that the discrepancies of the fgaétrievals are dominated by the errors fromitipeit HONO delta SCDs,
and not by the profile inversion algorithms. Adaiitally, the similar level of discrepancies betwéssks T1la and T1b, and
tasks T2a and T2b indicate that the effects of fRS” selection and different aerosol retrievalstba discrepancies of the
HONO profile retrievals are almost negligible.

The data sets with substantial systematic discr@panvill be discussed individually in the followinThe “CMA” data sets
show a systematic overestimation of up to ~45% cetpto the median values. However, Fig. 3e ind&at systematic
underestimation of the “CMA” delta SCDs comparethvihe median values. Since Fig. 7d indicates miffignt systematic
overestimation of the modelled HONO delta SCDs carag to the measured ones, we conclude that thermeptation of
the profile inversions is the dominant factor cagsa substantial overestimation of the “CMA” prefilesults compared to
the other data. For the “LMU” data set, an oveuatlerestimation of the VCDs, even though the naedase VMRs are
well consistent, is found because the VMRs areegyatically lower than the median values at highuales, which can be
seen in Fig. 8.

The systematic and random discrepancies betweetdiffeeent HONO profile results are quite compaegtand typically in
the range of 20% for tasks T1a and T1b and 5%afkst T2a and T2b, with extreme discrepancies o¥%-#0 task T1la and
T1b, and ~20% for task T2a and T2b.

4.3.3 Comparison with LP-DOAS

The comparison results of the near-surface HONO ¥MRthe individual participants against those mesas by the co-
located LP-DOAS instrument are displayed in Fig. There the correlation coefficients, slopes, itgéets, and RMS of
residuals derived from the linear regressions dsagehe median differences against the LP-DO/Assilte are shown. The
median differences and intercepts are consistetht those derived from the comparisons of the imtliai data sets against
the median values (Fig. 7a). However, the slopab®individual participants for tasks T1la and Btb smaller than those
derived from the comparisons against the mediamegal(Fig. 7a). Therefore, in general all data sgttematically
underestimate high near-surface HONO VMRs comptyéde LP-DOAS results. Since the vertical layeameed by the
LP-DOAS is consistent with the lowest vertical lapé the MAX-DOAS profile retrieval, the systematiifferences might
be mainly attributed to different air mass measungdhe two techniques. It needs to be noted thaXNDOAS typically
measures the averaged HONO values in an effedghe path of about 10km, whereas LP-DOAS measuresaveraged
HONO values in a light path of about 4 km betwesrtélescope and reflector. Since the typicaltlifee of HONO is only
of the order of 20 min under daytime conditionpsty HONO concentration horizontal inhomogeneiti@s be expected.
For the random differences of the individual dagts sagainst the LP-DOAS measurements, in generélasiRMS values
are observed as those derived from the comparigaimst the median values (Fig. 7a) for tasks Thlb. However, for
tasks T2a and T2b, the RMS values for “BIRA”, “BIRMMF”, and “AUTH” are much larger for the comparisavith LP-
DOAS than those for the comparison with the medialnes. Therefore, we conclude that the randonrefisacies might
be dominated by variations of HONO concentratianghie air mass measured by the LP-DOAS. Frequetsticms of
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625 HONO concentrations can be expected due to the Bfeotime of HONO. The variations of HONO concrations in the
air mass measured by the MAX-DOAS instrument casrheothed due to averaging effect in a typicalatife light path
of ~10km length.

5 Sensitivity studies of profile inversion

5.1 Sensitivity study on the effects of a priori pofiles and the a priori covariance based on synthiet HONO delta
630 SCDs
In this section we evaluate the influence of ttgiari profile on the retrieval results based onthgtic HONO delta SCDs
simulated by the RTM SCIATRAN. For these simulasipthree different HONO profiles are used. Thesdilps as well as
the other input parameters used for the RTM sirariatare provided in section 2.3.4. Among the thrasicipants of this
sensitivity study, “INTA” and “AUTH” used the “BeBt' profile inversion algorithm whereas “MPIC” usée “PriAM”
635  profile inversion algorithm. While “BePro” uses mdar optimal estimation method, in “PriAM” a naméar optimal
estimation approach in logarithmic space is app€Md also evaluate the effect of different defonis of a priori covariance
(Sy). In the baseline setting. & set to 100% of the a priori values for the dizg terms. In the following this baseline
configuration of Sis referred to as “a priori determined’.S~or the “BePro” algorithm, Sis alternatively also set to a
constant value at all altitudes, which is 100%ha&f & priori value in the lowest altitude grid. Thetting of Sis referred to
640 as the “constant.S The alternative choice of.San theoretically decrease the constraints ofathpgiori profile on the
retrieved profiles. Here it should be noted that‘RriAM” the definition of S according to the baseline settings is changed
to unity at all altitudes due to its conversiorthe logarithmic space. We don’t apply an alterrefivfor “PriAM”.
HONO profiles are retrieved from synthetic HONOtdebCDs using three different a priori profilesdish in Fig. 1b) and
two different . The retrieved profiles are shown in Fig. 9 sefgdydor the three different algorithms. It is falithat for
645  all scenarios similar results are retrieved by “MTand “AUTH”, which apply the same “BePro” algdnih. For the tests
with the a priori determinedaSboth “INTA” and “AUTH” considerably overestimathe HONO VMRs near the surface
and underestimate those at high altitudes for thél@s 2 and 3 if the a priori profile 3 is usddbwever, for the tests with
constant § well consistent profile results are derived bMTA” and “AUTH” for all three a priori profiles. Tis indicates
that the HONO profile retrievals using “BePro” resgd to the true HONO profiles much better if a “stamt §' is used.
650  For the “MPIC” results with the “PriAM” algorithrrglso well consistent profiles are obtained forttivee different a priori
profiles. For profile 1 the “MPIC” retrieval agresrich better with the true profile than “INTA” atdUTH" results. These
results indicate that the “PriAM” algorithm can teetrespond to different HONO profile shapes thiotige implementation
of the non-linear iterative procedure in logaritbrapace.
The effect of random noise on the profile retriswabre tested based on the “noisy synthetic HON@ &Ds”, which are
655  described in section 2.3.4. Median values and stahdeviations of differences of the retrieved HOpIOfiles compared to
those retrieved from the synthetic HONO delta S@@kout noise are shown in Fig. 10. And for the samesults, the ratios
of the median values and standard deviations showig. 10 compared to the true HONO profiles ated in Fig. 11.
The results for the retrievals using the “a praetermined § and “constant § are shown separately in Fig. 10 and Fig. 11.
For “INTA” and “AUTH”, much larger standard deviatis for retrievals using the “constany $an those using the “a
660 priori determined § at high altitudes are found due to the smallgriari constraints if the “constant,'Sis used. For
“MPIC”, standard deviations at altitudes below 1 &re similar with those for “INTA” and “AUTH" withthe “constant $.
However, much smaller standard deviations are fatradtitudes above 1 km.
We conclude that for the “BePro” algorithm, the fistant §' can increase the response of the profile retiget@different
HONO profile shapes, but can reduce the stabilitye “PriAM” algorithm can well balance the resporesed stability.
665  Therefore we recommend retrieving HONO profilefogarithmic space.
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5.2 Sensitivity study on the effects of the grid bervals in the profile retrievals

In the baseline settings of the profile retrievtals grid interval were set to 200 m. Since a sigaift vertical gradient might
appear in the lowest 200 m, we tested the effetissimg different grid intervals, e.g. 50m and 100m the retrieved
profiles using the “PriAM” algorithm based on theIPIC” measured HONO delta SCDs during the whole paign. For
670 different grid intervals, the averaged diurnal a#idns of the retrieved HONO VMRs below 200 m dreven in Fig. 12a.

Differences of the retrieved HONO VMRs using gridkeirvals of 100m and 50m compared to the baseditimmg are shown
in Fig. 12b. Fig 12 indicates that the retrievedM®VMRs below 100 m for both retrievals with grictérvals of 50m and
100m are similar to those grid intervals of 200ras@ine settings). The retrieved HONO VMRs sigaffity decrease in
the grids above 100m. Based on this sensitivity tes concluded that a finer resolution than @0€an improve the profile

675  results in the altitudes range below 200m.

5.3 Measurement uncertainties of HONO dSCDs and tlireeffects on profile retrievals.

In order to calculate the diagonal elements ofcinariance matrix of measurement uncertaintiepfofile retrievals using
the optimal estimation method, measurement unceiai of HONO dSCDs need to be estimated. Measureme
uncertainties can be mainly attributed to instrutakenoise and atmospheric variability. DOAS fitag provide a good
680 representation of the instrumental noise. In tlasebne settings of profile retrievals, we assuimat tmeasurement
uncertainties and DOAS fit errors of HONO dSCDs egeivalent. However this assumption is not realistthe effect of
atmospheric variability is significantly larger th®OAS fit errors. As shown in Fig. 3f, the low&DAS fit errors of ~ 0.1
x10" molecules crd are found for the BIRA instrument, and they are¢htimes lower than the typical DOAS fit error of
0.3x10° molecules cm of the other instruments as shown in Fig. 2c. Twtadsets of HONO profile results are derived
685 from the same HONO dSCD data sets with differetings of the diagonal elements of the measuremenertainty
covariance matrix. The baseline profile retrie\ettings (i.e. 100% of the DOAS fit errors of the NO dSCDs) are applied
for the retrievals of the “BIRA (v1)” data set., ikehthe “BIRA (v2)” data sets corresponds to th&B© profile retrievals
where 300% of the DOAS fit errors of the HONO dSGide used. Fig. 5 indicates that the “BIRA (v1)5ults deviate
more from the median values than those of “BIRA)(vZhis feature is due to the fact that the measwent uncertainties of
690 the “BIRA” instrument are substantially larger thigemDOAS fit errors, due to the effect of atmospheariability. In order
to realistically estimate measurement uncertainties standard deviations of the “BIRA” HONO dSQiefieved using the
daily noon FRS in the time period of 11 to 16 UT@ iadividual days are shown in Fig. 13a. Since HON&CDs,
especially in the zenith view, are close to zeroshewn in Fig. 2b, the standard deviations canessnt random
measurement uncertainties. Since the DOAS fit srafr the “MPIC” data set are in the moderate ranfeall the
695  participating instruments, the standard deviatiofisthe “MPIC” data set are calculated and shownFig. 13b for
comparisons with the “BIRA” data set. In additidhe averaged DOAS fit errors of HONO dSCDs of bd#ta sets are
shown in the bottom panel of Fig. 13. Figure 13dates that although the DOAS fit errors of the RBI’ data set is about
one third of the “MPIC” data set, the standard dgens of both the “MPIC” and “BIRA” data set arensparable and
around 0.2 to 0.3 x3®molecules cr. This feature suggests that measurements undetaime similar for both the “MPIC”
700 and “BIRA” data sets due to the dominant effecawhospheric variability on the measurement unasits of the “BIRA”
data sets. In contrast to the “BIRA” case, bothaspheric variability and instrumental noise are pamable in the “MPIC”
data set. Since the measurement uncertainties banat éhree times higher than the DOAS fit errors fioe “BIRA”
instrument, the setting for the “BIRA (v2)" profilesults is more realistic that for the “BIRA (vIpfofile results. However
for the “MPIC” instrument and most of the othertmsents, since the measurement uncertaintiesamparable to the
705 DOAS fit errors, baseline settings are reasonadble.can conclude that not only DOAS fit errors, bigo atmospheric
variability should be considered for the estimatioh measurement uncertainties for profile retrisvarhe effect of
atmospheric variability on measurement uncertasntiieHONO dSCDs is roughly around 0.2 to 0.3 R1fiolecules cri,
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which might be significantly larger than DOAS fitrers of a state-of-art MAX-DOAS instrument withghi signal to noise

ratios.

6 Conclusions

In this study, HONO delta SCDs and vertical prafikre retrieved from different MAX-DOAS observatoduring the
CINDI-2 campaign. VCDs and near-surface VMRs arevad using different profile inversion algorithmahich are
applied to HONO delta SCDs analysed by the diffeparticipants. Peak HONO values with delta SCD4%¢levation
angle of ~3x1& molecules, VCDs of 3xdmolecules crd, and near-surface VMRs of 0.4 ppb on averagesiri@ved in
the early morning. These are followed by a steepedse to ~1.2 x¥®molecules cm, ~1.5x10° molecules crd, ~0.1
ppb, respectively, during the period from 6 to 8QJAfterwards, the HONO values stay low and furtiecrease slightly
during the rest of the day. The profile resultsdate that most of HONO accumulates at altituddevb®.2 km and HONO
concentrations are close to zero at altitudes abav&m during the day.

We evaluated random and systematic differencesdeetvdifferent retrieval results of HONO delta SCil¥sived from
different MAX-DOAS instruments using different imagon algorithms. For MAX-DOAS instruments with aagl
spectrometer, the systematic discrepancies of ¢lta &CDs of the different MAX-DOAS instruments generally in the
range of +0.3 x18 molecules cm, which is half of the typical random uncertainty~®.6 x10° molecules cm. For a
typical high value of HONO delta SCD of 2 ¥¥@nolecules cr, the typical relative systematic and random urdeties
are about 15% and 30%, respectively. Similar magdet of random and systematic uncertainties areredd for different
elevation angles. However, since the HONO delta S@€crease with increasing elevation angle theivelaandom and
systematic uncertainties reach up to 200% - 400%,190% - 200%, respectively, for the’ @evation angle. The HONO
delta SCDs retrieved by some participants showtanbally larger random and systematic discrepancampared to most
participants, which is mainly caused by limitatioo$ the instrumental signal to noise ratios or a@appropriate
implementation of DOAS fits. Another important find is that for most instruments the random disaneges of HONO
delta SCD results between the different instrumangssignificantly larger than individual DOAS étrors due to the effects
of atmospheric variability and discrepancies oftrummental FOV and acquisition time. In additiony fmost of the
instruments, the effects of using either a “seqaefRS” or “daily noon FRS” on the errors of th®©NO delta SCDs is
practically negligible with systematic and randoiffedences between both retrieval results typicalighin +0.1 x10°5
molecules cri (~ £5%).

Random and systematic differences between thevettiHONO VCDs, near-surface VMRS, and profilesnftbe different
MAX-DOAS instruments and inversion algorithms atgtlier evaluated via statistical inter-comparisBoth systematic
and random differences of HONO VCDs and near-serfddRs are typically ~ 20%. For some instrumertig, imaximum
random and systematic discrepancies are ~40%dkr ¢o better understand the reasons for the diffags, all participants
retrieved HONO profiles also from a set of commddMO delta SCDs using their specific inversion aithons. The results
of this task indicate that the differences of thefife inversion algorithms generally contribute both systematic and
random discrepancies of the HONO VCDs to about .2 «013° molecules cn and of the near-surface VMRS to about ~
0.02 ppb (typically ~ 5% for both VCDs and nearface VMRs). These results indicate that the erobithe HONO delta
SCDs dominate the differences of HONO profile resuFurther error sources, especially for the mestreme
discrepancies, are probably inappropriate impleatamts of the profile inversion algorithms and/@nfigurations of the
profile retrievals. Both systematic and random i@ipancies are considerably higher in the lowegtidé range of 0 to 0.2
km, mostly ~ 0.02 ppb in the altitude range fror@ b 0.4 km and almost zero above. In addition, gffect of using a
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“daily noon FRS” or a “sequential FRS” in the DOAS on the profile results is almost negligible.sal the effect of
different aerosol retrievals on HONO profile resu#t typically negligible.

The near-surface HONO VMRs retrieved from differ&éfAX-DOAS measurements are also compared to thiocated

LP-DOAS measurements. In general, the systematrepancies of the individual MAX-DOAS measuremerusipared
to the LP-DOAS results are similar to those derifreth the comparison with the median values ofVeX-DOAS results.

Interestingly, the median values of all MAX-DOAS aserements are systematically lower or higher thanLP-DOAS

results by up to 0.15 ppb (~50%) and 0.07 ppb (~2@®0%) in the early morning and around noon, eetpely.

The effects of a priori profiles and covariance fioe “BePro” and “PriAM” profile inversion algoriths, which are both
based on the optimal estimation method but in lireeal logarithmic space respectively, were evatlatgng simulated
delta SCDs for three different altitude profileheTresults of this sensitivity study indicate thatconstant Sa” for the
“BePro” algorithm in linear space can increaserésponse of the profile retrievals to different HOIgrofile shapes, but
tends to reduce the stability. The “PriAM” algorthin logarithmic space can well balance the resparsd stability.

Therefore we recommend retrieving HONO profiledagarithmic space. Additional sensitivity tests izate that a finer
resolution than 200m improve the retrieved profilesthe altitudes range below 200m. In additionisitfound that

measurement uncertainties of HONO dSCDs, whichassled to calculate measurement uncertainty covarimatrix for

profile retrievals using the optimal estimation het, can be significantly larger than DOAS fit esralue to the effect of
atmospheric variability, especially for an instrumevith a low noise level. This may lead to unrstidi estimations of
measurement uncertainties causing considerableegisecies in profile results. Therefore, not on@AS fit errors, but
also the effect of atmospheric variability needbéoconsidered for the estimation of measuremecertainties. The typical
contribution of atmospheric variability to measuger uncertainties is about 2 to 3 *¥@nolecules cm, but it might

depend on particular sky conditions and instruneprtaperties.

We summarise that, even though the errors of theessared HONO delta SCDs usually dominate the eobtke retrieved
HONO profiles, also the inappropriate implementatiof the profile inversion algorithms can cause staitial

discrepancies. Profile inversion algorithms wittoger configuration can well retrieve different HON#Dofile shapes,
especially in logarithmic space. This corroboratest one important feature of the retrieved HON®fifgs, the high

concentrations near the surface, represents weelrfibient HONO vertical distribution during the C©IN2 campaign.
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1165  Figure 4: Boxplots (including median, percentiles, ad extreme data) of the differences of the HONO d&l SCDs for individual
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angles. The gaps between the subplots are due toavailability of the corresponding data.
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1175 Figure 6: Boxplots of the differences of the HONO VOs (a), near-surface VMRs (b), profiles before (dand after 7 UTC (e)

derived by different institutes compared to the metn values for the whole campaign. Boxplots of thdifferences of the HONO

1180

near-surface VMRs compared to the co-located LP-DOA®easurements are shown in (c). Colours in all suiglures indicate the
sky condition. Comparisons of data sets for the fautasks are shown in the different columns of subfjures. Comparison results

are calculated for different hours during the day n (a), (b), and (c). The reference values for the ogarisons are also given by the
solid lines in each subfigure. The reference valuese hourly median of HONO VCDs (a), near-surface WIRs (b), and profiles

before (d) and after 7 UTC (e) derived from all MAXDOAS data, and near-surface VMRs derived from the @-located LP-DOAS

measurements (c),

respectively.
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Figure 7: Correlation coefficients, slopes, intergets, and RMS of the residuals of the linear regregsn as well as median
1185 differences between individual participants and thereference values, which are the median values ofl MAX-DOAS (a), (c), and
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Figure 12: (a) Averaged diurnal variations of the HONO VMRs in the altitude range of up to 200 m retreved using the “PriAM”

algorithm using vertical grid intervals of 50 m, 1® m and 200 m, respectively. Note that the results the altitude grids below 200

m are given respectively. The results are derived &m the HONO delta SCD measured by the MPIC instrumet. (b) Averaged
1215 diurnal variations of the differences of the HONO WRs retrieved for vertical grid intervals of 50 m, and 100 m compared to
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1220 instruments, respectively. The colormap indicates elzation angles.
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Tables
Table 1 Overview on instrumental properties andyasmasoftware used by the different participants
dSCD inter- profile inter- Synthetic
. CINDI-2 Spectral Field of X Profile X X
Institute Instrument Spectral X . comparison task | X comparison task analysis
Instrument . range Res. ( th[egt]or view (° | Fit software inversion
ype es. (nm . Sequential| Dail i
ID* (nm) FWHM) q Y| algorithm T1a| T1b | T2a| T2b
FRS FRS
. in-house 300 BePro x x x x
BIRA? bira-4 0.37 -50 0.5 QDOAS x x -
developed 2D -390 MMFE N - X x
BouldeP in-ouse | 5470 07 30 0.7 QDOAS
ouldel | . - . E . x x - -
cu-boulder- udeveloped P
in-house PriAM x x x x
MPIC® | mpic-28 315-475| 0.72 20 1 QDOAS x x x
developed 1D MAPA _ ~ ~ «
in-house
AIOFM¢ aiofm-1 290-380 0.4 -30 0.2 QDOAS x X PriAM -
developed 2D
in-house
NIWA® (2)] niwa-30 290-363 0.54 -20 0.5 DOASIS x | - -
developedlD
. in-house
csicd csic-10 300-500 0.5 -70 0.7 QDOAS x - - -
developed 1D
in-house
BSW bsu-5 300-500 0.4 -40 0.2-1.0 WIinDOAS - x| - -
developed 1
Andor Solis &
. in-house in-house
AMOIAP"|  amoiap-2 315-385 0.4 -40 0.3 - x - - - - - -
developed 1D developed
software
NIWA (1) | niwa-29 |EnviMes 1D| 305-460 0.6 20 0.5 DOASIS x x - -
DLR (1) | dirustc-13 | EnviMes 1D| 300-460| 0.6 20 0.4 DOASIS x x - -
DLR (2) | dlrustc-14 | EnviMes 1D| 300-460 0.6 20 0.4 DOASIS x X - -
USTQC (1)| dlrustc-13 | EnviMes 1D| 300-460 0.6 20 0.4 DOASIS x x HEIPR(Q -
x X
USTC (2)| diruste-14 | EnviMes 1D| 300-460| 0.6 20 0.4 DOASIS x x| HEIPR( -
LMU* | |mumim-35 | EnviMes 2D| 300-460| 0.6 20 0.4 QDOAS x B EY] x -
Hoffmann
CMA! cma-7 300-450 0.7 Room 1 0.8 WIinDOAS x b PriAM -
GmbH 1D
AUTH™ - - - - - - - - BePro - - x x x
INTA" - - - - - - BePro - - - - x

* reference: More details of the instruments arscdbed in Table 2 in Kreher et al., 2019.

1225 a. Royal Belgian Institute for Space Aeronomy, Bety

b. Department of Chemistry and Biochemistry, Ursitgrof Colorado, USA

¢. Max Planck Institute for Chemistry, Germany

d. Anhui Institute of Optics and Fine Mechanicsjrése Academy of Sciences, China

e. National Institute of Water and Atmospheric Reske, New Zealand

1230 f. Spanish National Research Council, Spain

g. National Ozone Monitoring Research and Educafienter BSU (NOMREC BSU), Belarusian State Univgr&elarus
h. A. M. Obukhov Institute of Atmospheric PhysiBaissia
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i. Deutsches Zentrum fiir Luft- und Raumfahrt, Gemna

j. School of Earth and Space Sciences, Universifcgence and Technology of China, China
1235 k. Meteorologisches Institut, Ludwig-Maximilians-lersitat Miinchen, Germany

|. Chinese Academy of Meteorology Science, Chinaedmlogical Administration, China
m. Laboratory of Atmospheric Physics, Aristotle Uanisity of Thessaloniki, Greece
n. National Institute of Aerospatial Technology a8p

1240 Table 2 Baseline DOAS analysis settings for the XL

Parameter

common setting

Fitting spectral range
Wavelength calibration

Cross sections
HONO

NO2

Os

BrO
Os
HCHO
H20 (vapor)

Ring effect

Intensity offset
Polynomial term
Wavelength adjustment
Fraunhofer Reference
Spectrum (FRS)

335-373 nm
Calibration based on Fraunhofer lines of Kuruczrsola

spectrum (Kurucz et al., 1984)

Stutz et al. (2000), 296 K
Vandaele et al. (1998), 220 K and 298 i¢drrected (107
molecules cd)
Taylor terms (see Pite et al. 2010) with respect &gy, at
298 K :AGyo,, Ofo,
Bogumil et al., (2003), 223 K and 243 K;dorrected (107
molecules crf)
Fleischmann et al. (2004), 223 K
Thalman and Volkamer (2013), 293 K
Meller and Moortgat (2000), 297 K
Polyansky et al. (2016) scaled by 2.61(pel el al., 2017)
Ring spectrum calculated based on Kurucz solar atids
Ring scaled with)/ 354 nm} (Wagner et al., 2009)
Polynomial of order 1 (corresparglto 2 coefficients)
Polynomial of order 5 (correspomydio 6 coefficients)
All spectra are shifted dretched against FRS
1. daily noon FRS (at 11:30)
2. sequential FRS

* solar | correction, Aliwell et al., 2002

1245
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Table 3 Common settings of the HONO profile retaisv

Parameter

Values

Atmosphere definition

pressure, temperature, @itadensity, and ©vertical profiles
averaged from sonde measurements in De Bilt (092013
2015); Surface albedo should be fixed to 0.06.

Retrieval altitude grid

0-4 km and step of 200 me Brface height and instrument altitude are

fixed to O m.

Wavelength

355nm (effective center of the wavelemghge (335-373nm) of the HONO delta SC

retrieval)

Aerosol properties

The single scattering albedashbe fixed to 0.92 and the asymmetry factor &380.
The aerosol profiles retrieved at 360nm fromo@n be directly used.

Elevation angles

Those used in the measurementsétému protocol: 1, 2, 3, 4, 5, 6, 8, 15, 30°

Measurement uncertainty covariange

Square of 100%edSCD fit error for the diagonal terms and extiagonal terms are|

zero.

A priori profiles

Exponentially-decreasing profderived using the VCD of 3x1tmolecules crdand a
scaling height (SH) value of 0.1km

A priori covariance matrices (Sa)

Square of 100%hefa priori profile for the diagonal terms and

extra-diagonal terms are added as Gaussian fusatiith a correlation length of 200m

Table 4 LP-DOAS Analysis settings.

Parameter Common setting
Fit range 292.23 - 367.51 nm
NO2 Burrows et al., 1998
Os Serdyuchenko et al., 2014
HCHO Meller and Moortgat (2000), 297 K
HONO Stutz et al. (2000), 296 K
Oy Thalman and Volkamer (2013), 293 K
Lamp From measurements
spectrum
Background From measurements
spectrum
Polynomial Degree 3
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