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Response to Reviewer 1: Benoît Crouzy (Referee): 

Thanks a lot for your comments here are our responses.  

1) Page 1 line 10: selection of the training and test set. This is a potential major issue. The 
authors selected randomly scans over the years. In order to have good generalization of the 
algorithms it however is important to have not too close training and test data. The total number 
of raw scans out of which events were randomly drawn suggests that this is achieved but I 
would like the authors to comment on this question, even if only as a caveat to the community. 
Best practice could be to select a period isolated from the training set to select the test set (e.g. 
different year). 

We agree that setting a period totally isolated for the test is the best practice and can test the 
generality of a model, but we wanted our training set to include most possible scenarios 
(different scans). In our training phase we had 3150 scans, and in the testing phase we had 850 
scans. As the number of test sets is large (compared to the total number of selected scans), we 
have confidence in achieving a model capable of generalization. We also recommend that the 
model be retrained every year (adding new data to the existing pool of training data). Retraining 
with more (and newer) data will help with the overfitting problem.  
 

2) Page 2 lines 3-8: please check for some repetitions (laser fluctuations) 

We shortened the paragraph.  

3) Page 2 line 17-18: I suggest to distinguish between supervised and non-supervised from the 
onset.  

We changed the paragraph as follows: 

Here, we propose a machine learning (ML) approach for level-0 data classification. The 
classification of lidar profiles is based on supervised ML techniques which will be discussed in 
detail in Section 2. Using an unsupervised ML approach, we also have examined the capability 
of ML to detect anomalies … 

4) I would put this line earlier to distinguish between supervised and non-supervised techniques. 
In addition I would hint for non-specialists that unsuper- vised techniques are no silver bullet and 
can be expected to be less powerful due to the absence of training data. 

Done!  

5) Page 2 line 27: "clustering ML" and line 30 "These ML methods" please precise which 
methods. 

We changed the sentence to: Both Zeng et al. (2018) and Nicolae et al. (2018) concluded that 
their proposed ML algorithms can classify large sets of data and can successfully distinguish 
between different types of aerosols. 
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6) Page 3 line 23: I find the sigma confusing (summation sign), especially when keeping signed 
differences. 

We explained the equation with more details: 

Formally, we are trying to learn a prediction function $f(x): x \rightarrow y$ which minimize the 
expectation of some loss function $L(y,f) = \Sigma_{i}^N (y^{true}_{i} - y^{predicted}_{i})$, where 
$y^{true}_i$ is the actual value (label) of the classification for each data point, and 
$y^{predicted}_{i}$ is the prediction generated from the prediction function and $N$ is the length 
of data-set \citep{bishop2006pattern} 

 

 

7) Page 3 line 25: what about "matrix size (m,n)" or m x n ? 

We changed to a matrix with size (m,n) 

 

8) Page 4 line 13-14: please describe better the Kernel trick that make SVM so powerful. In the 
current form I do not find the description self-contained (non-uniform level of details). I would 
describe the parameters to be tuned (e.g. Cost, epsilon insensitive tube, ...) 

We added the following to the paper which explains the SVM in more detail (there is also a 
colored marked up pdf where you can see the latex below rendered): 

The SVM algorithm finds an optimal hyperplane that separates the data set into a distinct 
predefined number of classes \citep{vapnik2013nature}. For binary classification in a linearly 
separable data-set a target class $y_{i} \in \{1, -1\}$ is considered with a set of input data 
vectors ${\mathbf x_{i}}$. The optimal solution is obtained through maximizing the margin 
between the separating hyperplane and the data. It can be shown that the optimal hyperplane is 
the solution of the constrained quadratic equation:} 

\begin{align} 

    minimize &: \frac{1}{2}||\vec{w}||^2 \\ 

    subject &: y_{i}(\vec{w}.\vec{x_i} +b) \geqslant 1. 

\end{align} 

In the above equation the constraint is a linear model. To solve this constrained optimization 
problem, the Lagrange function can be built: 

\begin{equation} 

L(\vec{w}, b, \alpha) = \frac{1}{2} \norm{\vec{w}^2} - \sum_i \alpha_i 
\left(y_i(\vec{w}.\vec{x}_i+b)-1\right) 
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\end{equation} 

where $\alpha_i$  are Lagrangian multipliers. Setting the derivatives of $L(\vec{w}, b, \alpha)$ 
with respect to $\vec{w}$ and b to zero: 

 

\begin{align} 

\vec{w} &= \sum_i \alpha_i y_i \vec{x}_i \\ 

& \sum_i \alpha_i y_i = 0. 

\end{align} 

Thus we can rewrite the Lagrangian as: 

\begin{equation} 

L(\vec{w}, b, \alpha) = \sum_i \alpha_i - \frac{1}{2} \sum_i \sum_j \alpha_i \alpha_j y_i y_j 
\vec{x}_i . \vec{x}_j 

\end{equation} 

It is clear that the optimization process only depends on the dot product of the samples. 

Many real world problems involve nonlinear data sets in which the above methodology will fail. 
To tackle the non-linearity, using a non-linear function $\Phi (x)$ the feature space is mapped 
into higher dimensional feature space. The Lagrangian function can be re-written as: 

\begin{align} 

L(\vec{w}, b, \alpha) &= \sum_i \alpha_i - \frac{1}{2} \sum_i \sum_j \alpha_i \alpha_j y_i y_j 
k(\vec{x}_i, \vec{x}_j)\\ 

k(\vec{x}_i, \vec{x}_j) &= \Phi(\vec{x}_i) . \Phi(\vec{x}_j) 

\end{align} 

where $k(\vec{x}_i, \vec{x}_j)$ is known as the kernel function. Kernel functions let the feature 
space be mapped into higher dimensional space without the need of calculating the 
transformation function (only the kernel is needed). This property makes them really powerful 
and easy to use. More details on SVM and kernel functions can be found in 
\cite{bishop2006pattern} 

 

9) Page 4 line 25: please define all variables 

We rewrote the section. 
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10) Page 5 line 3: maybe I missed it, but if you used LIBSVM or a derived tool please mention it, 
as this information could help other users 

All the codes are written using the python scikit-learn package. We have explained it in the 
methodology section of the paper.  

11) Page 5 line 25: I found this sentence somewhat disconnected. 

We agree with you and have deleted the sentence.  

12) Equation 3: define the class index. 

What does he mean?  

13) Page 5 line 29: H=0 usually means low entropy which could be seen as a pure prediction. 
Please clarify. 

We rewrote the paragraph as follows: 

where $p_{i}$ represents a set of probabilities that adds up to 1. $H(x)=0$ means that no new 
information was gained in the process of splitting, and $H(x)=1$ means that maximum amount 
of information was achieved. Ideally, the produced leaves will be pure and have low entropy 
$H(x)=0$  meaning all of the objects in the leaf are the same.  

14) General comment: I would summarize for all methods the hyperparameters to be tuned. 
This is currently well done only for some of the methods. 

We added a short subsection addressing the comment: 

Machine learning methods are generally parametrized by a set of hyper-parameters $\lambda$. 
An optimal set of hyper-parameters  $\lambda_{best}$ will result in an optimal algorithm which 
minimizes the loss function that formally can be written as: 

\begin{equation} 

    \lambda_{best} = arg min L(X_{test}; A(X_{train}, \lambda)) 

\end{equation} 

where A is the algorithm and $X_{test}$ and $X_{train}$ are test and training data. Searching to 
find the best set of hyper-parameters is mostly done by grid search method in which set of 
values on a predefined grid will be proposed. Implementing each of the proposed 
hyperparameters the algorithm will be trained, and the prediction results will be compared. Most 
algorithms have only few hyper-parameters. Depending on the learning algorithm, the size of 
training and test data sets the grid search can be a time consuming approach. Thus automatic 
hyper-parameter optimization has gain interest, details on the topic can be found else where 
\citep{feurer2019hyperparameter} } 

 

15) Page 7 line 1: "a detailed description" this sentence and the introduction to various methods 
give the impression of ML as a closed list of techniques. As the Lidar community is not very 
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familiar to ML, I would mention that a vast number of other techniques exist. I would also 
mention ANNs and explain why those were not used in the present paper 

The “a detailed description” refers to a Hastie et al., 2009’s detailed description of all unsupervised 
learning methods and not to our explanation.  

We added a paragraph in page 4, before explaining the ML algorithms which we used in this 
study: 

\textcolor{blue}{Many algorithms have been developed for both supervised and unsupervised 
learning. In the following section, we introduce Support Vector Machine (SVM) , Decision Trees, 
Random Forests and Gradient Boosting Tree Methods as part of ML algorithms that we have 
tested for sorting lidar profiles. We also describe The t-distributed Stochastic Neighbour 
Embedding Method and Density-based spatial clustering of applications with noise (DBSCAN) 
unsupervised algorithms which were used in this paper.} 

 

\textcolor{blue}{Recently, Deep Neural Networks (DNNs) have received attention in the scientific 
community. In the Neural Network approach the loss function computes the error between the 
output scores and target values. The internal parameters (weights) in the algorithm are modified 
such that the error becomes smaller. The process of tuning the weights continues until the error 
is not decreasing anymore. A typical deep learning algorithm can have hundreds of millions of 
weights, input and target values. Thus the algorithm are really useful when dealing with large 
sets of images and text data.  Although, DNNs are power full tools, they are acting as black 
boxes and important questions such as what features in the input data are more important will 
stay unknown. For the purpose of this study we decided to use the classical machine learning 
algorithms.} 

 

16) I would remove Figure 2 (too much detail in comparison with the rest of the chapter), but this 
is a matter of personal taste. 

We prefer to have this figure in the article.  

17) Page 8 line 15: from and not form 

Thanks for pointing  out this typo. 

18) Section 3.1: see general comment above, how was it ensured that enough separation 
between training situations and test situations is achieved (scans taken the same day/hour 
might not always achieve this). This point needs to be discussed carefully 

As we responded to the first comment, our training and test data-sets contain scans from 
different years, months, and hours to make sure that we can achieve the generalization.  

19) Section 3.2: In my opinion the discussion on TP/FP/TN/FN does not belong to the results 
but to the methods. 
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As we wanted to show the confusion matrix under the result and we found out putting the 
definitions of TP/FP/TN/FN in the methodology will require us to insert another short subsection. 
So, we decided to just squeeze the definition in the result.   

20) Page 11 line 6: to estimate 

Fixed 

21) Page 14 line 11: anomalies and not anomolies 

Fixed 

22) General comment: why not making use of thresholds in order to achieve finer objectives, eg. 
"never tagging good scans as bad"? For example, with SVMs one can use the distance to the 
hyperplane to select events with a good likelihood of correct classification. 

As the other two algorithms did better in the test and evaluation phase we did not attempt to use 
the SVM as our primary approach of classification. However, we definitely agree with you that 
we can use the distance to hyperplane to achieve a probability approach rather than a solid 
binary classification.  
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Response to Reviewer 2: 

 

Thanks for the corrections and comments, we implemented all of them in our final version of the 
paper. We also went through the text carefully and proofread the article. 

1. Why the authors use the term scan to indicate a lidar profile? I am used to refer to a scan 
strictly as for a scanning device, e.g., a scanning wind lidar will give a profile of wind strength 
and direction. The recording in time of the photon- counting signal when transformed into 
altitude is better called a profile. 

            We agree with you and we changed the term scan to profile throughout the paper.  
 

2. When the authors use the relative pronoun “which”, this shall come after comma otherwise 
“that” has to be used instead. 

           Thanks for the comment. We corrected the paper accordingly. 

3. Plenty of punctuation, articles and auxiliary verbs are missing through the text. I have tried to 
highlight a part of them, but the authors should perform a thorough re-reading of the manuscript 
and correct these typos and errors. 

Sect.1, Pg 2, ln 20: the PCL acronym has already been defined. done 

Sect.2, Pg 3, ln. 8: you can remove “which are as follows”. done 

Sect.2, Pg 3, ln. 23: “minimizes” done 

Figure 1, caption: I’d say the line color in the left panel is Cyan rather than blue. Sect. 2.2, Pg 4, 
ln 5: “we have tested” (remove “been”) done 

Sect. 2.4, pg6, ln 3: As it is mentioned here for the first time, it could be useful to add the 
extended name of bagging in brackets “bagging (bootstrap aggregating)” . done 

Sect. 2.5, pg 6, ln 28-29: the definition of overfitting should be provided in Sect. 2.4 when it is 
first introduced. done 

Sect. 3.1, pg 9, ln 4: “. . ..different years AND represent different. . .” done 

Sect. 3.1, pg 9, ln 21: change “True negatives (FN)” to “False negative (FN)” done 

Sect. 3.1, pg 9, last paragraph: first you define precision and recall and then you present results 
of accuracy in Table 1. I would show Table 2 before Table 1, right below equations 9. 
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We changed the structure so that we presented the accuracy score and then we defined 
precision and recall.  

Sect. 3.1, pg 10, ln 5: “clear scans” done 

Sect. 3.3, pg 13, ln 9: replace “smoke does not present” with “smoke is not present”. Sec. 3.3., 
pg 13, ln 12: replace “during late June and early June 2002” with “during early June and late 
June 2002”. done 

Sec. 3.3., pg 13, ln 13: “As, the smoke” without a comma done 

Sec. 3.3., pg 13, ln 16: “1961 lidar scans” done 

Sect. 3.3, pg 14, ln 2: replace ”To investigate if scans with layers are clustered to- gether the 
particle extinction . . .“ with “To investigate if scans with layers are clustered together, the 
particle, extinction. . .”. 

Sect. 3.3, pg 14, ln 10-11: please consider rephrasing and correcting the English. Sect. 3.3, pg 
14, ln 11: “no anomalies WERE detected” done 

“We are planning to expand our unsupervised learning method to both Rayleigh and Nitrogen 
channels to be able to correctly identify and distinguish cirrus clouds from smoke traces in the 
UTLS.”. Does the PCL have a depolarization chan- nel, or is in the forthcoming plans to 
implement one to discriminate between different particles based on their asphericity? 

 

The PCL does not have a depolarization channel, which is the best way to distinguish smoke 
particles from ice. However, we have shown (Gamage et al, 2019) that is possible in our 
processing algorithms to use the multiple color measurements of the lidar to estimate the lidar 
ratio, which allows ice and smoke particles to be distinguished. 

 

 

 

 

 

References: 

 

Mahagammulla Gamage, S., Sica, R. J., Martucci, G., and Haefele, A.: Retrieval of temperature from a 

multiple channel pure rotational Raman backscatter lidar using an optimal estimation method, Atmos. 

Meas. Tech., 12, 5801–5816, https://doi.org/10.5194/amt-12-5801-2019, 2019. 
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Abstract. While it is relatively straightforward to automate the processing of lidar signals, it is more difficult to choose periods

of “good” measurements to process. Groups use various ad hoc procedures involving either very simple (e.g. signal-to-noise

ratio) or more complex procedures (e.g. Wing et al. 2018) to perform a task that is easy to train humans to perform but is time

consuming. Here, we use machine learning techniques to train the machine to sort the measurements before processing. The5

presented methods is generic and can be applied to most lidars. We test the techniques using measurements from the Purple

Crow Lidar (PCL) system located in London, Canada. The PCL has over 200,000 raw profiles in Rayleigh and Raman channels

available for classification. We classify raw (level-0) lidar measurements as “clear” sky profiles with strong lidar returns, “bad”

profiles, and profiles which are significantly influenced by clouds or aerosol loads. We examined different supervised machine

learning algorithms including the random forest, the support vector machine, and the gradient boosting trees, all of which can10

successfully classify profiles. The algorithms where trained using about 1500 profiles for each PCL channel, selected randomly

from different nights of measurements in different years. The success rate of identification, for all the channels is above 95%.

We also used the t-distributed Stochastic Embedding (t-SNE) method, which is an unsupervised algorithm, to cluster our lidar

profiles. Because the t-SNE is a data driven method in which no labelling of training set is needed, it is an attractive algorithm

to find anomalies in lidar profiles. The method has been tested on several nights of measurements from the PCL measurements.15

The t-SNE can successfully cluster the PCL data profiles into meaningful categories. To demonstrate the use of the technique,

we have used the algorithm to identify stratospheric aerosol layers due to wildfires.

1 Introduction

Lidar (Light Detection and Ranging) is an active remote sensing method which uses a laser to generate photons that are trans-

mitted to the atmosphere and are scattered back by atmospheric constituents. The back-scattered photons are collected using20

a telescope. Lidars provide both high temporal and resolution profiling, and are widely used in atmospheric research. The

recorded back-scattered measurements (also known as level-0 profiles) are often co-added in time and/or in height. Before co-

adding, profiles should be checked for quality purposes to remove “bad profiles”. Bad profiles include measurements with low

power laser, high background counts, outliers, and profiles with distorted or unusual shapes for a wide variety of instrumental
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or atmospheric reasons. Moreover, depending on the lidar system and the purpose of the measurements, profiles with traces of25

clouds or aerosol might be classified separately. During a measurement, signal quality can change for different reasons includ-

ing changes in sky background, the appearance of clouds, and laser power fluctuating. Hence, it is difficult to use traditional

programming techniques to make a robust model that works under the wide range of real cases (even with multiple layers of

exception handling).

Over the period of measurement, atmospheric changes and laser fluctuations can cause both the background counts and the30

signal power to change abruptly. These changes make it difficult to identify bad profiles automatically. Furthermore, identifying

outlier signals is a complex task.

In this article we propose both supervised and unsupervised machine learning approaches for level-0 lidar data classification

and clustering. ML techniques hold great promise for application to the large data sets obtained by the current and future

generation of high temporal-spatial resolution lidars. ML has been recently used to distinguish between aerosols and clouds for35

the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) level-2 measurements (Zeng et al., 2018).

Furthermore, Nicolae et al. (2018) used a Neural Network algorithm to estimate the most probable aerosol types in a set of data

obtained from European Aerosol Research Lidar Network (EARLINET). Both Zeng et al. (2018) and Nicolae et al. (2018)

concluded that their proposed ML algorithms can classify large sets of data and can successfully distinguish between different

types of aerosols.40

A common way of classifying profiles is to define a threshold for the signal-to-noise ratio at some altitude: any scan that

does not meet the pre-defined threshold value is flagged bad. In this method, bad profiles may be incorrectly flagged as good, as

they might pass the threshold criteria, but have the wrong shape at other altitudes. Recently, Wing et al. (2018) suggested that a

Mann-Whitney-Wilcoxon rank-sum metric could be used to identify bad profiles. In the Mann-Whitney-Wilcoxon test, the null

hypothesis that the two populations are the same is tested against the alternate hypothesis that there is a significant difference45

between the two populations. The main advantage of this method is that it can be used when the data distribution does not

follow a Gaussian distribution. However, Monte Carlo simulations have shown that when the two populations have similar

medians, but different variances, the Mann-Whitney-Wilcoxon can wrongfully accept the alternative hypothesis (Robert and

Casella, 2004). Here, we propose a machine learning (ML) approach for level-0 data classification. The classification of lidar

profiles is based on supervised ML techniques which will be discussed in detail in Section 2.50

Using an unsupervised ML approach, we also have examined the capability of ML to detect anomalies (traces of wildfire

smoke in lower stratosphere). The PCL is capable of detecting the smoke injected to lower stratosphere from wildfires (Doucet,

2009; Fromm et al., 2010). We are interested to investigate if after major wildfires the PCL can automatically (by using ML

methods) detect aerosol loads in the upper troposphere and lower stratosphere (UTLS). Aerosols in the UTLS and stratosphere

have important impact in the radiative budget of the atmosphere. Recently, Christian et al. (2019) proposed that smoke aerosols55

from the forest fires, unlike the aerosols from the volcanic eruptions, can have a net positive radiative forcing. Considering that

the number of occurring forest fires have increased, detecting the aerosol loads from fires in the UTLS and accounting for them

in atmospheric and climate models is important.
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In this article we propose both supervised and unsupervised machine learning approaches for level-0 lidar data classification

and clustering. ML has been recently used to distinguish between aerosols and clouds for the Cloud-Aerosol Lidar and Infrared60

Pathfinder Satellite Observations (CALIPSO) level-2 measurements (Zeng et al., 2018). Furthermore, Nicolae et al. (2018)

used a Neural Network algorithm to estimate the most probable aerosol types in a set of data obtained from European Aerosol

Research Lidar Network (EARLINET). These ML methods can process. Both Zeng et al. (2018) and Nicolae et al. (2018)

concluded that their proposed ML algorithms can classify large sets of data and can successfully distinguish between different

types of aerosols.65

Section 2 is a brief description of the characteristics of the lidars we used and an explanation on how ML can be useful for

the lidar data classification. Furthermore, the algorithms which are used in the paper are explained in detail. In Section 3 we

show classification and clustering results for the PCL system. In Section 4, a summary of the ML approach is provided, and

the future directions are discussed.

2 Machine Learning Algorithms70

2.1 Instrument Description and Machine Learning classification of data

The PCL is a Rayleigh-Raman lidar which has been operational since 1992. Details about PCL instrumentation can be found

in Sica et al. (1995). From 1992 to 2010, the lidar was located at the Delaware Observatory (42.5�N, 81.2�W) near London,

Ontario, Canada. In 2012, the lidar was moved to the Environmental Science Western Field Station (43.1�N, 81.3�W). The

PCL uses a second harmonic of an Nd:YAG solid state laser. The laser operates at 532 nm and has a repetition rate of 30 Hz75

at 1000 mJ. The receiver is a liquid mercury mirror with the diameter of 2.6 m. The PCL currently has four detection channels

which are as follows:

1. A High Gain Rayleigh (HR) channel that detects the back scattered counts from 25 to 110 km altitude (vertical resolution

7 m).

2. A Low Gain Rayleigh (LR) channel that detects the back scattered counts from 25 to 110 km altitude. This channel is80

optimized to detect counts at lower altitudes where the high intensity back scattered counts can saturate the detector, and

cause non linearity in the observed signal. Thus, using the low gain channel, at lower altitudes, the signal remains linear

(vertical resolution 7 m).

3. A Nitrogen Raman channel that detects the vibrational Raman shifted back-scattered counts above 0.5 km in altitude

(vertical resolution 7 m).85

4. A Water Vapour Raman channel that detects the vibrational Raman shifted back-scattered counts above 0.5 km in altitude

(vertical resolution 24 m).

The Rayleigh channels are used for atmospheric temperature retrievals, and the water vapour and nitrogen channels are used

to retrieve water vapour mixing ratio. .
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In our lidar scan classification using supervised learning, we have a training set in which, for each scan, counts at each90

altitude are considered as an attribute, and the classification of the scan is the output value. Formally, we are trying to learn

a prediction function f(x) : x! y which minimize the expectation of some loss function L(y,f) = ⌃N
i (ytruei � y

predicted
i ),

where y
true
i is the actual value (label) of the classification for each data point, and y

predicted
i is the prediction generated from

the prediction function and N is the length of data-set (Bishop, 2006). Thus, the training set is a matrix of size (m ⇤n) with

size (m,n), and each row of the matrix presents a lidar scan in the training set. The columns of this matrix (except the last95

column), are photon counts at each altitude. The last column of the matrix shows the classifications of each scan. Examples of

each scan’s class for PCL measurements using Rayleigh and nitrogen Raman digital channels are shown in Fig. 1.

Figure 1. Example of measurements taken by PCL Rayleigh and Raman channels. Left panel: examples of bad profiles for both Rayleigh

and Raman channels. In this plot, the signal in blue cyan and dark red have extremely low laser power, the purple signal has extremely high

background counts, and the signal in orange has a distorted shape, and high background counts. Middle panel: example of a good scan in

the Rayleigh channel. Right Panel: example of cloudy sky in the nitrogen (Raman) channel. At about 8 km a layer of either cloud or aerosol

occurs.

We also have examined unsupervised learning to generate meaningful clusters. We are interested in determining if the lidar

profiles, based on their similarities (similar features), will be clustered together. For our clustering task, a good ML method will

distinguish between high background counts, low laser power profiles, clouds, and high laser profiles, and put each of these100

in a different cluster. Moreover, using unsupervised learning, anomalies in profiles (aka: traces of smoke in higher altitudes)

should be apparent.

Many algorithms have been developed for both supervised and unsupervised learning. In the following section, we intro-

duce Support Vector Machine (SVM), Decision Trees, Random Forests, and Gradient Boosting Tree Methods as part of ML

algorithms that we have tested for sorting lidar profiles. We also describe the t-distributed Stochastic Neighbour Embedding105

Method and Density-based spatial clustering as unsupervised algorithms which were used in this study.

Recently, Deep Neural Networks (DNNs) have received attention in the scientific community. In the Neural Network ap-

proach the loss function computes the error between the output scores and target values. The internal parameters (weights) in

the algorithm are modified such that the error becomes smaller. The process of tuning the weights continues until the error is

not decreasing anymore. A typical deep learning algorithm can have hundreds of millions of weights, input and target values.110
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Thus, the algorithm is useful when dealing with large sets of images and text data. Although, DNNs are power full tools, they

are acting as black boxes and important questions such as what features in the input data are more important remain unknown.

For this study we decided to use the classical machine learning algorithms as they can provide better explanation of feature

selection.

2.2 Support Vector Machine Algorithms115

Many algorithms have been developed for both supervised and unsupervised learning. In the following section, we introduce

ML algorithms that we have been tested for sorting lidar profiles. SVM algorithms are popular in the remote sensing community

because they can be trained with relatively small data sets, while producing highly accurate predictions (Mantero et al., 2005;

Foody and Mathur, 2004). Moreover, unlike some statistical methods such as the Maximum Likelihood Estimation that assume

the data is normally distributed, SVM algorithms do not require this assumption. This property makes them suitable for data120

sets with unknown distributions. Here, we briefly describe how SVM works. More details on the topic can be found in Burges

(1998) and Vapnik (2013).

The SVM algorithm finds an optimal hyperplane that separates the data set into a distinct predefined number of classes

(Bishop, 2006). For a binary classification a target class yi 2 {1,�1} is considered. Using a nonlinear function �, a set of

input data vectors xi (in the input space) is mapped to a high dimensional feature space. Then SVM searches for a linear125

discrimination function of the form: f(x) = w.�(x)+ b in the feature space, where the sign of f(x) is used to assign a class to

each data point. The optimal solution is obtained through maximizing the margin between the separating hyperplane and the

data. It can be shown that the optimal hyperplane is the solution of the convex quadratic programming problem:

The SVM algorithm finds an optimal hyperplane that separates the data set into a distinct predefined number of classes

(Bishop, 2006). For binary classification in a linearly separable data-set, a target class yi 2 {1,�1} is considered with a set of130

input data vectors xi. The optimal solution is obtained by maximizing the margin (w) between the separating hyperplane and

the data. It can be shown that the optimal hyperplane is the solution of the constrained quadratic equation:

minimize :
1

2
||w||2 (1)

constraint : yi(w
|xi + b)> 1. (2)

In the above equation the constraint is a linear model where w and the intercept (b) are unknowns (need to be optimized). To135

solve this constrained optimization problem, the Lagrange function can be built:

L(w, b,↵) =
1

2

���w2
����

X

i

↵i

�
yi(w

|xi + b)� 1
�

(3)

where ↵i are Lagrangian multipliers. Setting the derivatives of L(w, b,↵) with respect to w and b to zero:

w =
X

i

↵iyixi (4)

X

i

↵iyi = 0. (5)140
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Thus we can rewrite the Lagrangian as:

L(w, b,↵) =
X

i

↵i �
1

2

X

i

X

j

↵i↵jyiyjx
|
i xj (6)

It is clear that the optimization process only depends on the dot product of the samples.

Many real world problems involve nonlinear data sets in which the above methodology will fail. To tackle the non-linearity,

using a non-linear function �(x) the feature space is mapped into higher dimensional feature space. The Lagrangian function145

can be re-written as:

L(w, b,↵) =
X

i

↵i �
1

2

X

i

X

j

↵i↵jyiyjk(xi,xj) (7)

k(xi,xj) = �(xi)
|�(xj) (8)

where k(xi,xj) is known as the kernel function. Kernel functions let the feature space be mapped into higher dimensional

space without the need of calculating the transformation function (only the kernel is needed). More details on SVM and kernel150

functions can be found in Bishop (2006)

To use SVM as a multi-class classifier, some adjustments need to be made to the simple SVM binary model. Methods

like a directed acyclic graph, one-against-all, and one-against-others are among the most successful techniques for multi-class

classification. Details about these methods can be found in Knerr et al. (1990).

2.3 Decision Trees Algorithms155

Decision trees are nonparametric algorithms that allow complex relations between inputs and outputs, to be modeled. Moreover,

they are the foundation of both random forest and boosting methods. A comprehensive introduction to the topic can be found

in Quinlan (1986), here, we briefly describe how a decision tree is built.

A decision tree is a set of (binary) decisions represented by an acyclic graph directed outward from a root node to each leaf.

Each node has one parent (except the root), and can have two children. A node with no children is called a leaf. Decision trees160

can be complex depending on the data set. A tree can be simplified by pruning, which means leaves from the upper parts of the

trees will be cut. To grow a decision tree, the following steps are taken.

– Defining a set of candidate splits: We should answer a question about the value of a selected input feature to split the

data set into two groups.

– Evaluating the splits. Using a score measure, at each node, we can decide what the best question is to be asked and what165

the best feature is to be used. As the goal of splitting is to find the purest learning subset that is in each leaf, we want

the output labels to be the same; called purifying. Shannon Entropy (see below) is used to evaluate the purity of each

subgroup. Thus, a split that reduces the entropy from one node to its descendent is favorable

– Deciding to stop splitting. We set rules to define when the splitting should be stopped, and a node becomes a leaf. This

decision can be data-driven. For example, we can stop splitting when all objects in a node have the same label (pure170
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node). The decision can be defined by a user as well. For example, we can limit the maximum depth of the tree (length

of the path between root and a leaf).

In a decision tree, by performing a full scan of attribute space the optimal split (at each local node) is selected, and irrelevant

attributes are discarded. This method allows us to identify the attributes that are most important in our decision-making process.

In summary, the simplicity of decision trees makes them suitable algorithms for both classification and regression processes.175

The metric used to judge the quality of the tree splitting is Shannon entropy (Shannon, 1948). Shannon Entropy describes

the amount of information gained with each event and is calculated as follows:

H(x) =�⌃pi logpi (9)

where pi represents a set of probabilities that adds up to 1. H(x) = 0 means that no new information was gained in the process

of splitting, and H(x) = 1 means that maximum amount of information was achieved. Ideally, the produced leaves will be pure180

and have low entropy (meaning all of the objects in the leaf are the same).

2.4 Random Forests

The Random forest (RF) method is based on “growing” an ensemble of decision trees that vote for the most popular class.

Typically the bagging (bootstrap aggregating) method is used to generate the ensemble of trees (Breiman, 2002). In bagging,

to grow the kth tree, a random vector ✓k from the training set is selected. The ✓k vector is independent of the past vectors185

(✓1, ...,✓k�1) but has the same distribution. Then, by selecting random features, the kth tree is generated. Each tree is a

classifier (h(✓k,x)) that casts a vote. During the construction of decision trees, in each interior node, the Gini index is used to

evaluate the subset of selected features. The Gini index is the measure of impurity of data (Lerman and Yitzhaki, 1984; Liaw

et al., 2002). Thus, it is desired to select a feature that results in a greater decrease in the Gini index (partitioning the data into

distinct classes). For a split at node n the index can be calculated as: 1�⌃2
i=1P

2
i where Pi is the frequency of class i in the190

node n. Finally, the class label is determined via majority voting among all the trees (Liaw et al., 2002).

One major problem in ML is when the algorithm becomes too complicated and perfectly fits the training data points, it looses

its generality and performs poorly on the testing set. This problem is known as overfitting. For RF, increasing the number of

trees can help with the overfitting problem. Other parameter that can significantly influence RFs is the tree depth, growing more

trees in a forest yield a smaller prediction error. Finding the optimal depth of each tree is a critical parameter. While leaves in195

a short tree may contain heterogeneous data (the leaves are not pure), tall trees can suffer from poor generalization (overfitting

problem). Thus, the optimal depth provides a tree with pure leaves and great generalization. Detailed discussion on the RFs

can be found in Liaw et al. (2002).

2.5 Gradient Boosting Tree Methods

Boosting methods are based on the idea that combining many “weak” approximation models (a learning algorithm that is200

slightly more accurate than 50%) will eventually boost the predictive performance (Knerr et al., 1990; Schapire, 1990). Thus,

many “local rules” are combined to produce highly accurate models.
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In the gradient boosting method, simple parametrized models (base models) are sequentially fitted to current residuals

(known as pseudo-residuals) at each iteration. The residuals are the gradients of the loss function (they show the difference

between the predicted value and the true value) that we are trying to minimize. The Gradient Boosting Trees (GBT) algorithm205

is a sequence of simple trees generated such that each successive tree is grown based on the prediction residual of the preceding

tree with the goal of reducing the new residual. This “additive weighted expansion” of trees will eventually become a strong

classifier (Knerr et al., 1990). This method can be successfully used even when the relation between the instances and output

values are complex. Compared to the RF model, which is based on building many independent models and combining them

(using some averaging techniques), the gradient boosting method is based on building sequential models.210

One major problem in ML is when the algorithm becomes too complicated and perfectly fits through the training data points.

However, the algorithm looses its generality and performs poorly in the testing set. This is known as overfitting. Although, the

GBTs show overall high performance, they require large set of training data and the method is quite susceptible to noise. Thus,

for smaller training data set the algorithm suffers from overfitting. The size of our data is large, GBT can be potentially a

reliable algorithm for classification of lidar profiles.215

2.6 The t-distributed Stochastic Neighbour Embedding Method

A detailed description of unsupervised learning can be found in (Hastie et al., 2009). Here, we briefly introduce two of the

unsupervised algorithms that are used in this paper. The t-SNE method is an unsupervised ML algorithm that is based on

Stochastic Neighbor Embedding (SNE). In the SNE, the data points are placed into a low-dimensional space such that the

neighborhood identity of each data point is preserved (Hinton and Roweis, 2003). The SNE is based on finding the probability220

that data point (i) has data point (j) as its neighbor, which can formally be written as:

Pi,j =
exp(�d

2
i,j)P

k 6=i exp(�d
2
i,k)

(10)

where Pi,j is the probability of i selecting j as its neighbour and d
2
i,j is the squared Euclidean distance between two points in

the high dimensional space, and can be written as:

d
2
i,j =

|| (xi �xj) ||2

2�2
i

(11)225

where �i is defined so that the entropy of the distribution becomes log, and  is the “perplexity”, which is set by the user and

determines how many neighbors will be around a selected point.

The SNE tries to model each data point, xi, at the higher dimension, by a point yi at a lower dimension such that the

similarities in Pi,j are conserved. In this low dimensional map, we assume that the points follow a Gaussian distribution. Thus,

the SNE tries to make the best match between the original distribution (pi,j) and the induced probability distribution (qi,j).230

This match is determined by minimizing the error between the two distributions, and the best match is developed. The induced

probability is defined as:

qi,j =
exp(� || (yi � yj) ||2)P
k 6=i exp(� || (yi � yk) ||2)

(12)
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The SNE algorithm aims to find a low-dimensional data representation such that the mismatch between pi,j and qi,j become

minimized; thus in the SNE the Kullback-Leibler divergences is defined as the cost function. Using the gradient descent method235

the cost function is minimized. The cost function is written as:

cost= ⌃iKL(Pi||Qi) = ⌃i⌃jpj|i log
pj|i

qj|i
(13)

where Pi is the conditional probability distribution of all data points given data points xi, and Qi is the conditional probability

for all the data points given data points yi.

Figure 2. Red curve: the Gaussian distribution for data points, extending from -5 � to 5�. The mean of the distribution is at 0. Blue curve:

The Student’s t-distribution over the same range. The distribution is heavy-tailed,compared to the Gaussian distribution.

The t-SNE uses a similar approach but assumes a lower dimensional space, which instead of being a Gaussian distribution240

follows Student’s t-distribution with a single degree of freedom. Thus, since a heavy-tailed distribution is used to measure

similarities between the points in the lower dimension, the data points that are less similar will be located further from each

other. To demonstrate the difference between the Student’s t-distribution and the Gaussian distribution, we plot the two distri-

butions in Fig. 2. Here, the x values are within 5 � and -5 �. The Gaussian distribution with the mean at 0 and the Student’s

t-distribution with the degree of freedom of 1 are generated. As is shown in the figure, the t-distribution peaks at a lower value245

and has a more pronounced tail. The above approach gives t-SNE an excellent capability for visualizing data, and thus, we use

this method to allow scan classification via unsupervised learning. More details on SNE and t-SNE can be found in Hinton and

Roweis (2003) and Maaten and Hinton (2008).

2.7 Density-based spatial clustering of applications with noise (DBSCAN)

DBSCAN is an unsupervised learning method that relies on density based clustering and is capable of discovering any arbitrary250

shape from a collection of points. There are 2 input parameters to be set by the user: minPts, which indicates the minimum

number of needed oints to make a cluster, and ✏ such that the ✏ neighborhood of point p denoting as N✏(p) is defined as:

N✏(p) = {q 2D|dis(p,q) ✏} (14)

9



where p and q are two points in data set (D) and dist(p,q) represents any distance function. Defining the 2 input parameters,

we can make clusters. In the clustering process data points are classified into 3 groups: core points, (density) reachable points255

and outliers define as follows.

– Core point: point A is a core point if within the distance of ✏ at least minPts points (including A) exist.

– Reachable point: point B is reachable from point A if there is a path (P1, P2,..., Pn) from A to B (P1 =A). All points

in the path, with the possible exception of point B, are core points.

– Outlier point: point C is an outlier if it is not reachable from any point.260

In this method, an arbitrary point (that has not been visited before) is selected, and using the above steps the neighbor points

are retrieved. If the created cluster has sufficient number of point (larger than minPts) a cluster is started. One advantage of

DBSCAN is that the method can automatically estimate the numbers of clusters.

2.8 Hyper-parameter tuning265

Machine learning methods are generally parametrized by a set of hyper-parameters, �. An optimal set �best will result in an

optimal algorithm which minimizes the loss function. This set can be formally written as:

�best = argmin{L(Xtest;A(Xtrain,�))} (15)

where A is the algorithm and Xtest and Xtrain are test and training data. Searching to find the best set of hyper-parameters

is mostly done by grid search method in which a set of values on a predefined grid is proposed. Implementing each of the270

proposed hyperparameters the algorithm will be trained, and the prediction results will be compared. Most algorithms have

only few hyper-parameters. Depending on the learning algorithm, the size of training and test data sets the grid search can be

a time consuming approach. Thus automatic hyper-parameter optimization has gain interest, details on the topic can be found

in Feurer and Hutter (2019) .

3 Result for supervised and unsupervised learning using the PCL system275

3.1 Supervised ML Results

To apply supervised learning to the PCL system, we randomly chose 4500 profiles from the LR, HR and the nitrogen vibrational

Raman channels. These measurement were taken on different nights in different years and represent different atmospheric

conditions. For the LR and HR digital Rayleigh channels, the profiles were labeled as “bad profiles” and “good profiles”. For

the nitrogen channel we added one more label that represents profiles with traces of clouds or aerosol layers, called “cloudy”280

profiles. Here, by “cloud” we mean a substantial increase in scattering relative to a clean atmosphere, which could be caused

by clouds or aerosol layers. The HR and LR channels seldom are affected by clouds or aerosols as the chopper is not fully
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Test set

Channel SVM RF GBT

HR 83% 97% 98%

LR 88% 97% 97%

Nitrogen 88% 95% 96%

Training set

Channel SVM RF GBT

HR 90% 98% 99%

LR 90% 98% 98%

Nitrogen 88% 94% 95%
Table 1. Accuracy scores for the training and the test set for SVM, RF, and GBT models. Results are shown for HR, LR, and nitrogen

channels.

open until about 20 km. Furthermore, labeling the water vapour channel was not attempted for this study, due to its high natural

variability in addition to instrumental variability.

We used 70% of our data for the training phase and we kept 30% of data for the test phase (meaning that during the285

training phase 30% of data stayed isolated and the algorithm was built without considering features of the test data). In order

to overcome the overfitting issue we used the k-fold cross-validation technique in that the data set is divided into k equal

subsets. In this work we used 5-fold cross-validation. The accuracy score is the ratio of correct predictions to the total number

of predictions. We used accuracy as a metric of evaluating the performance of the algorithms. We used the Python scikit-learn

package to train our ML models. The prediction scores resulting from the cross validation method as well as from fitting the290

models on the test data set is shown in Table 1.

We also used the confusion matrix for further evaluations where the good profiles are considered as “positive” and the bad

profiles are considered as “negative”. A confusion matrix can provide us with the number of:

– True positives (TP): number of profiles that are correctly labeled as positive (clean profiles)

– False positives (FP): number of profiles that are incorrectly labeled as positive295

– True negatives (TN): number of profiles that are correctly labeled as negative (bad profiles)

– True False negatives (FN): number of profiles that are incorrectly labeled as negative.

A perfect algorithm will result in a confusion matrix in that FP and FN are zeros. Moreover, the precision and recall can be

employed to give us an insight on how our algorithm can distinguish between good and bad profiles. The precision and recall

are defined as follows:300

Precision=
TruePositive

TruePositive+FalsePositive
Recall =

TruePositive

TruePositive+FalseNegative
(16)

We used python scikit-learn package to train our ML models. The prediction scores resulting from the cross validation

method as well as from fitting the models on the test data set is shown in Table 1. The precision and recall for the nitrogen

channel for each category (clear, cloud, and bad) are shown in Table 2 as well. The GBT and RF algorithms, both have high
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Nitrogen channel

Scan

Type

Precision Recall

Cloud 0.94 0.91

Clear 0.96 0.98

Bad 1.00 1.00

LR channel

Scan

Type

Precision Recall

Clear 0.99 0.99

Bad 0.96 0 .95

HR channel

Scan

Type

Precision Recall

Clear 0.98 1.00

Bad 0.98 0.94

Table 2. Precision and recall values for the nitrogen, LR, and HR channels. The precision and recall values are calculated using the GBT

model.

accuracy results on HR and LR channels. The accuracy of the model on the training set on the LR channel for both RF and305

GBT are 99% and on the test set are 98%. The precision and recall values for the clears profiles are close to unity and for the

bad profiles they are 0.95 and 0.96 respectively. The HR channel also has a high accuracy of 99% in the training set for both

RF and GBT, and the accuracy score in the testing set is 98%. The precision and recall values in Table 2 are also similar to the

LR channel.

For the nitrogen channel the GBT algorithm has the highest accuracy of 95% while the RF algorithm with accuracy of 94%.310

The confusion matrix of the test result for the GBT algorithm (the one with the highest accuracy) is shown in Fig. 3 (left panel).

The algorithm can perform almost perfectly on distinguishing bad profiles (only one bad scan was wrongly labeled as cloudy).

The cloud and clear profiles for most profiles are labeled correctly; however for few profiles the model mislabeled clouds for

clear profiles.

Figure 3. The confusion matrices for nitrogen channel (left), LR channel (middle), and HR channel (right). In a perfect model, the off-

diagonal elements of the confusion matrix are zeros.

3.2 Unsupervised ML Results315

The t-SNE algorithm clusters the measurements by means of pairwise similarity. The clustering can differ from night to night

due to atmospheric and systematic variability. On nights where most profiles are similar, fewer clusters are seen, and on other

nights when the atmospheric or the instrument conditions are more variable, more clusters are generated. The t-SNE makes
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clusters but does not estimate how many clusters are built, and the user must then estimate the number of clusters. To automate

this procedure, after applying the t-SNE to lidar measurements we use the DBSCAN algorithm to estimate the number of320

clusters. The second step of applying DBSCAN is used to estimate the number of generated clusters by t-SNE.

To demonstrate how clustering works, we show measurements from the PCL LR channel and the nitrogen channels. Here,

using the t-SNE on May 15, 2012 that contains both bad and good profiles. We also show the clustering result for the nitrogen

channel on May 26 2012. We chose this night because at the beginning of the measurements the sky was clear but the sky

became cloudy.325

On the night of May 15 2012, the t-SNE algorithm generates three distinct clusters for the LR channel (Fig. 4). These

cluster correspond to different types of lidar return profiles. Figure 5 (left panel) shows all the signals for each of the clusters.

The maximum number of photon counts and the value and the height of the background counts are the identifiers between

different clusters. Thus, cluster 3 with low background counts and high maximum counts represents a group of profiles which

are labeled as good profiles in our supervised algorithms. Cluster 1 represents the profiles with lower than normal laser powers,330

and clusters 2 shows profiles with extremely low laser powers. To better understand the difference between these clusters,

Fig. 5 (right panel) shows the average signal. Furthermore, the outliers of cluster 3 (shown in black) identify the profiles with

extremely high background counts. This result is consistent with our supervised method, in which we had good profiles (here

is cluster 3), and bad profiles which are profiles with lower laser power (here are cluster 1 and 2).

Figure 4. Clustering of lidar return signal type using the t-SNE algorithm for 339 profiles from the low-gain Rayleigh measurement channel

on the night of May 15 2012. The profiles are automatically clustered into three different groups selected by the algorithm. Cluster number

3 has some outliers.

Using the t-SNE, we also have clustered profiles for the nitrogen channel with the measurements taken on May 26, 2012.335

This night was selected because the sky conditions changed from clear to cloudy. The measurements from this night allows

us to test our algorithm and determine how well it can distinguish cloudy profiles from the non-cloudy profiles. The result of

clustering is shown in Fig.6 (left panel) in that two well-distinguished clusters are generated, where one cluster represents, the

13



Figure 5. Left Panel: All 339 profiles collected by the PCL system LR channel on the night of May 15, 2012. The sharp cutoff for all profiles

below 20 km is due to the system’s mechanical chopper. The green signals have extremely low power. The red line represents all signals

with low return signal and the blue line indicates the signals that are considered good profiles. The black lines are signals with extremely

high backgrounds. Right Panel: Each line represents an average of the signals within a cluster. The red line is the average signal for profiles

with lower laser power (cluster 1). The green line is the average signal for profiles with really low laser power (cluster 2). The blue line is

the average signal for profiles with strong laser power (cluster 3). The black line indicates the outliers that have extremely high background

counts and are outliers belonging to cluster 3 (blue curve). The background counts in the green line start at about 50 km, where as for the red

line the background starts at almost 70 km while for the blue line profiles the background starts at 90 km.

cloudy and the other represents the non-cloudy profiles. The averaged signal for each cluster is plotted in Fig.6 (middle panel).

Moreover, the particle extinction profile at altitudes between 3 km to 10 km is plotted in the same figure (Doucet, 2009). The340

first 130 profiles are clean and the last 70 profiles are severely affected by thick clouds; thus the extinction profile is consistent

with our t-SNE classification result.

The t-SNE method can be used as a visualization tool; however to evaluate each cluster the user either needs to examine

profiles within each cluster or use one of the mentioned classification methods. For example Fig. 4 shows this night of mea-

surement had some major differences among the collected profiles (if all the profiles were similar only one cluster would be345

generated). But, to evaluate the cluster the profiles within each cluster must be examined by a human or a supervised ML

should be used to label each cluster.

3.3 PCL fire detection using the t-SNE algorithm

The t-SNE can be used for anomaly detection. As fire’s smoke in the stratosphere is relatively a rare event, we can test the

algorithms to identify these events. Here, we used the t-SNE to explore traces of aerosol in stratosphere within one month of350

measurements. We expect that the t-SNE would generate a single cluster for a month with no trace of stratospheric aerosols

that means no "anomalies“ has been detected. The algorithm should generate more than one cluster in the case of detecting
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Figure 6. Left panel: profiles for the Nitrogen channel on the night of May 15, 2012 were clustered into two different groups using the

t-SNE algorithm. Middle panel: The red line (cluster number 2) is the average of all signals within this cluster and indicates the profiles in

that clouds are detectable. The blue line (cluster number 2) is the average of all signals within this cluster and indicates the clear profiles

(non-cloudy condition). Right panel: the particle extinction profile for the night shows the last 70 profiles are affected by thick clouds at

about 4.5 km altitude.

stratospheric aerosols. We use DBSCAN algorithm to automatically estimate the number of generated profiles. In DBSCAN,

most of the bad profiles will be tagged as noise (meaning that they do not belong to any cluster). Here we are showing two

examples, in one of which the stratospheric smoke exists and our algorithm generates more than one cluster. In the other355

example stratospheric smoke does not present smoke is not present in the profiles, and the algorithm only generates one cluster.

The nightly measurements of June 2002, are used as an example of a month in which the t-SNE can detect anomalies (thus

more than one cluster is generated), as the lidar measurement were affected by the wildfire in Saskatchewan, and nights of

measurements in July 2007 are used as an example of nights with no high loads of aerosol in stratosphere (only one cluster is

generated).360

The wildfires in Saskatchewan during late June and early June July 2002 produced massive smoke that was transported

southward. As the smoke from the fire can reach to higher altitudes (reaching to lower stratosphere), we are interested to see

if we can automatically detect stratospheric aerosol layers during wildfire events. The PCL was operational on the nights of

June 8, 9, 10, 19, 21, 29 and 30 of 2002. During these nights, 1961 lidar profiles were collected in the nitrogen channel. We

used the t-SNE algorithm to examine if the algorithm can detect and cluster the profiles with the trace of wildfire in higher365

altitudes; using profiles in the altitude range of 8 to 25 km. To automatically estimate the number of produced clusters we used

the DBSCAN algorithm. We set the minPts condition to 30, and the ✏ value to 3. The DBSCAN algorithm estimated 4 clusters

and few profiles remained as the noise, which do not belong to any other clusters (shown in cyan, in Fig. 7). To investigate

if profiles with layers are clustered together the particle extinction profile for each generated cluster is plotted (Fig. 8). Most

of the profiles in cluster 1 are clean and no sign of particles can be seen in these profiles (top-left panel in Fig. 8), cluster 2370

contains all profiles with mostly small traces of aerosol between 10 km to 14 km (top-right panel in Fig. 8). the presence of

high loads of aerosol can clearly detected in the particle extinction profiles for both cluster 3 and 4; the difference between the
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two cluster is in the height in which the presence of aerosol layer is more distinguished (bottom-right and bottom-left panel

in Fig. 8). profiles in the last two clusters belong to the last two nights of measurements on June 2002 which are coincidental

with the smoke being transported to London from the wildfire in Saskatchewan.375

We also examined, lidar profiles from nightly measurements (in 10 nights) in July 2007. Using the t-SNE algorithm, we

examined the total of 2637 profiles in the altitude range of 8 to 25 km. The DBSCAN algorithm also used which automatically

estimated that only one cluster was produced by the t-SNE. Thus, as we expected, no anomalies were detected. The result is

shown in Fig. 9. The particle extinction profile of July 2007 also indicates that at the altitude range of 8 km to 25 km no aerosol

load exists (Fig. 9). We also examined the total of 2637 profiles in the altitude range of 8 km to 25 km obtained from 10 nights380

of measurements in July 2007. As we expected, no anomalies were detected (Fig. 9). The particle extinction profile of July

2007 also indicates that at the altitude range of 8 km to 25 km no aerosol load exists (Fig. 9).

Figure 7. profiles for the Nitrogen channel for the nights of June 2002 were clustered into four different groups using the t-SNE algorithm.

The small cluster in cyan indicates the group of profiles that do not belong to any of the other clusters in the DBSCAN algorithm.

1

Thus, using the t-SNE method we can detect anomalies in the UTLS. In the UTLS region, for the clear atmosphere we expect

to see a single cluster; and when aerosol loads exist at least two clusters will be generated. We are implementing the t-SNE on

one month of measurements, and when the algorithm generates more than one cluster we examine profiles within that cluster.385

However, at the moment, because we only use the Raman channel it is not possible for us to distinguish between smoke traces

and cirrus clouds (unless the trace is detected in altitudes above 14 km; similar to fig. 8 where we are more confident to claim

that the detected aerosol layers are traces of smoke, as shown in Fromm et al. (2010)).
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Figure 8. The t-SNE generates four clusters for profiles of nitrogen channel in July 2007. Top-left panel: Most of the profiles are clean and

no sign of particles can be seen. Top-right panel: profiles with mostly small traces of aerosol between 10 km to 14 km. Bottom panels: the

presence of high loads of aerosol can clearly be detected.

Figure 9. Right panel: The t-SNE generates a single cluster for all of 2637 profiles of nitrogen channel for July 2007. Left panel: The particle

extinction profile of July 2007 indicates no significant trace of stratospheric aerosols.

4 Summary and Conclusion

We introduced a machine learning method to classify raw lidar (level-0) measurements. We used different ML methods on390

elastic and inelastic measurements from the PCL lidar systems. The ML methods we used and our results are summarized as

follows.
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1. We tested different supervised ML algorithms, among which the RF and the GBT performed better, with a success rate

above 90% for the PCL system.

2. The t-SNE unsupervised algorithm can successfully cluster profiles on nights with both consistent and varying lidar395

profiles due to both atmospheric conditions and system alignment/performance. For example, if during the measurements

the laser power dropped or clouds became present, the t-SNE showed different clusters representing these conditions.

3. Unlike the traditional method of defining a fixed threshold for the background counts, in supervised ML approach the

machine can distinguish high background counts by looking at the labels of the training set. In the unsupervised ML

approach, by looking at the similarities between the two profiles and defining a distance scale; good profiles will be400

grouped together. High background counts can be grouped in a smaller group. Most of the time the number of bad

profiles are small, thus they will be labeled as noise.

We successfully implemented supervised and unsupervised ML algorithms to classify lidar measurement profiles. The ML

is a robust method with high accuracy that enables us to precisely classify thousands of lidar profiles within a short period of

time. Thus, with accuracy of higher than 95% this method has a significant advantage over previous methods of classifying.405

For example, in the supervised ML, we train the machine by showing (labeling) different profiles in different conditions.

When the machine has seen enough examples of each class (that is a small fraction of the entire data base), it can classify

the un-labeled profiles with no need to pre-define any condition for the system. Furthermore, in the unsupervised learning

method, no labeling is needed, and the whole classification is free from subjective biases of the individual marking the profiles

(which for large atmospheric data sets ranging over decades is important). Using ML avoids the problem of different observers410

classifying profiles differently. We also showed that the unsupervised schema has the potential to be used as an anomalies

detector; which can alert us when there is a trace of aerosol in the UTLS region. We are planning to expand our unsupervised

learning method to both Rayleigh and Nitrogen channels to be able to correctly identify and distinguish cirrus clouds from

smoke traces in the UTLS. Our results indicate that ML is a powerful technique that can be used in lidar classifications. We

encourage our colleagues in the lidar community to use both supervised and unsupervised ML algorithms for their lidar profiles.415

For the supervised learning the GBT performs exceptionally well, and the unsupervised learning has the potential of sorting

anomalies.
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